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ABSTRACT As a decentralized distributed ledger, blockchain is endowed with immutability, traceability,
anonymity, and transparency, which has got rapid development in cryptocurrency and production as a
new trend. In the meantime, the occurrence of Blockchain-as-a-Service (BaaS) helps in mitigation of the
complexity and difficulty in deployment and management of blockchain systems and makes it easier to
concentrate on business logic implementation for developers. However, most existing BaaS systems are
hosted in the environment of cloud vendors, which has also incurred vendor lock-in risk and impairs the
inherent trustless characteristic of blockchain. Though present BaaS systems own a level of availability
by using cloud computing or edge computing as infrastructure, the availability is limited, considering the
availability of network connections and the data center itself. In this article, a novel cloud-edge collaborative
BaaS paradigm is proposed. With the assistance of redundant blockchain node candidates, leader election,
and edge network self-healing components, the proposed BaaS system is equipped to extend BaaS to the
on-premises edge or private cloud, and realize high availability of blockchain systems in edge-autonomy
and cross-data-center scenarios. Through testing a simplified system in a simulated environment in cloud
servers, this proposed BaaS system has an acceptable throughput under specific transaction sending rates
without much performance degradation due to containerization and data synchronization compared with the
original blockchain on-premises deployment method.

INDEX TERMS Blockchain, blockchain as a service, cloud computing, cloud-edge collaboration, edge
computing, high availability.

I. INTRODUCTION
The past few years have seen the ever-growing develop-
ment of emerging technologies such as blockchain, edge
computing, and cloud computing. Blockchain was first con-
ceptualized by Satoshi Nakamoto [1] as a data structure
for bitcoin in 2008. With the help of its decentralized dis-
tributed cryptographic ledger and append-only data structure,
blockchain has been endowed with features like decentral-
ization, immutability, traceability, transparency, and a level
of anonymity. The popularization of cryptocurrency and
employment in commerce have further fueled the popularity
of the blockchain technique.

Despite the many benefits of blockchain, the complex-
ity and difficult maintenance of blockchain systems have
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stopped developers from concentrating on their business logic
or even the employment of blockchain. To address these
challenges, Blockchain-as-a-Service (BaaS) has been put for-
ward, serving as a new infrastructure to simplify blockchain
deployment, monitoring, and maintenance. Many tech giants
have their own BaaS platforms, including, but not limited
to, Amazon AWS BaaS, Microsoft Azure BaaS, Oracle
BaaS etc. [2] There are also open-source BaaS projects like
BlockForm.

Nonetheless, problems remain to be addressed in the
present BaaS platforms. For one thing, BaaS offers an
integrated blockchain framework to simplify blockchain
deployment. For another, BaaS platforms have also incurred
vendor lock-in risk [3], new trust concerns regarding the BaaS
providers who are presumed to be trustable, and the data of
blockchain usually stored in the cloud. Data localization is
possible but not an easy task for BaaS. [4]
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In addition, as far as we know, the present BaaS platform
is not targeted for the cloud-edge collaborative scenario, and
the BaaS system is usually hosted in a single cloud, including
blockchain data [4]. The cloud-edge scenario means such an
unstable network that the network connection between them
may be interrupted for some time. For a Kubernetes-based
BaaS system, the conventional Kubernetes framework would
evict pods in worker nodes located at the edge when the
network disconnection between public cloud and edge nodes
lasts for a specific period.

The proposed BaaS model in this paper is based on Kuber-
netes. To extend the original Kubernetes to the cloud-edge
collaborative scenario, a simple way to realize this is to uti-
lize edge computing frameworks designed for this scenario,
such as Openyurt and KubeEdge. For instance, Openyurt
is a project under the Cloud Native Computing Foundation
(CNCF), one of whose objectives is to address the chal-
lenges of cloud-edge orchestration under unstable cloud-edge
networks and maintain a non-invasive architecture. Using it
makes it possible to deploy Kubernetes worker nodes at the
edge where lots of edge nodes work in private networks with-
out their own external public IP addresses and communicate
with the world wide web via a router.

Nevertheless, there are still problems remaining in this
framework. Using tools like Openyurt or KubeEdge, the pods
deployed in edge nodes will not be evicted when the cloud
control plane (specifically Kubernetes apiserver component)
loses network connection with the edge nodes for a moment.
However, what if some edge nodes crash or pods in an edge
node work abnormally when the connection between cloud
and edge breaks down temporarily? In this scenario, since the
network connection between cloud and edges is broken, in no
way can cloud nodes collect failure information from edge
nodes, such as liveness probe or readiness probe information
from ‘‘kubelet’’ components in edge nodes. It is not just a bug
of tools like Openyurt. Instead, it will be a common problem
hard to solve because in no circumstances can the cloud
clearly distinguishes between a remote edge server crash and
a network connection failure without extra assistance.

It is acceptable for consortium blockchain to work when
one consortium blockchain node fails as long as the chain
has a quorum. For instance, when Practical Byzantine Fault
Tolerance (PBFT) algorithm [5] is used as the consensus algo-
rithm, provided that more than two-thirds of the blockchain
nodes work normally, the blockchain system will function.
However, the secret, certificate, and blockchain data in the
edge pod would be lost along with the failure, and the user
assigned with the blockchain node would be unable to get
access to it. Evenworse, a consortium blockchain systemmay
fail if the private data center itself breaks down.

A robust BaaS paradigm, called RBaaS with cloud-edge
collaborative capability and high availability is proposed in
this paper, especially for the on-premises edge or private
cloud of possibly a different cloud vendor, and the block data
is stored at the edge zones. For accuracy, the edge may be
referred to as edge nodes or edge zones hereafter and edge

zones refer particularly to edge data centers in this paper.
Besides, edge nodes correspond to servers located in edge
data centers in private cloud or on-premises. In the end, some
performance tests have been taken on a simplified RBaaS
system in different circumstances, and the results indicate
that this platform gets an acceptable throughput withoutmuch
performance degradation under experiment conditions.

A. RESEARCH CONTRIBUTIONS
This paper proposes a cloud-edge collaborative, highly avail-
able, privacy-preserving BaaS paradigm that utilizes cloud
computing, edge computing, and blockchain technique to
localize blockchain data and endow BaaS with edge auton-
omy capability. The main contributions of this paper are as
follows.

• This paper proposes a paradigm of BaaS architecture
with cloud-edge coordination capability and high avail-
ability, which can serve as a stepping stone towards
further research and the potential incorporation of
blockchain and edge computing in hybrid cloud.

• The deployment method andmechanism of the proposed
highly available BaaS architecture are also introduced in
this research.

• A performance comparison between a simplified pro-
posed BaaS system and a traditional blockchain system
deployed on-premises is presented in this paper through
tests.

B. PAPER STRUCTURE
The rest of this paper is laid out as follows. Section II presents
preliminaries of the proposed RBaaS system, including the
necessity of extending BaaS to the edge and some assump-
tions. Section III introduces the relatedworks of the combina-
tion of blockchain and edge computing. Section IV illustrates
the architecture of the highly available blockchain system
presented in the paper. Section V gives a performance evalu-
ation of this system compared to the original blockchain sys-
tem on-premises and analyzes performance influence factors.
In the end, we conclude this paper and present future work.

II. PRELIMINARIES
A. NEED FOR BaaS IN CLOUD-EDGE COLLABORATIVE
ENVIRONMENT
Based on the present survey, the necessity of BaaS in a cloud-
edge collaborative environment can be summarized below.

• Better privacy and decentralization: BaaS provides a
better way to build up a full-fledged blockchain sys-
tem. However, in a traditional BaaS system, data of
blockchain is usually stored at the cloud of service ven-
dor [4], which is a violation of the intrinsic trustless
nature of blockchain and presumes the cloud vendor
to be a trustable third party. By localizing the block
data on-premises, better privacy and decentralization of
a blockchain system can be achieved.

• Reuse of on-premises resources and high cost-
efficiency: Though more and more enterprises choose to
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migrate to the public cloud, it is not an easy decision on
cloud migration considering underlying cloud adoption
challenges like vendor lock-in and security risks [6].
There are still some organizations unwilling to migrate
their systems to the cloud [7]. Besides, cloud migration
may not be economical without proper initiatives [8].
By extending BaaS to the edge, enterprises can obtain a
third choice apart from deploying a blockchain platform
totally in the cloud or on-premises entirely. They can
even deploy their blockchain system based on open-
source BaaS programs without so much dependence on
cloud vendor.

• Reduction of latency and better quality of service:
Extending the BaaS to the edge means better network
stability, together with lower delays between blockchain
nodes and users.

• Higher Availability: By extending BaaS to distributed
edge data centers with proper configuration, blockchain
ledger data is stored in distributed edge data centers,
which provides the blockchain system with extra avail-
ability and reliability and avoids a single point of failure
in a single cloud. It is especially beneficial for three data
centers in two cities deployment as a disaster recovery
scheme.

B. SCENARIO ASSUMPTIONS
The targeted scenario of the RBaaS system presented in this
article is based on three assumptions.

Firstly, the network connection between the cloud control
plane and edge nodes is unstable, whichmeans the edge nodes
may not be able to communicate with the cloud control plane
from time to time. Thus cloud control plane may not be able
to collect information from edge nodes timely. In worst con-
ditions, the cloud control plane may lose connection totally
with edge nodes for minutes, hours, or even days.

Secondly, edge nodes are located inside some local area
networks, which share a public IP address and connect to
the cloud control plane via a router for every edge zone.
Therefore, the cloud control plane cannot connect to the
edge nodes simply by their internal IP addresses or router IP
addresses as in traditional Kubernetes.

Lastly, edge nodes are assumed to communicate with each
other through internal IP addresses. In addition, low network
latency between edge nodes at the same edge is assumed.
Dedicated networks are assumed to be used among different
edge data centers in this research. Besides, it is taken into
account that a network partition may occur among edge data
centers sometimes. As far as we know, there are some CNI
plugins for Kubernetes still under development, which can get
rid of dedicated network cable and realize the communication
among pods located in different edge data centers. However,
it is out of the scope of this research, and we will not discuss
it in this paper.

III. RELATED WORKS
Our work focuses on a blockchain-as-a-service platform with
cloud-edge collaboration capability to enhance privacy and

trustability, and integration of blockchain and edge comput-
ing techniques. In this section, research on the integration of
blockchain and edge computing is presented first. Then work
related to BaaS systems is discussed.

A. THE INTEGRATION OF BLOCKCHAIN AND EDGE
COMPUTING
With lots of advantages, edge computing and blockchain on
their own still have many limitations. On the one hand, as the
number of heterogeneous edge devices, including some IoT
devices, climbs up, the management, privacy, and security of
edge computing are becoming more and more challenging.
On the other hand, blockchain technique in practice is con-
fronted with limitations such as low throughput and resource
exhausting like storage capacity. [9] These limitations can
be mitigated with the incorporation of blockchain and edge
computing.

There has already been some research trying to combine
blockchain technology with edge computing. Sharma et al.
[10] present a novel blockchain-based distributed cloud archi-
tecture integrating software-defined networking, edge com-
puting technique, and blockchain to process ever-growing
raw data from IoT devices at the edge side. Blockchain is
used for distributed cloud and SDN controllers at the edge in
this research. The study of [11] proposes a distributed authen-
tication system to address the challenge of isolated infor-
mation among IoT platforms by integration of blockchain
and edge computing. A consortium blockchain using an opti-
mized practical Byzantine fault tolerance consensus algo-
rithm is designed to store authentication information in the
research. There are also various incorporation scenarios of
blockchain and edge computing, such as smart grid [12],
distributed control system [13], cooperative edge computing
[14], smart vehicle [15]. The research mainly focuses on
utilizing blockchain techniques to promote edge comput-
ing capability. Nevertheless, deploying and maintaining a
blockchain system for a specific application often takes great
pains due to the complexity of blockchain technology itself.

B. CURRENT BAAS SYSTEMS
To help alleviate the difficulties of blockchain application
and reduce management overheads, Blockchain-as-a-Service
comes into being and is getting more and more mature both
in academia and industries. Besides, BaaS systems have been
used in many fields, such as essential transaction services,
Internet of Things (IoT) [16], [17], Software Defined Net-
working (SDN) [18], [19].

Well-known BaaS systems in commercial fields include,
but are not limited to, Microsoft BaaS, IBM BaaS, Ama-
zon BaaS, and Alibaba BaaS. In addition to the BaaS plat-
forms of tech giants in industries, there is also much BaaS
research in academia. Most of it concentrates on endowing
BaaS systems with new features. Wan et al. [20] believ-
ing that a centralized BaaS system will impair the intrinsic
decentralization and trustless mechanism of blockchain, pro-
posed a novel BaaS paradigm (NBaaS) to help reduce some

VOLUME 10, 2022 35439



Z. Cai et al.: RBaaS: Robust Blockchain as Service Paradigm in Cloud-Edge Collaborative Environment

FIGURE 1. RBaaS framework.

limitations of PaaS-based BaaS. By integrating deployable
components to BaaS, users are capable of reusing the compo-
nents generated for their blockchain instances in other com-
puting environments. Chen et al. [21] argue that the choice
between a private blockchain and consortium blockchain
from the outset will bring users into a dilemma for long-term
use. They introduce a Full-Spectrum Blockchain as a Ser-
vice (FSBaaS) to combine private blockchain runtime with
consortium blockchain runtime through a unified interface.
There are alsomany other BaaS systems focusing on different
aspects of a service promotion, such as security and vulner-
ability detection [22], Function-as-a-Service integration with
lighter implementation [23].

Nevertheless, these proposed BaaS systems, either indus-
trial or academic, mainly put their concentrations on a single
cloud, without considering the possibility of hybrid deploy-
ment in a cloud-edge collaborative environment, which can
help promote the privacy and decentralization of BaaS sys-
tems. To the best of our knowledge, the proposed BaaS
system is a relatively novel attempt to extend BaaS to the edge
side.

IV. SYSTEM STRUCTURE
A. ARCHITECTURE DESIGN OVERVIEW
Since the primary purpose of this research is not to implement
a full-fledged BaaS system, the implementation details of a
BaaS system are out of the scope of this research, and not
all components of a mature BaaS system are instantiated.
Instead, focusing on integrating BaaS, cloud-edge collabora-
tion capability, and high availability, we realize a simplified
RBaaS model for test and performance evaluation.

The BaaS paradigm described in this paper is based on
Kubernetes and Openyurt, which can be divided into cloud
and edge parts, as illustrated in Fig. 1. The cloud comprises

mainly three parts. Native Control Plane in the cloud means
native Kubernetes control plane components and Openyurt
addons including etcd database, apiservers, schedulers, and
controller managers. The Blockchain Management compo-
nent serves to manage blockchain tenants, including, but not
limited to, certificate management and organization man-
agement. The Priority Component aims at offering topology
priority information for leader election of blockchain nodes.
As for the edge side, six parts are included in every edge data
center. From the bottom up, they are the infrastructure layer,
multi-master database, blockchain instances, leader election
component, API for Business, and Network Management,
respectively. The database here is used to store blockchain
world state and ledger data. In this research, the blockchain
type we use is FISCO BCOS, an enterprise-level open-source
financial consortium blockchain platform, using PBFT as
its consensus algorithm. At the edge, the Leader Election
component provides extra high availability for the blockchain
nodes. Since the network management of native Kubernetes
is impairedwhen the cloud-edge network connection is unsta-
ble, we implement a new network component to assist in
repairing the network at the edge side. Besides, we expose
native FISCO BCOS interfaces, like JSON-based RPC inter-
face, via Kubernetes ‘‘Service’’ resource as API for business.
These interfaces can be further unified and extended in future
work.

B. CLOUD-EDGE COLLABORATIVE PLATFORM
As shown in Fig. 1, establishing a cloud-edge collaborative
platform is a fundamental step for the RBaaS to work. Before
the basic steps of establishing a consortium blockchain using
BaaS, the on-premises edge nodes first should join the cloud
using Openyurt tools. Afterward, a network tunnel is estab-
lished between the cloud side and edge sides, granting the
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cloud control plane capability to control the edge nodes and
assign Kubernetes resources to the edge sides. With the assis-
tance of an appropriate CNI plugin, the pods at the edge side
can communicate with each other through assigned pod IP
addresses.

C. THE HIGHLY AVAILABLE ARCHITECTURE
Despite many advantages of the extension of BaaS to the
edge, accompanying problems have to be considered. In the
conventional BaaS systems using cloud computing technique,
when a blockchain node turns abnormal, the cloud control
plane can likely detect the failure and repair the pods on
the node. However, since the cloud-edge network connection
is unstable in RBaaS architecture, the cloud may remain
unconscious when a blockchain node fails at the edge side,
leaving the failure unrepaired. In addition, even the traditional
BaaS system in a single cloud cannot resist a breakdown of
the data center itself. Therefore, we design a new redundant
architecture to realize high availability mechanism.

1) BLOCKCHAIN
In the RBaaS architecture, FISCO BCOS consortium
blockchain is chosen as blockchain technology, which sup-
ports a multi-group structure that isolates blockchain nodes
into different groups. Ledger data are isolated between groups
without the need to create a new chain, and a blockchain node
can join different groups simultaneously. This feature pro-
motes scalability and lowers the complexity of the proposed
RBaaS architecture. Every blockchain node is deployed as
a Kubernetes ‘‘StatefulSet’’ resource with three replicas dis-
tributed to different edge zones in parallel, one of which will
take part in blockchain consensus along with the other two
serving as candidates. Note that the ‘‘candidate’’ here is not
the same concept as in the Raft algorithm [24].

We design a priority component in the cloud, which keeps
monitoring the status of edge nodes (especially topology
information from labels) and blockchain nodes replicas, then
offer priority information to the blockchain nodes replicas
according to the status information. In this research, the
priority is mainly related to the location of edge zones, and the
more frequently visited zone can be set with higher priority
by configuration.

A leader election component residing in each blockchain
node replica is designed in RBaaS. The election components
of one same blockchain node will communicate with each
other and elect a replica as the leader to participate in the
blockchain consensus using the Raft algorithm. If a network
partition occurs among edge datacenters or one datacenter
crashes, the Raft algorithm can guarantee only a single leader
for a blockchain node at all edges zones. As illustrated
in Fig. 2, once a leader is elected, it will leverage the pri-
ority information obtained from the priority component at
the cloud to ensure the leader replica is deployed at the
edge zone with the highest priority. Privilege to access nodes
topology is not given to blockchain nodes replicas in case of
security problems. The leader will try to provoke leadership

FIGURE 2. Leadership transfer process.

transfer to candidate blockchain node replica with higher and
highest priority, if any. The leaders of the blockchain nodes
communicate with each other through Kubernetes ‘‘Service’’
resources, which function as a reverse proxy. Therefore, the
visiting traffic can be routed to the proper blockchain back-
end. Besides, the leadership information is stored in a multi-
master database described below.

2) DATA REDUNDANCY
To realize the high availability of the blockchain, the redun-
dancy of blockchain data is necessary. We use MariaDB
Galera as a multi-master database to store the blockchain
world state and ledger data, also deployed as Kubernetes
StatefulSet with three replicas distributed in different regions.
The database also supports high availability and recovers
automatically so long as the remaining database nodes have
a quorum. Note that this database is not going to have very
high performance when a noticeable delay between database
nodes exists. We will discuss it in Section IV-C4. However,
it is enough for the RBaaS model under a moderate transac-
tion sending rate right now. We use GlusterFS as distributed
storage for the MariaDB Galera database in this system. The
storage in every edge zone is independent of each other with-
out synchronization. Theoretically, other network-attached
storage (NFS) is acceptable as long as it can be used as the
persistent volume in Kubernetes as database storage.

The blockchain nodes connect to their database instance
through Kubernetes Services with the service-topology fea-
ture, which means blockchain nodes connect to the nearest
database replica by appropriate configuration. The network
delay can be further reduced in this way.

3) EDGE NETWORK MANAGEMENT
In a traditional cloud computing environment, the control
plane will repair network failure and modify network for-
warding rules according to relevant Kubernetes resources.
With OpenYurt, the cloud connect to edge servers by reusing
initial cloud-edge connections [25]. However, the network
at the edge side is out of control when the cloud-edge
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FIGURE 3. Edge network management component framwork.

connection breaks down. Even when the network between
cloud and an edge zone is fine, in no circumstances can the
cloud side clearly distinguish between an edge server crash
and network connection failure without extra assistance.

To address the network challenges we encounter in the
aforementioned temporary breakdown of cloud-edge network
connection, we have developed a network management com-
ponent called EdgeChecker, deployed in every edge node as
Kubernetes ‘‘DaemonSet’’ resource to help cope with net-
work problems when an edge node crashes or pods in an edge
node malfunction.

As Fig. 3 demonstrates, the EdgeChecker component keeps
monitoring the connection between the cloud control plane
and the located edge node and synchronizing service end-
point information of Kubernetes. When the cloud and edge
node connection is interrupted, the EdgeChecker component
checks the status of blockchain leaders and the health of
backends of other specific services set in the configuration,
for example, database service. Suppose the EdgeChecker
component finds a service backend is problematic. In that
case, the network of the specific edge node will be repaired
by forwarding relevant traffic to the replica of the service
backend, if any. A simplified process of EdgeChecker is
shown in Algorithm 1.

4) FURTHER DISCUSSION
From a financial perspective, the proposed RBaaS model
can be cost-saving for enterprises users when used for
on-premises edge. Enterprises can reuse their original on-
premises servers as edge servers of the RBaaS model, and
cloud vendors can sell BaaS service without the necessity of
maintenance of on-premises edge servers.

As for security issues, the proposed RBaaS model is a
relatively secure platform. Blockchain nodes in the same edge

Algorithm 1 Process of Edge Network Management
func synchronize()
define endpoints
loop
synchronize endpoints from the cloud periodically
if successful then

continue
end if
try access Kubernetes Apiserver /healthz
if failed or unhealthy then
goroutine EDGECHECK(endpoints)
repeat

try access Apiserver /healthz
until successful and healthy
stop goroutine EDGECHECK

end if
end loop

func edgecheck(endpoints)
for endpoint in endpoints do
check endpoint health
if not healthy then

modify networking rules (iptables)
end if

end for
try access database
if successful then
get blockchain leadership from the database
check network forwarding rules
if endpoint is outdated then

update network forwarding rules (iptables)
end if

end if

zone communicate with each other inside local area networks
and edge servers in difficult edge zones are supposed to
communicate through dedicated networks as illustrated in
SectionII-B, which means traffic between edge servers will
not be exposed to the world wide web users and malicious
attacks from the world wide web are difficult to hijack the
network traffic between blockchain nodes. It further promotes
the security of the proposed RBaaS model.

To enhance availability, the proposed model distributes
three replicas of each blockchain node to different edge data
centers, which is unnecessary if not concerning about single
data center collapse. Therefore, the edge zones in the RBaaS
system can be just different parts of a single data center, for
example, racks.

In addition, MariaDB Galera has been used in the pro-
posedmodel, which supports virtual synchronous replication.
Though usually faster than traditional synchronous database
replication, the performance of virtually synchronous repli-
cation is still influenced noticeably compared with asyn-
chronous replication. Since there is only one leader among
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FIGURE 4. Throughput under different transaction sending rate: (a) using glusterfs storage; (b) using local host storage.

TABLE 1. Leader pods topology.

three replicas of a blockchain node, theoretically, it is possible
for the database to use asynchronous replication. However,
extra modifications have to be made to enable automatic
recovery and guarantee data consistency.

V. PERFORMANCE EVALUATION
The key features of the proposed BaaS system are cloud-
edge collaboration and high availability. Therefore, in this
section, we have made a performance evaluation of a simpli-
fied RBaaS system in Aliyun ECS Servers. The blockchain
management component in the cloud is simplified since it
will not influence performance once blockchain nodes have
already been deployed at the edge. The purpose of this test
is to evaluate the performance degradation of this system,
inevitably caused by containerization and data synchroniza-
tion between edge zones.

A. EXPERIMENT SETUP
An Aliyun ECS server (4vCPU 8GiB) as Kubernetes mas-
ter node and sixteen ECS servers as worker nodes (2vCPU
4GiB) are utilized to run the tests, among which fifteen are
used as OpenYurt edge nodes (OpenYurt version v0.5.0).
These servers all run CentOS 7.9, with CPU type of Intel(R)
Xeon(R) Platinum 8369HC CPU@ 3.30GHz, 50 GiB disk of
ESSDPL1 type, and 100Mbps peak bandwidth. These servers
are located in the same zone with a relatively low latency of
less than 0.1ms between each other on average. Blockchain
nodes and the database will be deployed in different Kuber-
netes nodes to ensure no mutual interference.

Among fifteen edge nodes, we use the Linux traffic control
tool to divide them into three edge zones, among which the

same delays are added for a single test. Different delays
among three edge zones have been used in different tests and
transaction sending rates (transactions per second, i.e., TPS),
and each test runs ten times. The evaluation result uses the
average value of throughput.

With amoderate transaction sending rate in this test, we use
just one shared database for all blockchain nodes just for sim-
plicity, and FISCOBCOS uses database sharding for different
blockchain nodes. Different databases should be used for dif-
ferent blockchain nodes in production environments. Metric
Server, Prometheus, and Grafana are used to monitor the
utilization of different resources, whosemain components are
deployed at the cloud side. FISCO BCOS v2.7.2 is adopted
as the blockchain runtime. A concurrent payment transfer
contract is used for blockchain workload, with ten times the
transaction sending rate of blockchain accounts created to
reduce concurrent exclusion.

To simplify, we use a blockchain with just four nodes as
a group and manually give those blockchain nodes repli-
cas regional information to simulate different scenarios. The
topology of edge zones is the same as Fig. 1. For any
blockchain node, there are three replicas, one leader replica
and two candidate replicas, distributed in different edge
zones. The number of leaders of those four blockchain nodes
in different edge zones is shown in Table 1. Group No.1 and
Group No.2 simulate the scenario when some leader pods fail
in Zone-x and leadership is transferred to pods in Zone-y.

Group No.1 and No.2 use the RBaaS platform with the
same storage type per edge zone as the storage of MariaDB
Galera. Considering the potential impact of database storage,
we use two different storage types. One is the GlusterFS
distributed volume without replicas, serving as an example
of network-attached storage, and the other is the local disk.
Since the local disk is of the same type, using a local disk
can eliminate possible influences of the network between
databases and NFS disks. Group No.3 is set as a reference
group deployed in a conventional way, not containerized,
with a local MYSQL database. With no need for redundancy,
we just put them in a single zone without adding extra delays.
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B. RESULT EVALUATION
Fig. 4(a) and Fig. 4(b) illustrate the throughput of blockchain
parallel transfer using GlusterFS storage and local disk,
respectively. We will take Fig. 4(a) as an example and
illustrate it in the following part. As demonstrated in Fig. 4(a),
RBaaS obtains a roughly equal throughput compared with the
reference group under transaction sending rate of 400 transac-
tions per second. However, when the transaction sending rate
reaches 800 TPS, the RBaaS throughput is influenced much
more significantly than the reference group. The throughput
of RBaaS under 10 ms and 30 ms delays gets 645 and
688 TPS, respectively. As we can see, all three groups show
a performance deterioration when the transaction sending
rate reaches 800 TPS, which is partly caused by rising CPU
saturation (node-load1-per-cpu) of database nodes. During
experiments, the average CPU saturation of the reference
group reaches about 120%, whereas that of RBaaS gets to
about 150%. In addition, we find that the local receiving
queue and sending queue of the write-set replication of Mari-
aDB Galera database is greater than zero, which may result
in replication throttling.

By using a local disk, the performance of RBaaS can get
some promotion when the transaction sending rate is high,
but not very significantly. Fig. 4(b) shows that the throughput
with a transaction sending rate of 800 TPS is a little better
than using specific GlusterFS volume.

VI. CONCLUSION AND FUTURE WORK
This paper introduces a cloud-edge collaborative BaaS
paradigm (RBaaS) for a cloud-edge collaborative environ-
ment, extending blockchain deployment to the on-premises
edge or private cloud with management capability from
the public cloud. By integrating Kubernetes with Openyurt,
redundant blockchain nodes, leader election, and edge net-
work self-healing implementation, the RBaaS platform can
function in an edge autonomy scenario with cross-data-center
high availability and simplification of management. By local-
izing blockchain storage, RBaaS is capable of promoting
privacy and trustability. The performance results indicate that
the proposed RBaaS has an acceptable throughput under
moderate transaction sending rates.

In the future, we plan to explore the possibility of extending
the capability of the cloud control plane to the edge so that an
organization can join an established consortium blockchain
when the cloud-edge connection is interrupted, and the BaaS
system can get better decentralization.
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