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ABSTRACT Automatic incident detection (AID) has always been one of the focus issues in the field
of transportation. However, due to the contingency and randomness of traffic incident, traffic incident
samples are scarce and far less than non-incident samples. Therefore, unlike other scenarios using large-
scale deep networks, traffic incident detection tackle at small and imbalanced sample size. Imbalanced,
small sample data sets, inappropriate and incomplete initial variable sets make the AID model insensitive to
incident samples, resulting in unsatisfactory model performance (low detection rate or high false alarm rate).
Therefore, a hybrid AID method (SASYNO-RF-RSKNN) is proposed using self-adaptive synthetic over-
sampling, random forest and random subspace k nearest neighbor. First, the spatial-temporal and real-time
characteristics of traffic stream are used for the selection of appropriate initial variables to construct a
relatively complete set of initial variables. Second, the SASYNO oversampling method is used to expand
the original imbalanced sample database, so that the number of minority class samples is consistent with
the number of most class samples. Then, feature variables are selected from the initial variables using the
RF algorithm. Finally, the RSKNN ensemble algorithm with feature variables as input is employed to detect
traffic incident. In addition, six indexes are used to evaluate model performance, including accuracy (ACC),
false alarm rate (FAR), detection rate (DR), precision,Matthews correlation coefficient (MCC) and F1-score.
Simultaneously, we also designed horizontal and vertical contrast experiments, and the experimental results
show that SASYNO-RF-RSKNN model has superior performance. It is worth mentioning that experiments
are implemented on two real-world datasets. Most indexes of the proposed model are the best compared with
other five excellent machine learning algorithms. On the whole, the proposed model has a dependable and
high-performance for traffic incident detection.

INDEX TERMS Traffic incident detection, ensemble-learning, spatial and temporal characteristic,
SASYNO, random subspace k nearest neighbor.

I. INTRODUCTION
With the rapid increase of urban population and other urban-
ization activities, traffic conditions have deteriorated and the
frequency of traffic accidents has increased significantly.
Traffic incidents refer to non-repetitive incidents, such as
traffic accidents, vehicle stalls, overflow loads, temporary
construction and maintenance activities. The commonness
of these incidents is the fact that they disturb the normal
flow of traffic. Timely detection of incidents and take appro-
priate measures can reduce the risk of secondary incidents,
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improve the response and intervention of government and
traffic managers, and minimize the loss of money and time
in the incident.

Many advanced traffic management and information sys-
tems (ATMIS) has automatic detection algorithms to assist
operators in detecting accidents. Automatic Incident Detec-
tion (AID) can be divided into direct detection method and
indirect detection method according to data sources. The
direct detection method refers to the use of algorithms to
complete target recognition and tracking through the input of
videos and images, and then to determine whether the inci-
dent occurs. Indirect detectionmethod refers to the analysis of
the change of traffic stream to deducewhether there is a traffic
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incident. Its data comes from numerical traffic information
collected by various types of sensors, such as volume, speed
and occupancy.

Nowadays, in the context of traffic big data, massive traf-
fic information data will be generated at all times. There-
fore, compared with the statistical method based on strict
mathematical assumptions and function structure, machine
learning method is more flexible in structure, and can deal
with the complex and highly nonlinear relationship between
dependent variables and independent variables, which is bril-
liant in traffic automatic detection. In this way, it seems that
using the deep learning algorithm of large deep network in
the machine learning algorithm can achieve better results.
However, the accidental and random occurrence of traffic
incidents makes the number of incident samples far less than
that of non-incident samples, and the incident samples may
also be scarce. Therefore, when faced with imbalanced and
small sample scenarios, the deep learning network is not
unique, and the selection of AID algorithm that can properly
handle this scenario is the key.

AID currently has a wealth of research results, according
to different types of algorithms to distinguish roughly the
following:

A. TRADITIONAL ALGORITHM
California algorithms is one of the earliest algorithms used
to detect sudden traffic incidents, which were developed
from 1965 to 1970.It sets the threshold by comparing the
change of occupancy between adjacent detectors. When the
mutation exceeds the threshold, it is considered that there
may be an incident. Subsequently, someone improved it and
released 10 improved algorithms. The results showed that
algorithms No. 7 and No. 8 performed best and further
reduced the false alarm rate [1], [2]. Persaud et al. estab-
lished the McMaster algorithm based on mutation theory.
It uses the flow and occupancy data to construct a stan-
dardized model of the ‘flow–occupancy’ distribution rela-
tionship. By comparing the difference between the observed
data and the template, it determines whether there is a sud-
den traffic incident [3]. In 2015, Cheng et al. considered
detecting incidents near ramps with frequent interlaced flows
on urban expressways. Based on the geometric conditions
and detector locations, the expressway is divided into short
segments. The equivalent upstream and downstream traf-
fic flow density difference is defined and calculated using
the loop detector data. A detection logic based on the pat-
tern of the density difference fluctuation is then proposed.
Compared with the aforementioned California 8 algorithm,
the average detection time is shortened, but the detection
rate on the ramp and the weaving area is significantly
reduced [4].

In general, the traditional classical algorithm uses the
mutation phenomenon of one or more variables between
adjacent detectors to identify the occurrence of emergencies
by comparing the normal template.

B. STATISTICAL ALGORITHM
The standard deviation method (SND) was proposed by the
Texas Transportation Institution (TTI) in 1970-1975. Firstly,
the standard deviation of traffic parameters within 3 min
or 5 min is calculated based on statistical analysis theory.
Then a traffic incident is determined if it is greater than a
predetermined threshold in one cycle or two consecutive sam-
pling cycles [5]. The double exponential smoothing algorithm
similar to the standard deviationmethodwas first proposed by
Cook in 1974, which uses more complex prediction methods
to predict traffic parameters. The algorithm gives the nearest
traffic parameters greater weight coefficient and the double
exponential smoothing value as the predicted value and then
compares with the real value to define the tracking signal
value. If it exceeds the predetermined threshold, the alarm
triggers. In this way, changes in weather or flow will not
easily send false alarms. 13 types of parameter tests show that
the detection effect of flow and occupancy is better [6]. Chas-
siakos and Stephanedes proposed the low-pass filtering algo-
rithm in 1993. The moving average method is used to remove
the noise and high frequency components in the measured
data of traffic parameters, and only the low frequency data
is retained. By comparing the spatial occupancy difference of
adjacent detectors in 3 minutes to determine whether traffic
incidents occur. It has low false alarm rate and high detection
rate, but the average detection time is longer [7]. Wang et al.
designed a highway incident detection model based on partial
least squares regression (PLSR) in 2007. The PLSR models
are built with the components extracted from the training
dataset, and it distinguish incidents state from normal traffic
state according to the output whether exceeding the threshold
predefined. The performance is better than the neural network
and support vector machine. The model is sensitive to rare
samples, and it is most important to select typical examples
in practical use to construct the model [8]. Kinoshita et al.
proposed an automatic detection algorithm based on a proba-
bility model in 2016. The probability model is introduced to
describe the traffic state of various roads, and the expectation-
maximization algorithm is used to learn the normal flow
model. Several divergence discriminant templates are used to
evaluate the difference between normal flow state and real-
time state [9]. Such methods use the theory of statistical
analysis to predict or combine traffic parameters into new
statistics, and set the prediction range of new data according
to the trend of real-time data. Comparing the real-time data
with the new data, if it exceeds the scope, it is considered to
be a traffic incident.

C. MACHINE LEARNING
Machine learning is dedicated to studying how to improve
the performance of the system itself by means of calculation
and experience. Since the 1990s, a number of AID algorithms
based on machine learning have emerged. Its principle is
to regard traffic incident detection as a binary classification
problem, normal operation or emergency. Using the previous
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historical traffic data as input, the computer system outputs 0
(normal) or 1 (incident) for real-time traffic state discrimi-
nation according to the learning algorithm. Artificial neural
network (ANN) was first explored by Chew et al. in 1991 to
apply to highway congestion detection, imitating human neu-
ronal excitation transfer mode. Later, in 1993, Chew success-
fully applied ANN to the automatic incident detection of a
mile section of urban expressway using the simulation model
data [10]. In 1995 Chew and Ritchie proposed three new
ANN-based neural network models, multi-layer feedforward
(MLF), the self-organizing feature map (SOFM) and adaptive
resonance theory 2 (ART2). The multi-layer feedforward
neural network uses upstream and downstream traffic flow,
speed and occupancy input, and the false alarm rate is much
lower than that of California, McMaster and Minnesota algo-
rithms [11]. Later, from 1997 to 1999, many scholars have
developed and verified this neural network model in various
data sets. The performance evaluation results clearly show
that the neural network model has substantially improved
the performance of incident detection, which can provide
rapid and reliable accident detection for highways [12], [13].
In 2004, Srinivasan evaluatedmulti-layer feed-forward neural
network (MLF), basic probabilistic neural network (BPNN)
and constructive probabilistic neural network (CPNN) from
the aspects of classification accuracy, adaptability and net-
work size. The results show that theMLFmodel has the high-
est classification accuracy, and the CPNN model is superior
to the other two models in adaptability and flexible struc-
ture [14]. A hybrid model combining partial least squares
method and neural network was proposed in 2011 [15].

Support Vector Machine (SVM) [16], Bayesian network
classifier [17], [18] and Decision tree [19] are excellent
machine learning algorithms that are also introduced into
traffic incident detection. Compared with traditional classical
algorithms and statistical analysis theories, machine learning
algorithms have more prospects and vitality. Wang et al.
combined time series analysis (TSA) with SVM in 2013.
The time series component predicts traffic, and the SVM
component detects the incident according to real-time traffic,
predicted normal traffic and the difference between them.
Compared with the past, the average detection time is further
shortened, and the false alarm rate (FAR) is similar [20].
In 2019, Li et al. proposed an incident detection model
based on GAN-RF-SVM under small sample conditions. The
generative adversarial network (GAN) was used to generate
new incident samples, and the random forest (RF) algorithm
was used to select variables. Finally, SVM was used as
the incident detection model. Solving the problem of small
sample size, unbalanced sample size and timeliness in the
incident detection system, and reducing the false alarm rate
of traffic incident detection [21]. In 2020, Jiang et al. also
used factor analysis (FA) method to reduce the dimension of
the initial correlation variables for the imbalance of incident
data. Random forest (RF) was used to train the data set,
and Matthews correlation coefficient (MCC) is calculated for
the classification results as a new weight value to test data,

so as to improve the overall classification performance of
random forest algorithm for unbalanced data. The experimen-
tal results demonstrate that the model based on FA-WRF has
better classification effect and is more competitive in dealing
with imbalanced data classification [22]. In 2020, a hybrid
AID method using Random Forest-Recursive Feature Elim-
ination (RF-RFE) algorithm and Long-Short Term Memory
(LSTM) network optimized by Bayesian Optimization Algo-
rithm (BOA)was proposed. Experiments are conducted using
real data. Compared with several advanced AID methods,
this method has achieved good performance in almost all
evaluation indexes [23].

In recent years, deep learning has been a rapidly devel-
oping field in the research of artificial intelligence, opti-
mization and pattern recognition. At present, it has been
widely used in image recognition technology. At the same
time, many scholars have studied how to apply it on AID.
For large-scale data sets, it is a more efficient framework
and a hot research method. In 2020, Li used the generative
adversarial network (GAN) to expand the sample size and
balance the data set, and a temporal and spatially stacked
autoencoder (TSSAE) is used to extract temporal and spatial
correlations of traffic flow and detect incidents. This model
can not only increase the amount of incident samples, but also
balance the data set, and improve the real-time performance
of detection [24]. In 2020, Jiang proposed a Long short-
term memory (LSTM) based framework considering traffic
data of different temporal resolutions (LSTMDTR) for crash
detection. LSTM is an effective deep learning method for
capturing the long-term dependence and dynamic transition
of pre-collision conditions. Compared with machine learning
methods and LSTM models with one or two temporal reso-
lutions, the LSTMDTR model has been validated to perform
better on crash detection and transferability [25].

D. ENSEMBLE LEARNING
Ensemble learning is a branch of machine learning algo-
rithm. It completes the learning task by building and combin-
ing multiple learners. Ensemble learning algorithm performs
well in classification, regression, outlier detection and other
issues. It often combines some weak learning machines to
obtain better learning patterns than single learning machine.
In 2008, Cai et al. designed an automatic incident detection
and alarm system based on the concept of multi-core SVM.
According to seven different types of SVM learners, seven
different input variables were processed respectively. Finally,
alarm information was output through a combination layer.
Its effectiveness and portability are analyzed by simulation
data, and good results are achieved on multiple data sets [26].
In 2014, Liu et al. took into account the excellent perfor-
mance of standard naive Bayes in incident detection. In order
to improve the detection efficiency, an ensemble Bayesian
classifier was constructed. Compared with standard naive
Bayes and Bayesian decision tree algorithm, the ensemble
Bayesian classifier has good robustness [18]. In 2019, Xiao
designed a SVM and KNN ensemble classifier to solve the
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problem that the current incident detection algorithm has
obvious differences in detection results for different data
sets. Firstly, a single SVM and KNN model are trained, and
then SVM is used as the principal model. The strategy of
KNN supplemented combines the two. It is shown that its
robustness is better than other algorithms on both I-880 and
PeMs datasets [27].

In summary, there have been a lot of traffic incident detec-
tion model based on the above several different areas of
research theory. However, as previously mentioned problem
traffic incident detection often faces imbalanced and small
sample size scenarios. Reviewing the above several types of
methods, it is found that this problem is rarely considered or
solved specifically. From this perspective, automatic traffic
incident detection has two problems unresolved.

Firstly, this paper is an article on machine learning algo-
rithms, which is one of the four types mentioned above.
In many machine learning applications, there is a significant
difference between the prior probabilities of different classes,
i.e., between the probabilities with which an example belongs
to the different classes of the classification problem. This
situation is known as the class imbalance problem and it is
common in many real problems from telecommunications,
web, finance-world, transportation, biology, medicine not
only, and which can be considered one of the top problems
in data mining today [28].

In traffic incident detection, the number of incident sam-
ples is far less than that of non-incident samples, and the
number of incident samples is very small. Moreover, the
two types of samples are seriously unbalanced, which often
leads to poor incident detection results. However, the above
machine learning algorithms rarely consider the scarcity and
imbalance of incident samples.

Secondly, the previous algorithm for the establishment of
initial variables is not really attention, a good initial variable
set will greatly affect the final detection results. The basic
parameters of traffic stream (flow, speed and occupancy) are
often directly used as the initial variables of traffic incident
detection, and they cannot fully characterize the traffic stream
changes caused by traffic incidents. It is the basis of traf-
fic incident detection that traffic incidents cause dramatic
changes in traffic stream.

Based on these two problems, this paper proposes a
solution:
For Problem 1: for the scarcity of samples, there are three

common strategies: 1) improve the algorithm itself to apply
to the dataset [22], 2) cost-sensitive learning approaches,
3) change the size of the sample. In contrast, because the third
strategy is more simple to use, the application scope is more
widely and popular. There are two main methods about third
strategy: 1) minority class samples oversampling, 2) majority
class samples undersampling.

Synthetic minority oversampling technique (SMOTE) is
a common oversampling technique, which uses k nearest
neighbor samples of incident samples to generate interpo-
lation and then obtains new k samples [29]. But the new

sample only uses the original incident sample, without con-
sidering the difference between the original incident sample
and the normal incident sample. Self-adaptive synthetic over-
sampling technique (SASYNO) considers both the incident
sample and the normal sample, and new samples generated by
SASYNO are more reliable and comprehensive [30]. There-
fore, SASYNO algorithm is used to generate traffic incident
samples, expand the amount of incident samples, and balance
the amount of incident samples and non-incident samples to
obtain better detection results.
For Problem 2: Previous algorithms only rely on three

traffic parameters of traffic volume, speed and occupancy to
study, and then there are algorithms to combine the three
traffic parameters to get new variables, such as California
algorithm. Shang [23] and Jiang [22] added the prediction
variables to the initial variable set. Li fully considered the
real-time nature of traffic incident, and established a rel-
atively comprehensive initial variable set with the traffic
parameters five minutes before the incident as new vari-
ables [21]. On the basis of previous studies, a more compre-
hensive initial variable set with 57 variables is established
based on the spatial-temporal characteristics and real-time
nature of traffic incidents. Compared with previous studies,
the constructed new variable set is more reasonable and reli-
able. The high-dimensional data structure makes the algo-
rithm have to adapt to and learn this data structure to play
its advantages. Random forest (RF) and random subspace
k-nearest neighbor (RSKNN) are mature machine learning
algorithm, but also ensemble learning algorithm. The high
stability of ensemble learning algorithm is one of the impor-
tant advantages of RF and RSKNN algorithm. The idea of
them is to randomly select samples, randomly select sample
space and construct multiple learners, so it can make good
use of high-dimensional data. Therefore, RF is used for fea-
ture selection to 57 initial variables, and RSKNN is used to
identify traffic incident.

In this paper, based on loop data of PORTAL highway
trunk, a new traffic incident detection framework using
SASYNO, random forest (RF) and random subspace k-
nearest neighbor (RSKNN) ensemble learning method is
proposed. SASYNO to obtain new samples, random forest
feature selection and RSKNN classification is expected to
obtain better incident detection performance. The three main
contributions of this paper are as follows:

1. On the basis of previous studies, a relatively complete
set of initial variables is established according to the spatial-
temporal correlation and real-time characteristics of traffic
flow during the impact period of the traffic incident.

2. A new automatic incident detection framework is estab-
lished. Firstly, SASYNO algorithm is used to balance the
huge gap between the numbers of two types of samples
in the sample database. Then, the importance of the newly
established complete initial variable set is extracted by RF.

Finally, the ensemble learning algorithm RSKNN is used
for incident detection. It is worth noting that SASYNO and
RSKNN are both first used in traffic incident detection.
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FIGURE 1. Time variation diagram of upstream detector volume, speed and occupancy.

3. Experiments are carried out on two real-world datasets
to verify the practicability and robustness of the proposed
method. At the same time, a horizontal comparison experi-
ment and a vertical comparison experiment are implemented,
which compare many state-of-the-art methods.

The rest of this paper is organized as follows.
Section 2 illustrates the methodology, in which the con-
struction rules of the initial variable set are given. Then the
principle of SASYNOmethod balancing the sample database,
the selection of feature variables based on RF algorithm and
the classification steps of RSKNN ensemble algorithm are
illustrated. Finally, the whole process of the proposed method
is presented. Section 3 is devoted to experiments, includ-
ing data description and preprocessing, evaluation indexes,
experimental design, and experimental results and analy-
sis. In the end, Section 4 gives the conclusions and future
work.

II. METHODOLOGY
A. CONSTRUCTION OF THE INITIAL VARIABLES SET
In previous algorithms, traffic parameters (traffic volume,
speed and occupancy) are the main data for AID. When a
major impact of traffic incident occurs, the traffic param-
eters will change dramatically. For example, due to con-
gestion at the accident point, traffic volume and speed at
upstream locations will decrease and occupancy increases.
On the contrary, the downstream traffic volume and occu-
pancywill decrease, and the speedwill be improved, as shown
in FIGURE 1 and FIGURE 2. Therefore, these parameters are
often combined by some methods to get more sensitive traffic
variables [1], [2]. In order to obtain a more complete initial
variables set, 57 variables are selected from the following
aspects in this study.

1) EARLY WARNING BEFORE THE INCIDENT
Before an incident, the traffic parameters are same as that
of normal conditions. However, once an incident occurs,
traffic parameters change drastically in a short period of time.
Therefore, the traffic parameters within a short period of time
before and after the incident start time are used as initial
variables. Specifically, the traffic parameters collected by the
upstream and downstream detectors at 1 min, 2 min, and
3min before and after the incident start time are used as initial
variables respectively. In summary, 36 variables are selected
in this part.

2) MEASURED AND PREDICTED VALUES OF TRAFFIC
PARAMETERS AT THE TIME OF THE INCIDENT
The predicted values of traffic parameters when a traffic
incident occurs are obtained based on the actual measured
data a few minutes before the incident. The predicted value
can reflect the normal trend of the measured data a few
minutes before the incident. However, the traffic incident will
cause this abnormal trend, resulting in a significant difference
between the measured values and the predicted values of
traffic parameters, and this difference can be used for traffic
incident detection. In this study, the moving average method
is used to predict the traffic parameters based on themeasured
data of the upstream and downstream detectors in the first
3 minutes. In summary, 12 variables are selected in this part.

3) THE DIFFERENCE BETWEEN THE TRAFFIC PARAMETERS
COLLECTED BY THE UPSTREAM AND
DOWNSTREAM DETECTORS
The upstream and downstream traffic parameters of the inci-
dent site show obvious different trends, and the difference
between the upstream and downstream traffic parameters can
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FIGURE 2. Time variation diagram of downstream detector volume, speed and occupancy.

reflect the abnormal condition caused by the incident to a
certain extent, which is helpful for traffic incidents. In this
part, 3 variables are constructed as initial variables.

4) THE DIFFERENCE BETWEEN THE MEASURED AND
PREDICTED VALUES OF TRAFFIC PARAMETERS
COLLECTED BY THE SAME DETECTOR
The difference between the measured values and the pre-
dicted values of traffic parameters can reflect the impact of
the traffic incident. If there is no impact of the traffic incident,
the predicted values will usually not deviate significantly
from the measured values. In this part, 6 initial variables are
constructed as initial variables.

Finally, as shown in TABLE 1, a relatively complete initial
variables set with 57 variables is constructed. Subsequently,
feature selection of initial variables using RF will be intro-
duced in subsection C.

B. PROCESSING IMBALANCED DATA USING SASYNO
The scarcity of traffic incident samples has been mentioned
earlier. Compared with non-incident samples, it is more
difficult to obtain incident samples. In order to deal with
the problem of imbalanced samples, a novel oversampling
method called SASYNO is used in this study, which was first
proposed in 2020 [30].

Popular approaches for imbalance learning generally can
be categorized into three major types: 1) data sampling,
2) cost-sensitive learning and 3) algorithmic modification.
Data sampling approaches rebalance the data sets by sam-
pling, which is achieved by over-sampling the minority
class, under-sampling the majority class or a hybrid of
both. Cost-sensitive learning approaches incorporate the
costs of misclassifying minority class samples into func-
tion minimization. Algorithmic modification approaches are

the modifications of commonly-used machine learning algo-
rithms to achieve better performance with imbalanced data
set.

Currently, data sampling approaches are the dominant
solutions to address the class imbalance problem because
they are more generic and can be employed by standard
classification methods.

The oversampling method like SMOTE that it randomly
selects a small number of samples and creates linear inter-
polation between them and their neighbors. However, this
strategy does not necessarily expand the database, and is
more likely to overlap between the extended minority classes
and the original majority classes, especially in the case of
complex data structure [30]. On the contrary, the key idea
of SASYNO is to select them according to the distance
between adjacent minority samples, and create interpolation
and extrapolation methods around the adjacent samples to
synthesize data. The main steps of the method are as follows.
Step 1 (Identifying Pairwise Neighbouring Samples):

Firstly, the average distance of minority class samples is
calculated according to Equation (1), and then based on the
average distance γ , the decision condition (2) is set up to
identify the adjacent sets in pairs.

γ =
1
n

∑
i6=j

‖xi − xj‖ (1)

where ‖xi − xj‖ =
√(

xi − xj
)T (xi − xj) represents the

Euclidean distance between two minority samples, and n is
the number of such paired samples.

if
(
‖xi − xj‖ < γ

)
then

(
xi, xj

)
= (p, q) ⊆ P (2)

where xi, xj are minority class samples, P is a set of pairs of
adjacent samples, p, q is a set of xi, xj.
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TABLE 1. Initial variables set for traffic incident detection.

Step 2 (Creating Explorations by Gaussian Disturbance):
In this stage, the algorithm randomly selects a pair of neigh-
bouring samples (pk , qk ) from the collection P and apply
Gaussian disturbance to create extrapolations in the data
space. As shown in equation (3).

(pk , qk) =
(
pk + Gi, qk + Gj

)
=
(
p̂k , q̂k

)
(3)

where Gi = [g1, g2, · · · , gm] are m dimensional randomly
generated vectors following the Gaussian distributions. gl ∼
N (0, σ 2

l ), l = 1, 2, · · · ,m.

σl =
1
u

∑
i6=j

∣∣xi,l − xj,l ∣∣ (4)

where xi,l represents the lth variable of sample i, and |·|
represents the absolute value.
Step 3 (Creating Interpolations for Synthetic Data Gener-

ation): Finally, according to the extrapolation value (p̂k , q̂k )
obtained in the previous step, random interpolation is created
between the two samples to generate new samples. As shown

in equation (5).

xnew = p̂k + rand (0, 1)×
(
q̂k − p̂k

)
(5)

It follows that the uniqueness of SASYNO comes from the
following two aspects:

1) The approach selects out the most proper candidates
from minority class samples and uses them for data synthesis
only. This allows SASYNO to precisely expand the minority
class avoiding possible overlaps with the majority class.

2) The approach employs Gaussian disturbance to create
extrapolations from existing data samples for synthetic data
generation, which gives SASYNO an extra degree of freedom
for expanding the knowledge base.

C. VARIABLE IMPORTANCE RANKING BASED ON RF
RF algorithm is an ensemble learning algorithm based
on decision trees. The main idea is that it constructs the
random sample subspace and the random feature variable
subspace.

Thus, each decision tree classifier generated by these two
strategies is relatively independent and the final classification
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result is built on the maximum of all decision tree results. The
main steps of importance ranking based on RF algorithm are
as follows.
Step 1 (Random Sample Subspace): The Bootstrap method

was used to randomly select N data samples from the original
data set M and repeat k times to generate k training sets. Data
that is not selected in each extraction process constitutes out-
of-bag (OOB) data and forms a test set
Step 2 (Random Feature Subspace): Select l features

as candidate features randomly from L feature dimensions
(l < L), maximize the growth of each decision tree according
to CART algorithm, repeat the above operation for k training
sets respectively, and finally obtain k decision trees and con-
stitute RF.
Step 3 (Classification Using Out-of-Bag Data): Use k

decision trees in RF to make decisions on test set (OOB) and
obtain the classification accuracy Tk .
Step 4 (Adding Noise to Out-of-Bag Data and Classifica-

tion): Each initial variable in the training set is recorded as
λs(s = 1, 2, · · · , 57), and random noise is added to λs of
the OOB data LOOBk to obtain a new OOB data L̂OOBk , and the
classification accuracy T̂k of each decision tree using the new
OOB data L̂OOBk is calculated.
Step 5:Calculate the importance of each variable according

to equation (6)

VI =
1
k

(
Tk − T̂k

)
(6)

D. RANDOM SUBSPACE K NEAREST NEIGHBOR
CLASSIFIER (RSKNN)
Random subspace method (RSM), also called feature bag-
ging, is one of ensemble learning. Random subspace trains
each classifier by using randomly selected partial features
rather than all features to reduce the correlation between each
classifier. In fact, the random forest algorithm is a decision
tree algorithm using RSM and bagging. Similarly, RSM can
be supported in other classifiers such as KNN. Then, KNN is
used to predict each subspace, and the corresponding results
of each classifier are obtained. Final results obtained by
majority voting.

KNN algorithm is a relatively mature machine learning
algorithm. The basic idea of KNN classification algorithm
is that it finds k labeled samples with the nearest neighbors
of the samples to be classified in the feature space, and the
class of the most diverse samples is the class of the samples to
be classified. In classification decision, the algorithm mainly
depends on the nearest neighbor samples to determine the
class, rather than relying on the classification hyperplane.
Therefore, KNN classification algorithm is more suitable for
samples with certain cross or overlapping feature space of
different classes. FIGURE 3 shows the classification process
of RSKNN.

First, the sample database after feature selection is split
into training samples and test samples. Second, 15 feature
variables are randomly selected for all training samples, and
30 different random subspaces are produced by repeating this

FIGURE 3. Flowchart of RSKNN algorithm.

operation for 30 times. Third, KNN model is used to train
these 30 subspaces. Finally, ensemble KNN model is tested
using the test data, and most of the classes are voted for the
final results.

The RSKNN algorithm has two important parameters. One
is the number of subspaces, namely the number of learners,
and the other is the dimension of each subspace, namely the
number of feature variables. For each data set, this pair of
parameters is diverse. The 15 feature variables and 30 learners
selected are also for I-205 data sets, which is not the case for
another I-880 data set in this paper. In order to determine this
pair of parameters, we also conducted experiments to find the
optimal classification accuracy under different dimensions
and different learners, as shown in TABLE 2. As can be seen
from TABLE 2, the classification accuracy of 15 features
variables and 30 learners is the highest. At the same time, the
lower the dimension, the higher the classification accuracy
will need more learners. However, when the learner reaches
a certain number, it cannot further improve the accuracy but
will increase the running time.

E. THE PROPOSED METHOD (SASYNO-RF-RSKNN)
The flowchart of the proposed method is illustrated in
FIGURE 4. As can be seen from FIGURE 4, the application
of the proposed AID method includes six steps. The specific
steps are as follows.
Step 1:Collection of highway loop detectors data including

traffic flow, speed and occupancy.
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TABLE 2. Classification accuracy corresponding to different subspace dimensions and different subspace numbers on I-205 highway.

FIGURE 4. Flowchart of SASYNO-RF-RSKNN based AID method.

Step 2: The initial sample set is constructed according to
the above four variable extraction rules.
Step 3: SASYNO method is used to balance incident sam-

ples and non-incident samples in the database.
Step 4: RF algorithm is used to select feature top

30 variables for AID.
Step 5: RSKNN ensemble learning algorithm is used to

classify incident database.
Step 6: SASYNO-RF-RSKNN incident detection model

output classification results 1 or 2. Among them, 1 indicates
an incident, and 2 indicates normal (non-incident).

III. EXPERIMENTS
This section is the experimental part. Firstly, the data source
of this experiment is introduced, and the over-sampling tech-
nology and data standardization preprocessing method are
used to split up the test training set. Secondly, performance
evaluation indexes of this study are introduced, including
accuracy, false alarm rate, detection rate, precision, MCC
and F1-score. Then we will introduce the design idea of this
experiment, according to the principle of single variable set
the horizontal contrast experiment and the vertical contrast
experiment. Finally, the test results were compared and ana-
lyzed to bring to the conclusion.

A. DATA DESCRIPTION AND PREPROCESSING
The experimental data are from the test data set project of
the Federal Highway Administration (FHWA) of Portland
State University (PSU). PORTAL is an official transport data
archive for the Portland-Vancouver metropolitan area.

In this study, I-205 highway loop data of PORTAL from 15
September 2011 to 15 November 2011 are used. The section
of I-205 NB covered by this test data set is 10.09 miles long
and ranges from the Sunnyside Road ramp at milepost 14.32
to milepost 24.41, approximately one mile past the end of the
detection. The section of I-205 SB covered by this test data
set is 12.01 miles long and runs from Sunnyside Road ramp
at milepost 14.58 to milepost 26.59, approximately one mile
past the end of the detection.

There is a total of 18 loop detection stations in the north-
south direction. Each detector records traffic parameters such
as traffic volume, speed and occupancy. The sampling fre-
quency is 20s, and the detector is about 1.5 miles apart.
FIGURE 5 shows the position of the detection station on
I-205 highway. Accident database records in detail the loca-
tion and start-stop time of the incident, as well as the causes
and impact of the incident. According to the time, location
information and influence degree of the incident sample, the
typical incident with significant influence on I-250 highway
is selected. Because the number of normal samples is large,
in addition to randomly selecting normal samples, the data
of the previous and following days at the same time and
place is also used as normal samples. Being dependent on
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FIGURE 5. I-205 highway detector layout.

the construction method of the initial variable set, 18 inci-
dent samples and 118 normal incident samples are finally
obtained, and the incident samples account for 13% of the
total samples. The data imbalance in the original sample will
seriously affect the classification results, so SASYNO is used
to oversample and constructing the following input matrix.

Input =
[
λi,j Yi

]
=


lλ1,1 λ1,2 · · · λ1,57 Y1
λ2,1 λ2,2 · · · λ2,57 Y2
...

...
. . .

...
...

λm,1 λm,2 · · · λm,57 Ym


(7)

where m represents the total sample size, λi,j represents the
jth variable of the i sample, Yi represents the class attribute
of the i sample, 1 represents the incident sample, 2 represents
the normal sample, wherem = 136. Finally, the output matrix
similar to the input matrix is obtained, and the total sample
m = 236.

Output =
[

Input
Newsample

]
(8)

In order to eliminate the influence of different dimensions,
improve the training speed and classification accuracy, the
data is normalized to the interval [0, 1]. The normalization
formula is as follows.

λnew =
λold − λmin

λmax − λmin
(9)

where λnew is the standardized variable, λold is the original
variable, λmax, λmin are the maximum and minimum values
of the original variables respectively.

In order to reflect the practicability and robustness of our
method, we also prepared a new data set I-880 highway
data. I-880 is a specific highway in San Francisco Bay Area,

which can download data from the website [27]. The data
recorded the flow, speed and occupancy of a 49,700-foot road
from Marina to Whipple. There are 20 stations, each about
0.5 miles apart. More detailed information is available in the
Reference [27], [31].

In order to obtain more reasonable experimental results,
the total sample library is randomly divided into a test set
and training set at 3:7. At the same time, the training set
is trained by a 5-fold cross-validation method. The training
set is randomly divided into five samples of the same size.
Four of them are selected as the training samples during each
training, and the remaining one is used as the verification
sample, which is repeated five times. So far, all the samples
are used as the verification samples. The two partitioned
sample databases are shown in TABLE 3 and TABLE 4.

TABLE 3. Overview of I-205 sample database.

TABLE 4. Overview of I-880 sample database.

B. EVALUATION INDEXES
In this study, incident detection can be regarded as a binary
classification problem, and the confusion matrix for the
binary classification problem is one of the most frequently
used results, which can visually reflect the performance of
the model. It is shown in TABLE 5.

True Positive (TP) represents the number of actual incident
samples predicted as incident samples. False Negative (FN)
represents the number of actual incident samples predicted
as normal samples. Similarly, False Positive (FP) and True
Negative (TN) denote the number of normal samples in actual
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TABLE 5. Confusion matrix.

classes predicted as incident samples and normal samples.
Through the confusion matrix can be very clear to calculate
the six performance indicators needed in this study, accuracy
(ACC), false alarm rate (FAR), detection rate (DR), precision
rate, Matthews correlation coefficient (MCC) and F1-score.

Accuracy is a very common evaluation index in classifi-
cation, which reflects the overall detection accuracy of the
model, that is, all the predicted samples, howmuch the correct
probability is predicted, whether it is the incident sample or
the normal sample. The calculation formula is as follows.

ACC =
TP+ TN

TP+ TN + FP+ FN
(10)

The false alarm rate is relative to the incident sample,
which indicates the proportion of false prediction in the actual
normal sample. The calculation formula is as follows.

FAR =
FP

FP+ TN
(11)

Detection rate is also called recall rate, which means that
the proportion of incident samples is correctly predicted in
the real class incident samples. The calculation formula is as
follows.

DR =
TP

TP+ FN
(12)

Precision rate is also called accurate-checking rate, which
measures the ability of classifier to correctly identify incident
samples. It means that the proportion of correct prediction in
the samples predicted as incident samples. The calculation
formula is as follows.

Precision =
TP

TP+ FP
(13)

Matthews correlation coefficient (MCC) is a comprehen-
sive index used in machine learning classification, which
considers true positive, true negative, false positive and false
negative. Even when the sample content of the two classes
is very different, it can also be applied. It describes the
correlation coefficient between the actual classification and
prediction classification. Its value range is [−1, 1]. When
the value is closer to 1, the prediction is more perfect and
0 means random prediction. When the value is −1, it means
completely irrelevant. The calculation formula is as follows.

MCC =
TP ∗ TN − FP ∗ FN

√
(TP+ FP) (TP+ FN ) (TN + FP) (TN + FN )

(14)

F1-score is the harmonic average of precision and recall.
Obviously, this is also a comprehensive evaluation index,
so it is also applicable to the situation of unbalanced data
distribution. The value range is located between [0, 1], and 1
represents the best classification. The calculation formula is
as follows.

F1 = 2
Precision ∗ Recall
Precision+ Recall

(15)

C. EXPERIMENTAL DESIGN
In this experiment, two control groups were set up according
to the principle of single variable to test the performance of
SASYNO-RF-RSKNN incident detection model. They are
horizontal contrast and vertical contrast.

In horizontal contrast, the same preprocessing procedure
for data oversampling, standardization and RF feature selec-
tion techniques are performed firstly. Then, in order to reflect
the advantages of the ensemble learning algorithm RSKNN,
we compare a classical classification algorithm SVM [16]
and a newly proposed eigenvalue classification (EigenClass)
model [32]. EigenClass model is a supervised machine learn-
ing algorithm based on the input matrix eigenvalue calcula-
tion and threshold setting proposed by Erkan in 2020. It runs
and tests 30 time in 20 different datasets. The results demon-
strate that EigenClass has the best classification performance
for 15 datasets in each index, reflecting its superior accu-
racy and strong stability. Similarly, the classical oversam-
pling method SMOTE is also compared with SASYNO. The
SMOTE method has been introduced in the previous section,
so it is not elaborated here. The rest of the two methods are
consistent. Without special emphasis, the above methods are
implemented under the same conditions, when they are used
to complete the same process. The hyperparameters settings
of each method are shown in TABLE 6 below.

TABLE 6. The hyperparameters of horizontal comparison methods.

Many excellent machine learning algorithms are men-
tioned in the previous research review. In the vertical con-
trast part, we also selected five machine learning algorithms
including three deep learning algorithms that are often cited
in recent years. They are ensemble SVM and KNN algorithm
(E-SVM-KNN) in 2019 [27], GAN-RF-SVM deep learning
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FIGURE 6. Distribution of original variables.

algorithm in 2019 [21], FA-WRF ensemble learning algo-
rithm in 2020 [22], GAN-TSSAE deep learning algorithm in
2020 [24], LSTMDTR deep learning algorithm in 2020 [25].
The introduction of these methods has been involved in the
previous method summary. By comparing these excellent
algorithms in recent years to verify whether the SASYNO-
RF-RSKNN incident detection model proposed in this paper
has excellent performance. In order to ensure the performance
of the comparison method, the parameters of these methods
are set and optimized according to the corresponding litera-
ture. Similarly, in order to assure the fairness of comparison,
all methods are set under the same sample database. The
specific sample input form is also set according to the form
mentioned in the literature. The hyperparameters settings of
each method are shown in TABLE 7 below.

D. EXPERIMENTAL RESULTS AND ANALYSIS
1) EXPERIMENTAL RESULTS OF SASYNO ALGORITHM
In the data description and preprocessing section, we describe
how to construct an input matrix using the SASYNOmethod,
as detailed in formula (7). To evaluate the generated dataset,
box plots are used to describe the distribution of a given vari-
able, includingminimum, lower quartile, median, upper quar-
tile, and maximum. It is noteworthy that in the pre-processing
phase we have used standardized techniques to eliminate
the impact of different dimensions. Similarly, in order to
eliminate the randomness of the over-sampling algorithm,
we carried out many experiments, and took the average as
the final result. In order to avoid duplication, we only show
the data results of I-205 highway. FIGURE 6 and FIGURE 7
show the distribution of the original data and the sample

TABLE 7. The hyperparameters of vertical comparison methods.

distribution after oversampling. The variable set presented
here is 30 variables after feature selection. The number of the
X axis corresponds to the number of the initial variable set
in the second section, and the Y axis is the numerical size.
Because standardization to the [0, 1], the maximum value of
the Y axis is 1.05. It can be observed in these two figures that
the distribution of original data and generated data is very
similar. The median of the generated data is almost the same
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FIGURE 7. Distribution of generate sample variables.

FIGURE 8. Top 30 variables selected by random forest of I-205 highway.

as the original data. The lower quartiles of the generated data
are similar except for 7, 14 and 22 variables, and the upper
quartiles of all variables have not changed much. Compared
with the original data, the maximum and minimum values
of No.4, No.11 and No.14 variables are expanded, which
should be that the variable values are relatively dense and
large, so the data sensitivity is easy to make the oversampling
method appear abnormal values. Based on the above analysis,
it can be said that SASYNO algorithm has excellent stability

and can be used as an effective means to deal with unbalanced
samples in traffic incident detection.

2) FEATURE SELECTION RESULTS OF RF ALGORITHM
RF related theories have been introduced above. The param-
eters to be determined in this RF feature selection are the
dimension of subspace and the number of decision trees.
According to the suggestion [33], in this study, the subspace
dimension is 8, and the number of decision trees is set to
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FIGURE 9. Top 23 variables selected by random forest of I-880 highway.

30. The ranking of the top 30 importance variables on I-205
highway is [14, 24, 4, 19, 6, 7, 11, 28, 22, 40, 43, 31, 25, 15,
36, 48, 38, 55, 3, 2, 10, 9, 37, 41, 8, 54, 51, 56, 27, 23] and
their importance percentages are [8.7, 7.4, 6.6, 6.5, 5.2, 4.8,
4.3, 4.2, 4.2, 3.9, 2.6, 2.4, 1.8, 1.8, 1.7, 1.7, 1.5, 1.5, 1.4, 1.4,
1.3, 1.2, 1.2, 1.2, 1.1, 1.1, 1.0, 1.0, 0.9]. Factor analysis and
principal component analysis are also commonly used fea-
ture dimension reduction methods. They choose factors with
cumulative variance greater than 85% as reasonable factors
to represent all variables. Here, the cumulative importance of
our top 30 variables is 89.98%, which meets the conditions
of more than 85%. The total number of initial variables is
57, and the variables are reduced by nearly half after fea-
ture selection, which obviously contributes to improving the
efficiency of model detection and does not lose data charac-
teristics. Similarly, according to the above variable selection
rules, we selected 23 variables for I-880 highway, and the
cumulative importance is 86 %. FIGURE 8 and FIGURE 9
intuitively show the importance of variables. The abscissa is
the index of variables, and the ordinate is the importance in
percentage form.

3) HORIZONTAL CONTRAST RESULTS
FIGURE 10 shows the confusion matrix of the horizontal
comparison algorithm of I-205 highway. The TP, TN, FP,
FN values are clearly displayed, and the error prediction
results are distinguished by different colors, and the larger the
value, the deeper the color. 1 represents the incident sample
and 2 represents the normal sample. For incident detection,
we always want to get the highest DR, ACC and the lowest
FAR. TP and TN are as large as possible, while FP and FN are
best 0. It can be seen from the FIGURE 10 that the proposed
SASYNO-RF-RSKNN model has the highest TP and TN

values compared with other methods, and FN and FP are also
the lowest in the method of using SASYNO technology. For
SMOTE-RF-RSKNN, although its FN is 0, its FP value is the
highest in all algorithms, which means that it will produce
more error warning information. And it does not contribute
to traffic managers to monitor traffic conditions. This also
shows that the classical SMOTE over-sampling technology
only considers the incident sample data to generate interpo-
lation as a new sample, so that the sample database does
not have complete information characteristics, which leads to
limited learning ability of the classifier. SASYNO improves
this problem by combining interpolation and extrapolation.
With the same SASYNO technology, the FP values of SVM,
EigenClass and RSKNN are the same, but the FN of SVM
comes to 11, which indicates that SVM is not sensitive to
incident samples and cannot well distinguish incident sam-
ples from normal samples. The DR is low, which should be
caused by the inadaptability of SVM to high-dimensional
variables. EigenClass and RSKNN are sensitive to incident
samples and can well learn the information characteristics
of high-dimensional variables, so as to distinguish incident
samples from normal samples.

FIGURE 11 shows the confusion matrix of the horizontal
comparison algorithm of I-880 highway. Similar to I-205
highway, it can be seen that the proposed SASYNO-RF-
RSKNN model has the highest TP and TN values compared
with other methods, and FN and FP are also the lowest. Since
the detector spacing of I-880 dataset is more intensive, it can
better reflect the traffic flow changes caused by incidents.
Therefore, on the whole, the confusion matrix of the four
methods of I-880 is significantly better than that of I-205.
Nevertheless, it can be seen from FIGURE 11 (a) and (b) that
the FP values of SMOTE and SASYNO are 0 on I-880,
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FIGURE 10. The confusion matrix of horizontal contrast method of I-205 highway,
(a) SMOTE-RF-RSKNN, (b) SASYNO-RF-RSKNN, (c) SASYNO-RF-SVM, (d) SASYNO-RF-EigenClass.

indicating that the generated new samples have good effect
and no error information. But the FN value of SASYNO is
lower, so it has better detection effect. It can be seen from
FIGURE 11 (b), (c) and (d) that with the same SASYNO and
RF algorithms, RSKNN is superior to SVM in all aspects,
and slightly inferior to EigenClass in detection rate. The
confusion matrix shows that our incident detection model has
the best performance, followed by EigenClass method.

TABLE 8 and TABLE 9 show the six performance index
(ACC, FAR, DR, Precision, MCC and F1-score) of the hor-
izontal comparison algorithm of I-205 highway and I-880
highway. It can be seen that the proposed method is the best
in the five indicators except DR, and DR is also in the second
place. On I-205 highway, Similar to the results expressed by
the confusion matrix, SMOTE algorithm obtains 100% DR
and its FAR reaches the maximum value in all algorithms,
which is much higher than that of other algorithms. SASYON
reduced the FAR by 17% by sacrificing the DR of 3%, and its
performance was better. SVM, EigenClass and RSKNN have
little difference in Precision and FAR.

However, there is a 15%-27% gap between the DR and
ACC of SVM and the other two methods, indicating that
the proposed method is a comprehensive method. On the
basis of ensuring accuracy and precision, there is a lower
FAR and a higher DR. MCC and F1-score are comprehensive
indicators that balance DR and Precision. It can be seen
from forward four indicators that SASYNO-RF-RSKNN and

SASYNO-RF-EigenClass are the best algorithms with little
difference. The MCC and F1-score values of RSKNN algo-
rithm are close to 1, which indicates that it has a performance
close to the best classification. At the same time, MCC of
RSKNN is about 3% ahead of EigenClass, which indicates
that the performance of the two is similar, and RSKNN is
slightly better.

On I-880 highway, the performances of SMOTE and
SASYNO are different from those of I-205 highway. The
precision and FAR of SMOTE algorithm are consistent with
those of SASYNO algorithm, but the comprehensive per-
formances of MCC and F1-score are inferior to those of
SASYNO algorithm. Similarly, the performance of Eigen-
Class algorithm and SVM algorithm on I-880 highway has
changed, but ACC, MCC and F1-score of RSKNN algorithm
are optimal on both data sets. It follows that the robustness
of SASYNO-RF-RSKNN algorithm for data sets is verified,
which is an efficient and stable machine learning algorithm.

4) VERTICAL CONTRAST RESULTS
Similar to the above part, we also draw the confusion matrix
in the vertical comparison part, as shown in FIGURE 12 and
13. It is worth noting that different methods set up the sam-
ple database according to the requirements of the literature,
resulting in inconsistent confusion matrix size. Absolute val-
ues are not comparable.
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FIGURE 11. The confusion matrix of horizontal contrast method of I-880 highway,
(a) SMOTE-RF-RSKNN, (b) SASYNO-RF-RSKNN, (c) SASYNO-RF-SVM, (d) SASYNO-RF-EigenClass.

TABLE 8. Indexes of Horizontal contrast of I-205 highway.

TABLE 9. Indexes of Horizontal contrast of I-880 highway.

Among all the algorithms excluding FA-WFR, the sum
of TP and TN values of the SASYNO-RF-RSKNN model
is the largest, and the same sum of FP and FN is the

smallest. E-SVM-KNN and SASYNO-RF-RSKNN all are
ensemble algorithms. The latter selects 15 random variables
from 30 variables to construct 30 different learners, which
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FIGURE 12. The confusion matrix of Vertical contrast method of I-205 highway, (a) SASYNO-RF-RSKNN, (b) E-SVM-KNN, (c) GAN-RF-SVM,
(d) FA-WRF, (e) GAN-TSSAE, (f) LSTMDTR.

fully excavates the information characteristics between mul-
tivariate data and is superior to E-SVN-KNNmethod in terms
of confusion matrix results. GAN-RF-SVM is a kind of deep
learning method, which uses GAN to generate samples and
SVM to classify. Due to the characteristics of GAN, it can
produce new samples that cannot be imitated according to
random noise. It can be said that its samples contain more
information characteristics in it, but it will also produce more
interference information, which has a high requirement for
the construction of deep learning network. From the results
of the confusion matrix, it can be seen that compared with
the other methods, its FN value is the highest, which also
confirms the analysis just now. It will lead to the insensitivity
of the model to the incident samples and lower detection
rate. SASYNO algorithm has obvious advantages in this
respect.

It can be seen from FIGURE 12 and FIGURE 13 that the
detection rate and accuracy of the two deep learning algo-
rithms GAN-TSSAE and LSTMDTR on the I-205 highway
are lower than those of RSKNN. At the same time, on the
I-880 highway, because the overall effect of the data set
is good, the overall performance of all algorithms is sig-
nificantly improved, and the improvement of RSKNN with
significant effect on I-205 highway is relatively small. So,
on I-880 highway, FP of RSKNN is lower than GAN-TSSAE
and LSTMDTR, FN is higher than both. This also shows that

in most cases the false alarm rate and detection rate are a pair
of contradictory values.

TABLE 10 and TABLE 11 also show the six performance
indexes (ACC, FAR, DR, Precision, MCC and F1-score) of
the vertical comparison algorithm. On I-205 highway, except
for Precision and FAR, the other indexes of our algorithm are
also the best. GAN-RF-SVM has good performance on Pre-
cision and FAR, which is better than SASYNO-RF-RSKNN
2% and 3.2% respectively, but its DR and ACC are lower than
that of SASYNO-RF-RSKNN 12% and 4%.

In the aspect of incident detection, FAR and DR are a pair
of contradictory values. The high DR often means that the
FAR is also very high. SASYNO-RF-RSKNN has achieved
a 12% increase in DR by increasing FAR by 3.2%. This
conversion efficiency is very wonderful, and the FAR is
also controlled at about 5%. The remaining four methods
are ensemble learning algorithms and deep learning algo-
rithms, in which E-SVM-KNN has an average performance
and FA-WRF algorithm does not use over-sampling and
under-sampling techniques for imbalanced data sets. Instead,
it improves the algorithm and proposes a weighting strategy
to ensure the algorithm performance. Its DR is 97%, but
other Precision, FAR and ACC are the lowest. However,
its ACC and MCC are the highest on the I-880 highway,
and the classification effect can also be obtained due to the
more obvious characteristics of the I-880 highway. It can
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FIGURE 13. The confusion matrix of Vertical contrast method of I-880 highway, (a) SASYNO-RF-RSKNN, (b) E-SVM-KNN,
(c) GAN-RF-SVM, (d) FA-WRF, (e) GAN-TSSAE, (f) LSTMDTR.

TABLE 10. Indexes of Vertical contrast of I-205 highway.

be said that compared with the over-sampling calculation
such as SASYNO, the strategy robustness of the improved
algorithm for unbalanced data is poor, and it cannot be well
applied to other data sets. Similarly, the proposed algorithm
also has a great lead in comprehensive indicators such as
MCC and F1-score, which are 6% and 3% higher than the
second.

In addition to the FAR of GAN-TSSAE is better than
SASYNO-RF-RSKNN on I-205 highway, the other indi-
cators of GAN-TSSAE and LSTMDTR are not as good
as our proposed algorithms. LSTMDTR and GAN-TSSAE

achieved 100% detection rate on I-880 highway. ACC, MCC
and F1-score of GAN-TSSAE are basically the same as
SASYNO-RF-RSKNN, and FAR and Precision are poor.

Therefore, SASYNO-RF-RSKNNmodel has the best clas-
sification performance under the condition of small imbal-
ance sample data. It is reasonable to use the model framework
of SASYNO oversampling, RF based feature selection and
RSKNN based classification. Combined with the horizontal
comparison results in the previous section, it can be said that
the practicability and robustness of the proposed method are
well verified.
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TABLE 11. Indexes of Vertical contrast of I-880 highway.

IV. CONCLUSION
AID has attracted much attention in the field of transportation
in recent decades. However, the number of traffic incident
samples is small and the number of incident samples and
non-incident samples is extremely imbalanced, which often
has a negative impact on the accuracy of the incident detec-
tion model. From this perspective, a method to address data
imbalance under small sample conditions and incomplete
initial variables problem was proposed in this study. It is
a novel incident detection framework named SASYNO-RF-
RSKNN. Firstly, a relatively complete set of initial variables
is constructed by using the spatial-temporal and real-time
characteristics of traffic stream. Second, the sample database
is balanced to solve small and imbalanced sample size by
SASYNO oversampling technology, and then RF is used for
feature selection. Finally, the ensemble learning algorithm
RSKNN is used to identify traffic incident. To validate the
proposed approach, two real-world traffic data on the I-205
highway and I-880 highway are used for empirical analysis.
In addition, six excellent machine learning algorithms are
evaluated by six indexes: ACC, FAR, DR, Precision, MCC
and F1-score. In the horizontal comparison part, the proposed
algorithm is the best except DR. In the vertical comparison,
precision, FAR and F1-score are also the best. It shows that
SASYNO-RF-RSKNN algorithm is an excellent AID frame-
work.

Notably, this study is an ensemble learning algorithm
based on small-scale datasets. Deep learning is more effective
framework for prediction and classification related tasks,
especially for large-scale datasets. Therefore, it is also
expected that deep learning algorithm does not achieve the
best effect in performance evaluation. In the future, it can be
considered to use deep learning algorithms such as LSTM,
CNN and other deep learning networks for traffic automatic
incident detection on large-scale data sets.
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