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ABSTRACT Electrical Resistance Tomography (ERT) is a promising technique owing to its low cost,
high speed, and visualization features. The sensitivity coefficient plays a significant role in ERT image
reconstruction as a priori information. However, the existing methods for calculating sensitivity matrix suffer
from poor interpretability and operability. The result leads to an obstacle to improving the quality of the
reconstructed images. Therefore, we propose a new sensitivity calculation method that has the advantages of
clear physical significance, high robustness, and strong interpretability. We compared the existing and new
sensitivity matrices with some metrics, such as correlation coefficient and relative error, and tested the new
method’s performance by numerical simulations and experiments. The results show that the new sensitivity
matrix is feasible and has better performance in ERT imaging reconstruction, especially in the presence of
noise.

INDEX TERMS Electrical resistance tomography, sensitivity matrix, electromagnetic field theory.

I. INTRODUCTION
Electrical Resistance Tomography (ERT) is a promising visu-
alization measurement technique with the advantages of high
speed, low cost, and strong robustness. The technology aimed
to image the conductivity distribution by measuring the
boundary response of the excitation signal [1], [2].

The sensitivity matrix is an approximate solution of the
Jacobian matrix between measured sensing field and bound-
ary measurement [3], which plays a significant role in ERT
image reconstruction as a priori information [4]. However,
the sensitivity matrix is poorly conditioned and highly non-
linear [5], and the existing sensitivity calculation method is
subject to the two problems in their applications.

The first one is that the method is highly dependent
on the initial conductivity distribution in the sensing field.
When the conductivity has changed significantly, the recon-
structed images tend to be low resolution and severe
distortion [6].
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The second one is that the method is poorly interpretable.
It uses the finite element analysis method to calculate the
sensitivity coefficient. Then, the solution principle is to select
the finite elements in the field and use the finite differ-
ence equation to replace the partial differential equation to
obtain the value of the field function at discrete points [7].
Therefore, the method cannot clearly express the relationship
between the sensitivity coefficient and the sensing field.

Based on the above problems, this paper proposes a new
sensitivity coefficient calculation method, which defines the
sensitivity by using the electromagnetic relationship of the
sensing field unit with the electrodes, and the solution is
independent of the initial conductivity distribution.

II. ERT FUNDAMENTALS
This section includes two parts: the principle of ERT and the
illustration of sensitivity coefficient.

A. THE PRINCIPLE OF ERT
In ERT, the problem of solving the potential distribu-
tion through the conductivity distribution is the forward
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problem [8], which can be expressed as

U = F(σ ) (1)

where U represents the potential distribution, σ denotes
the known conductivity distribution, and F is the forward
operator.

The inverse problem of the ERT is to find the distribution of
the conductivity σ in the sensitive field based on themeasured
voltages, which can be written as

σ = F−1(U ) (2)

Basically, the relationship between the spatial and electric
potential distribution of the conductivity can be derived from
Maxwell’s equation [9], shown as

∇ · (σ∇φ) = 0 (3)

where σ and φ stand for the investigated domains’ electrical
conductivity and electrical potential, respectively.

It is possible to collect the information of the spatial dis-
tributions by a group of measured boundary voltages. Based
on the finite element method (FEM)[10], the linearized and
discrete form of (3) can be expressed as

1UM×1 = SM×N ·1σN×1
or U = Sσ (4)

where 1σN×1 is the normalized conductivity vector, and
SM×N is a Jacobian matrix, i.e. the sensitivity matrix, giving
the sensitivity map from boundary excitations to measure-
ments. M and N are the number of boundary measurements
and the detected field’s inner units (pixels), respectively.

Consequently, the aim of ERT is to find the unknown
σ from the known U and S by solving (4), which can be
expressed by the generalized inverse S−1 as

σ = S−1U (5)

The linear back projection (LBP) algorithm is a simple and
straightforward method to solve (5) by directly replacing S−1

with ST [11], namely

σ = STU (6)

The algorithm is fast and easy to implement but ignores the
nonlinearity and pathological nature of the problem, so it is
difficult to obtain an exact solution [12]. Therefore, we usu-
ally transform solving (6) into solving the optimization prob-
lem corresponding to the least-squares error of the equation.
That is

‖U− Sσ‖ → min (7)

The algorithms for solving (7) are classified into iterative
and non-iterative algorithms. Among the non-iterative algo-
rithms, the Tikhonov regularization (TR) algorithm [13] is
the most typical one. It transforms (7) into (8) by adding the
regularity term G(σ ),

min f (x) = ‖U− Sσ‖22 + λG(σ ) (8)

where λ is a regularization parameter, which is a constant
greater than zero. If no other prior information is available,
we usually take G(σ ) to be ‖σ‖2. The optimal analytical
solution of (8) is

σ = (STS+ λI)−1STU (9)

B. THE ILLUSTRATION OF SENSITIVITY COEFFICIENT
The sensitivity coefficient represents the change rate of elec-
trode potential corresponding to the unit conductivity [14].
The conductivity change in any unit brings a difference in
the potential measured at the boundary in the ERT field.
As shown in Fig.1(a), the initial distribution of conductivity
is uniform, the input current of themth electrode pair is I , the
measurement voltage of the nth electrode pair is V , and the
conductivity of the J th unit is σJ .
The excitation and measurement electrodes in Fig.1(b)

are the same as in Fig.1(a). When the conductivity increment
of the J th unit is 1σ and other units remain unchanged, the
voltage increment of the nth electrode pair will be 1V . The
sensitivity of the J th unit under this excitation state is defined
as

J = 1V/1σ (10)

To simplify the calculation process, two assumptions were
given [16]. The one is that the higher-order nonlinear terms
in the calculation have less impact on the results. The other
is that there are no infinite values near the electrodes. In this
way, the nonlinear problem in the sensitivity solution process
is approximately reduced to a linear problem. Hence, accord-
ing to the Geselowitz theory [15], the sensitivity for the ERT
system can be defined as

Jij = −
∫
∇ϕi

Ii
·
∇ϕj

Ij
dxdy (11)

where Jij is the sensitivity coefficient of the jth electrode pair
to the ith electrode pair; ϕi and ϕj are the potential distribution
of the ith electrode and jth electrode when the excitation
currents are the Ii and Ij, respectively.
Due to the simplified treatment of the calculation process,

this sensitivity coefficient calculation method has some limi-
tations in the applications.

We use a typical 16-electrode ERT system to explain the
ERT measuring principle [17]. Fig.1(c) shows the ERT mea-
suring process in�. Firstly, the excitation current I is injected
into the first and second electrodes, and 13 measurements are
obtained between the other electrodes. Then, I is injected into
the second and third electrodes. Again 13measured values are
obtained. This process is repeated until all 16 electrodes are
excited. Thus, 208measurements are obtained to calculate the
parameters in �.
Cutting the circumscribed square of the circular field into

32 equal parts on each side, then 812 units will fall in the
circle. Therefore, the sensitivity matrix can be defined by the
208 × 812 sensitivity coefficients for the 16-electrode ERT
system.
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FIGURE 1. The ERT principle diagrams.

III. A NEW SENSITIVITY CALCULATION METHOD
A. THE ELECTRIC FIELD GENERATED BY A LONG
STRAIGHT CONDUCTOR
For a long, straight, and thin conductor in a vacuum, the
potential can be derived as follows [18]

ϕ =
τ

2πε0
ln
rM
r

(12)

where τ is the charge density, ε0 is the relative permittivity,
rM is the distance between the potential reference point and
the conductor, and r is the distance between the field point
and the conductor.

It is known that the electric field E generated by a set of
stationary charges can be written as the gradient of a scalar
potential

E = −∇ϕ (13)

Hence, the electric field of the long thin conductor can be
written as

E =
τ

2πε0r
er (14)

where er is the unit vector in the same direction with r.
As shown in Fig. 2(a), the 1st and 2nd electrodes represent

the excitation electrodes, and the 7th and 8th electrodes repre-
sent the measurement electrodes. Therefore, the electric field
EM at any pointM is

EM =
τ

2πε0
(
er1M
r1M
+

erM2

rM2
)

=
τ

2πε0
(
r1M
|r1M |2

+
rM2

|rM2|2
) (15)

where vector r1M points to the pointM from the 1st electrode
and vector rM2 points to 2nd electrode from the pointM .

Set

a =
r1M
|r1M |2

+
rM2

|rM2|2
(16)

The module value of EM can be written as

|EM | =
τ

2πε0
|a| (17)

B. THE ELECTRIC FIELD GENERATED BY ELECTRIC
DIPOLES
As shown in Fig.2(b), there is a pair of dipoles with the
distance of d carrying equal charges q and opposite signs.
Point O is the midpoint of the dipoles, and Point P is a point
in space. According to Coulomb’s law [19], the potential
generated by the dipoles at the point P is

ϕP =
q

4πε0
(
1
r+
−

1
r−

) (18)

where r+ is the distance between point P and the positive
charge, and r− is the distance between point P and the nega-
tive charge.

Suppose the distance between the point P and the point O
is r , when r � d , we have

ϕP =
qd cos θ
4πε0r2

(19)

where θ is the angle between d and r .
And the electric field Eq generated by a point charge q is

Eq =
q

4πε0r2
er (20)

Hence, the electric field generated by the dipoles at point
O is

|EO| = |E+q| + |E−q|

=
q

4πε0( d2 )
2
+

q

4πε0( d2 )
2

=
2q

πε0d2
(21)

C. THE NEW CALCULATION METHOD OF THE SENSITIVITY
COEFFICIENT
In the ERT system, a current field excited by a stable current is
stable, and it can be equivalent to the electric field generated
by a pair of dipoles.

As shown in Fig.2(c), the electric field generated by the 1st
electrode and 2nd electrode at point M can be equivalent to
the electric field generated by the dipoles centered by point
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FIGURE 2. The electric potential calculation diagrams.

Owith the charge of q′ and the distance of d0. According
to (17) and (21), it is

q′ =
τ

4
d20 |a| (22)

Therefore, combined with (19), the potentials generated by
the dipoles at the 7th and 8th electrodes are

ϕ7 =
q′d0 cosα
4πε0|rM7|2

=
τd30

16πε0

|a|
|rM7|2

cosα

ϕ8 =
q′d0 cosβ
4πε0|rM8|2

=
τd30

16πε0

|a|
|rM8|2

cosβ

cosα =
a · rM7

|a||rM7|

cosβ =
a · rM8

|a||rM8|

(23)

Since τ and d0 are fixed, the potentials can be written as
ϕ7 = c

a · rM7

|rM7|3

ϕ8 = c
a · rM8

|rM8|3

(24)

where

c = τd30/16πε0 (25)

Then the sensitivity of the mth unit excited
by the 1st and 2nd electrodes and measured by the 7th and

8th electrodes is

SM7,8 = ϕ7 − ϕ8

= c
(
a · rM7

|rM7|3
−

a · rM8

|rM8|3

)
(26)

Therefore, the sensitivity coefficients of 812 units can be
calculated in the same way. For a 16-electrode ERT system
with adjacent excitation and adjacent measurements, we will
get the sensitivity matrix with 208× 812 dimensions.
In summary, the new sensitivity calculationmethod is inde-

pendent of the conductivity in the sensing field, which implies
that it has better robustness.

FIGURE 3. The scatter plot of the sensitivity matrix.

Fig.3 is the scatter plot of the sensitivity matrix. Let Eav
be the average absolute value of the sensitivity, and the blue
dotted lines represent the value of plus or minus one hun-
dred times of Eav. The points marked by red circles are all
outside the blue line. The scatter plot shows that the new
calculation method will result in infinite values in the vicinity
of the electrodes. These values seriously affect the image
reconstruction quality. In what follows, we will choose the
appropriate threshold to truncate the sensitivity coefficient.
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TABLE 1. The comparison of the sensitivity coefficient under different thresholds.

TABLE 2. Comparisons of the projected zones.

D. THE SELECTION OF THE SENSITIVITY COEFFICIENT
THRESHHOLD
In practice, the conductivity of neighboring units does not
change abruptly. Therefore, the infinite values in the vicinity

of the electrodes are introduced by the computational bias.
We use the threshold truncation method to correct the sensi-
tivity coefficient. When the modulus of the sensitivity coef-
ficient is greater than the threshold value, we replace it with
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TABLE 3. The images reconstructed by the sensitivity matrices.

the threshold. To find the appropriate threshold, we present
the sensitivity maps under different thresholds, as shown in
Table 1.

Due to infinite values, the original sensitivity map is flat
and shows no saddle shape. As we keep decreasing the trun-
cation threshold, the sensitivity map becomes more and more
saddle-like. In addition, the positive and negative projection
regions are gradually distinguished. Finally, we set the trun-
cation threshold to plus or minus Eav, and the sensitivity map
is well saddle-shaped, which is more favorable for image
reconstruction.

IV. THE COMPARISON OF SENSITIVITY COEFFICIENTS
In this section, we mainly compare the new sensitivity matrix
with the existing one to verify the validity. We simulate the
image reconstruction process in the platform of COMSOL
and MATLAB on a PC with the Intel I5-6500 CPU and 8 GB
memory. The excitation measurement mode is adjacent exci-
tation and adjacent measurement.

A. DIFFERENCE BETWEEN THE EXISTING AND NEW
SENSITIVITY COEFFICIENTS
We normalize the existing and new sensitivity coefficient
to the interval [0,1] and calculate the average difference
using (27).

1s =
∣∣S− S′

∣∣ /812 (27)

where S and S′ denote the existing and new sensitivity matrix,
respectively. The calculation results show that the average
difference between them is less than 8%, and the similarity is
high. Therefore, combined with the sensitivity maps, we con-
clude that the new sensitivity coefficient is consistent with the
existing one.

B. COMPARISONS OF THE PROJECTED ZONES
Anymeasurement is generated by the combined effect of pos-
itive and negative projection areas. We can evaluate these two
sensitivity coefficients by comparing the projection areas.
As shown in Table 2, the blue area represents the negative
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sensitivity area, and the yellow one means the opposite.
By calculation, these projected zones have 25, 46, 59, and
39 different pixels, respectively. The difference is less than
10% compared to the whole pixels in the field. The results
imply that the new sensitivity coefficient has similar projec-
tion areas to the existing one.

C. THE COMPARITION OF THE CALCULATION TIME
In the simulation, the time consumed by the new sensitivity
matrix is about 0.3 seconds, while the existing matrix is
about 11 seconds. Therefore, the new sensitivity matrix has
an advantage in computation time.

As has been said, the new sensitivity matrix is consistent
with the existing one, and they have similar projection areas
and sensitivity maps. Besides, the new sensitivity matrix is
relatively easy to solve and consumes less time. Furthermore,
since the calculation method does not rely on the initial
conductivity value but only on the position information, it is
also suitable for applications where the conductivity varies
widely.

V. IMAGE RECONSTRUCTION
This section evaluates the existing and the new sensi-
tivity matrices by two aspects: 1) numerical simulations;
2) experiments.

A. NUMERICAL SIMULATIONS
In practice, the LBP algorithm is one of the most widely
used image reconstruction algorithms due to its simplicity
and imaging speed. The LBP algorithm directly replaces the
inverse of the sensitivity matrix by its transpose, which is
straightforward. Therefore, LBP is more suitable for evaluat-
ing the sensitivity coefficients in image reconstruction [20].

We used the simulated data to reconstruct the images using
the existing and new sensitivity matrices, respectively, and
the reconstruction algorithm was the LBP algorithm. Then
we evaluate the image reconstruction results with correlation
coefficients and relative errors.

The correlation coefficient [21] between the original and
reconstructed images is defined as

CC =

∑l
i=1 (σi − σ̄ )(σ

∗
i − σ̄

∗)

{
∑l

i=1 (σi − σ̄ )2
∑l

i=1 (σ
∗
i − σ̄

∗)2}1/2
(28)

where CC is correlation coefficient, σ is the calculated con-
ductivity, and σ ∗ is the actual one in simulation distribution.
σi and σ ∗i are the ith elements of σ and σ ∗, respectively; σ̄ and
σ̄ ∗ are the mean values of σ and σ∗, respectively; l denotes
the pixel number of σ .
Alternatively, we calculate the relative error between

reconstructed and original images as [22]

RE = ||σ − σ ∗||2/||σ ∗||2 (29)

where RE is the relative error.

In simulations, we chose four typical permittivity distri-
butions for numerical simulation with a 16-electrode ERT
sensor with 208 measurements. The conductivities of the
background and these blocks in the object were set as
1S/m(blue) and 2S/m(yellow), respectively. Table 3 shows all
the original and reconstructed images.

First, the images were reconstructed by the simulated
data without noises in different sensitivity matrices. Then,
we added the Gaussian white noise with a signal-to-noise
ratio of 60 dB to the simulated data and reconstructed them
again.

By comparing the reconstructed images of Model 1 and
Model 3, we can see that the images can be performed
correctly under the LBP algorithm using both existing and
new sensitivity matrices without noises. However, the images
reconstructed by the new sensitivity have clearer boundaries
and fewer artifacts.

By comparing the reconstructed images of model 2 and
model 4, the images are not good with both existing and new
sensitivity matrices, which are affected by the defects of the
LBP algorithm itself. Nevertheless, the new sensitivity matrix
has better performance than the existing ones.

Furthermore, whether using the new or existing sensitivity
matrix, the images reconstructed by the simulated data with
noises does not restore the original model well. The image
reconstruction quality was affected by increased artifacts and
unclear boundaries. However, the new sensitivity matrix still
performs better than the existing one. This result shows that
the new sensitivity matrix is better in robustness.

TABLE 4. The correlation coefficients.

TABLE 5. The relative imaging errors.

The above observations can further be illustrated by
the relative errors and the correlation coefficients of the
reconstructed images. Table 4 and 5 shows the correlation
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TABLE 6. The reconstructed images by experiments.

coefficients and relative errors in the four simulation models
by the two sensitivity coefficients.

According to the Tables, the reconstructed images using
the new sensitivity matrix have higher correlation coefficients
and lesser imaging errors, regardless of the effect of noise.
The results are consistent with the images.

B. EXPERIMENTAL RESULTS
The experimental ERT data collection system consists of
a sensor with 16 electrodes and a digital hardware system
designed by Tianjin University [23], and an adjacent exciting
and adjacent measuring mode is applied. The excitation cur-
rent is a sinusoidal signal, and its amplitude and frequency are
10mA and 100kHz. We used saltwater and nylon rods to sim-
ulate different material distributions with the conductivity of
0.1 and almost 0S/m, respectively. In addition, the inner diam-
eter of the measurement field was 160 mm, and the diameter
of the nylon rod in the first experiment was 40 mm, except
for the others, which were 22 mm. In addition, we chose two

algorithms, LBP and TR, for image reconstruction, and the
results are shown in Table 6.

The reconstructed images show that the reconstructed
images using the new sensitivity matrix aremore accurate and
have fewer artifacts than those using the existing one for both
the LBP and TR algorithm. This result is consistent with the
simulation results.

In sum, according to the above simulated and experimental
results, we can make some conclusions as follows:

1) The reconstructed images using the new sensitivity
matrix are consistent with the original objects. Therefore,
the new calculation method of sensitivity coefficient is
feasible.

2) Comparedwith the existing sensitivitymatrix, the recon-
structed target using the new sensitivity coefficient matrix has
fewer artifacts near the electrodes.

3) The images reconstructed by the new sensitivity matrix
are more accurate by contrasting with the correlation coeffi-
cients and relative errors.
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4) The new sensitivity matrix is more effective with noises
than the existing one, indicating that the new sensitivity
matrix is better in terms of robustness.

VI. CONCLUSION
This paper proposes a new sensitivity calculation method,
which does not rely on the initial conductivity value but
only on the position information. Thus, the new calcula-
tion method is more intuitive and physically interpretable.
We compared the existing and new sensitivity matrices by
simulations and experiments. The results indicate that the new
sensitivity matrix has less time consumption and lower noise
near the electrodes. Moreover, the images reconstructed by
the new sensitivity matrix are more consistent with the actual
positions, and the artifacts near the electrode are fewer, espe-
cially in terms of noises. According to electrostatic analogy
and magnetoelectric analogy, electrical capacitance tomog-
raphy (ECT)and electromagnetic tomography (EMT) can
directly use the new method for image reconstruction [24].
It can be more suitable for various image reconstruction algo-
rithms by optimizing the computation and imaging process.
Therefore, the proposed sensitivity calculation method pro-
vides a new idea for further improving the spatial resolution
of the ERT technology.
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