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ABSTRACT With the rapid development of poverty alleviation in China, multidimensional poverty identi-
fication has always been challenging. This paper adopted a focus embedded logistic regression (FeLR) to
solve two types of difficulties–the rarity and hard-distinguishability, of the potential poor household (PPH)
identification. The PPH identification was decomposed into two subproblems–the potential re-poverty
household (PRPH) identification, and the potential unidentified poor household (PUPH) identification. The
FeLR embedded a focal loss to deal with the hard-distinguishability, and adopted a weighting technique to
address the rarity. The sample weight exponent was extended to negative values to overlook the hard negative
samples. This setting significantly improved the recall of PPHs, compared with that using traditional logistic
regression. A few indicators were critical to the incidence of PPH, especially the household income per
capita, medical expenses for chronic diseases, and house structure. Local policy makers are suggested to pay
more attention to the crucial indicators to against the poverty contrapuntally.

INDEX TERMS Focal loss, logistic regression, potential poor households, rare events.

I. INTRODUCTION
Promoting rural development, eradicating poverty, and
achieving common prosperity are all objectives that have
been regularly targeted [1]. However, as poverty alleviation
remains a major challenge for the global community, external
interventions are vital, such as poverty reduction policies [2].
As part of the effort, China completed the nationwide reg-
istration of poor population in 2013, and implemented the
Targeted Poverty Alleviation (TPA) strategy to move house-
holds out of poverty by 2020 [3]. Since then, the anti-poverty
work has entered a crucial period, transferring the focus from
‘‘poverty alleviation’’ to ‘‘poverty prevention’’ [4].

During this process, a key issue was to prevent the
poverty-alleviated household (i.e., the household who has
been relieved from poverty, PAH) and the non-poor house-
hold (NPH) from falling into poverty again. PAHs referred to
those that have reached the poverty-alleviated standard and
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have completed the poverty-alleviated procedure, while PHs
were those scheduled to be out of poverty after 2017 (See
Appendix A. for details). A small part of PAHs and NPHs
were defined as potential re-poverty households (PRPHs) and
potential unidentified poor households respectively, collec-
tively referred to as potential poor households (PPHs). Both
PAHs and NPHs were non-poor households, while PPHs
could be seen as those that are sometimes poor with floating,
unstable, dynamic characteristics, and the risk of falling back
into poverty again [5]. Concretely, the PRPHs were only
hidden in PAH and referred to households who were at high
risk of returning to poverty from poverty-alleviated status.
The PRPHs were judged by the local government to be PAHs,
but their poverty-alleviated status was unstable. The PUPHs
were only presented in NPH and were not pre-detected by the
local government, and they were highly likely to be poverty
households, and yet were omitted. Note that PPHs contained
PRPHs and PUPHs, and both PRPH and PUPH can also
be called PPH. But compared to PPH, the terms PRPH and
PUPH were more precise. Yang et al. [6] suggested that the
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government should accelerate the establishment of a poverty
identification and dynamic monitoring system. However, the
identification of PPHs has not been resolved yet, or rather its
two facets–rarity and hard-distinguishability.

Since the PRPHs only existed in PAHs, and PUPHs only
existed in NPHs, the PPH identification problem could be
divided into two individual binary classification problems,
namely PRPHs classification and PUPHs classification. The
PRPHs would be identified from the data consisting of
PRPHs and PAHs, and the PUPHs would be identified from
the data comprised of PUPHs and NPHs. To effectively iden-
tify PRPHs and PUPHs, this paper adopted a focus embed-
ded logistic regression (FeLR). The FeLR encompassed a
focal loss to tackle the hard-distinguishability, and used a
weighting technique to resolve the rarity [7]. The sample
weight exponent was extended to negative values, yielding a
significantly higher recall of PRPH compared with that using
traditional logistic regression.

The main contributions of this paper were: 1) A focus
embedded logistic regression model was adopted for the rare
potential poor household identification from the perspec-
tive of social computing; 2) The sample weight exponent
was extended to negative values for hard-distinguishability,
yielding a significant higher recall of potential poor house-
holds, compared with those using the methods of traditional
logistic regression, weighted logistic regression and their
varieties; 3) The differences and commonalities between the
crucial indicators generated by FeLR and the traditional
method were compared, and the reasons why the crucial
factors obtained by the traditional method were not con-
vincing were carefully analyzed; and 4) The crucial indi-
cators impacting potential poor households were picked
out by FeLR to help local policy makers combat poverty
contrapuntally.

The remainder of this paper was organized as follows.
Section II specified the research objectives and summarized
the literature. Section III concerned the data collection and
preprocessing. The model was demonstrated in Section III-B.
Section IV presented the results and discussion. Section V
drew key conclusions and envisaged future researches.

II. LITERATURE REVIEW
A. MULTIDIMENSIONAL POVERTY IDENTIFICATION
Multidimensional poverty could better reflect the real liv-
ing standard compared with single dimensional poverty
with income only [8]. Many measures of multi-dimensional
poverty have been proposed, but selecting and integrat-
ing poverty indices remains challenging. Two strategies
have been usually adopted to integrate the multidimen-
sional poverty indices. One was to combine various factors
into a comprehensive poverty index [9]. The other multi-
dimensional poverty estimation method called the counting
approach, was used to identify the number of deprived dimen-
sions [10]. Simply put, they focused on designing or selecting
some indicators that well reflect the real poverty.

To investigate the causes of poverty or effectively reduce
poverty, many applications have been studied through statis-
tical models. For example, Xu et al. [11] illustrated that ‘‘both
settlements isolation and land use changes had an impact on
poverty’’, through geographically weighted regression and
Pearson correlation analysis. Xu et al. [11] suggested that the
distance between settlements should be kept less than 5000m.
Pathak et al. [12] adopted fixed effects models to estimate
how bus transit access affected poverty. However, they did
not examine individual or household movements in and out of
the census tracts [12]. The quasi-experimental design showed
that the microfinance had a mild, positive impact on reducing
poverty [13] in North-eastern Mindanao, the Philippines.
They also surveyed some microfinance household profiles
from a micro perspective, gaining policymakers and MFIs
valuable insights into the households’ motivations to access
microfinance [13]. Liao and Fei [14] analyzed the effec-
tiveness of photovoltaic-based development intervention pro-
grams on poverty reduction, by examining their determinants
with a spatial lag model. However, installing PV systems
in some rural areas was difficult because of sparse popu-
lation there, or rather inactive economy and low electricity
demands. Adopting alternative measures of disability sever-
ity, Palmeret al. [15] illustrated that disability severity was
positively associated with poverty at a health-demographic
surveillance site in VietNam. Pasanen [16] analyzed the fac-
tors of poverty on household and village levels in Laos with
two-level structural equation modelling, but they were unable
to specify the dynamic between migration and poverty with
cross-sectional data.

To accurately identify poverty, machine learning has been
used to directly work out the coefficient of determination
for regression, or the measures for classification, such as
accuracy, recall, and F-score [17]. A random forest regres-
sion model estimated the household wealth index through
multiple data sources [18]. Random forest also could con-
tribute to better poverty predictions than multiple impu-
tation did with variables selected by stepwise regression
and Lasso regression [19]. Both studies barely analyzed
the factors influencing poverty from a sociological perspec-
tive. Blumenstock et al. [20] predicted the wealth of mobile
phone subscribers through regularized logistic regression
with cross-validation. They, too, believed that the predicted
attributes of millions of individuals could, in turn, accurately
reconstruct wealth distributions across countries or infer asset
distributions in micro-regions. The clipped Gaussian geo-
classification (CGG-C) model could be applied to the poverty
of household, in addition to existing methods [21]. A pre-
diction map of poverty distribution was depicted through
CGG-C model, although no practical policy recommenda-
tions were given.

B. IMBALANCED DATA CLASSIFICATION WITH
MACHINE LEARNING
As far as poverty researches are concerned, imbalanced data
classification tends to be neglected. However, imbalanced
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data (i.e., rare events data) classification has been preva-
lent in many other applications, such as medical diagnosis,
fraud detection, and network intrusion detection [22]. In the
past decades, many machine learning methods have been
designed to improve the performance on imbalanced data.
In practice, they could be divided into five categories, namely
one-class learning, feature selection, cost-sensitive learning,
data level approaches, and ensemble learning [23]. Machine
learning holds reference significance for accurate poverty
identification.

In terms of good interpretability, logistic regression
has been a powerful classifier for imbalanced data [24].
Maalouf and Trafalis [25] proposed the rare event weighted
kernel logistic regression (RE-WKLR), yielding good per-
formances on the imbalanced data, small or large. The
RE-WKLR algorithm took advantage of bias correction and
the power of the kernel methods, given that the datasets were
neither balanced nor linearly separable. Compared with other
machine learning methods, rare events logistic regression
was more robust on rare events data and relatively simple
to be implemented [26]. Recent studies have shown that
logistic regression is suitable for predictingmajor chronic dis-
eases, where it yields as good performance as other machine
learning approaches such as random forest, support vector
machine, and neural network do [27]. Nusinovici et al. [27]
also suggested that traditional regression models should con-
tinue to play a key role in disease risk prediction when using a
limited set of simple clinical predictors, and they downplayed
the role of other traditional machine learning techniques in
major chronic diseases prediction. That seemed reasonable,
because by comparing logistic regression with 5 traditional
machine learning algorithms, they concluded that logistic
regression was indeed more interpretable than some other
machine learning methods.

III. DATA AND METHODOLOGY
A. DATA
A lot of preliminary work was done in the data collection
stage. The data used in this paper would not have been
possible without the efforts of all the 63 members of the
Third-party Poverty Assessment Team of Sichuan University
in 2017 1. First, the teammembers gave out different forms of
questionnaires to three types of households (i.e. PH, PAH, and
NPH). Second, the members visited southwestern China, and
did field survey there.1 They collected PH, PAH, and NPH
data from 20 administrative villages via stratified random
sampling. For villages with a full coverage of PHs, NPHs
were randomly selected by 1:1, whereas for sampling vil-
lages, both PHs and NPHs were randomly selected to conduct
questionnaires.

Finally, a total of 1009 valid questionnaires were obtained,
from 74 PHs, 427 PAHs and 508 NPHs. Based on the col-
lected data, the Third-party Poverty Assessment Team held
discussions with relevant cadres of the local government, and

1Informed consent was obtained.

FIGURE 1. Data frequency of PHs, PAHs, and NPHs in different villages.

interviewed the cadres on the township level. Guided by the
Provincial Technical Consultant, 6 PAHs and 9 NPHs were
suspected to be the PHs, thus defined as potential re-poverty
households (PRPHs), and potential unidentified poor house-
holds (PUPHs), respectively. In other words, PRPHs/PUPHs
might actually be PHs, but they could be wrongly determined
by the local government as PAHs/NPHs. Note that PRPHs
only existed in PAHs, PUPHs only existed in NPHs. Plus,
both PRPHs and PUPHs are pretty less (Fig. 2). PRPHs
accounted for only 1.4% of PAHs, and PUPHs only 1.77%
of NPHs.

FIGURE 2. Number of different types of households.

The original indicators of questionnaires for PHs, PAHs,
and NPHs were interlinked, but not completely the same with
each other. For instance, some indicators in the questionnaires
of PHs and PAHs were meaningless to NPH, such as ‘‘special
poverty alleviation measures’’ and ‘‘industrial poverty allevi-
ation measures’’. The questionnaires of PHs and PAHs had a
total of 249 indicators, whereas those of NPHs had 124 indi-
cators. To make indicator systems concise, this research only
chose indicators that might be useful and representative in
the counterpart of different indicator systems, but left out
contents with little impact or no proper indicators at all. The
indicator system contained 4 top-level perspectives, namely
‘‘Household demographic characteristics’’, ‘‘Basic needs’’,
‘‘Safe water & Domestic electricity & Radio signal’’, and
‘‘Debt & Income’’ (Table 1).
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These indicators were combined to measure the multidi-
mensional rural poverty at the household level (Table 1).
‘‘Household demographic characteristics’’ contained 9 indi-
cators related to household population. Most of them were
statistical indicators that reflected the population of different
groups in a household. There were evidences of a direct
or indirect relationship between most of these indicators
and poverty of household level. For instances, McBride and
Nichols [17] adopted out-of-sample validation and stochas-
tic ensemble to improve the out-of-sample performance of
poverty targeting tools, where they adopted the age of house-
holder, and the number of household members. To predict
poverty of household level, Puurbalanta [21] introduced the
age of householder, the educational years of householder,
and the number of family members. Ntsalaze and Ikhide [28]
indicated that the educational years of householder were asso-
ciated with multidimensional poverty, where they also intro-
duced the age of householder, the number of the juveniles
under 16, and the number of family members to predict the
household’s deprivation score. Rupasingha and Goetz [29]
indicated that less the quantity of workforce might exacerbate
poverty. Some literature illustrated that these indicators might
be associated with some policy-alleviated policies, such as
microfinance [13] and Dibao [30]. Gao et al. [30] also intro-
duced the number of elders over 60, the number of children
under 18, and the employment status of householder. ‘‘Basic
needs’’ laid out the need of food and clothing, basic medical
care, compulsory education, and safe housing. The 28 indi-
cators of ‘‘Basic needs’’ comprehensively measured the basic
material demand of a household (see Appendix A. for more
details). ‘‘Safe water & Domestic electricity & Radio signal’’
and ‘‘Debt & Income’’ had 4 and 8 indicators, respectively.

The value of all the binary variables was either of
[Yes, No], except those with missing values (i.e., ‘‘house
is safe’’, ‘‘house meets the needs of production and life’’,
‘‘houses for humans and livestock are separated’’, ‘‘be able
to afford medical expenses for chronic disease’’), which were
filled to ‘‘Unknown’’. In the preprocessing stage, all the cate-
gorical variables were decomposed to dummy types. Since
different variables had different scales, each continuous or
dummy variable was preprocessed with z-scores normaliza-
tion. As the classifications of PAH/PRPH and NPH/PUPH
were independent of each other, z-scores were computed
separately for them.

B. METHODOLOGY
Let πi be the prediction probability of PRPH or PUPH,
given by

πi =
1

1+ exp(−xiβ)
, (1)

where the unknown parameter β = (β0,βT
1 )

T
∈ Rk , β0 was

a scalar constant term, and β1 = (β1, . . . , βk−1)T ∈ R(k−1)

was a vector whose elements corresponded to explanatory
variables.

To solve the rarity and hard-distinguishability of PPHs, the
log-likelihood of FeLR was given by

logLFw (β) =
n∑
i=1

w1(1− πi)γ Yi logπi

+w0π
γ
i (1− Yi) log(1− πi)+ A(β), (2)

where w0 =
1−τ
1−ȳ ,w1 =

τ
ȳ compensated for differences

in the sample (ȳ) and population (τ ) fractions of ones
induced by choice-based sampling [24], γ adjusted the rel-
ative importance of hard (i.e., hard-distinguishable) and easy
samples [7], and A(β) was the penalized function. Here, let
A(β) be the `1(β) to do variable selection and ensure better
interpretability, and three other types of penalized functions
were used to do comparison study, namely Ridge (`2), Elas-
ticNet (`12), and Firth-type (`Firth) (see Appendix B. for
details). For the identification of PPHs, Yi = 1 or 0 meant
that the household was PRPH (PUPH) or PAH (NPH).

Lin et al. [7] argued that the sample weight exponent γ
should be set to a positive. Therefore, γ was firstly set from
0.1 to 0.5 with step 0.1, that was, [0.1, 0.2, 0.3, 0.4, 0.5].
However, it did not improve the micro-R of PRPH or PUPH,
which was where attention should be paid. Even with the
increase of γ , the micro-R of PRPH decreased unexpect-
edly, whereas that of PUPH remained almost unchanged.
An unconventional manner of γ with negative values ranging
from−0.1 to−0.5with step−0.1was adopted, yielding quite
good results (subsection IV-B).

From the perspective of machine learning, 3 measures,
namely micro-P, micro-R, and micro-F1 were adopted to
evaluate the classification results of PRPH and PUPH. From
the statistical point of view, 5 indices were adopted to test
the goodness-of-fit, including deviance D1, D2, and three
statistical pseudo R2, namely McFaddden’s R2 (R2mf), Cox-
Snell’s R2 (R2cs), and Nagelkerke’s R

2 (R2nk) (see Appendix C.
for details).

IV. RESULTS AND DISCUSSION
This section mainly discussed the effectiveness of FeLR and
the determinants of PRPHs and PUPHs. To illustrate the
effectiveness of FeLR, it was compared with the traditional
logistic regression and the penalized counterpart. The impact
of γ setting was discussed in detail, where γ < 0 was ade-
quately explained. Via the summary statistics of the sample,
the anticipated determinants of PPHswere illustrated. Finally,
the goodness-of-fit of the model was examined through var-
ious of statistics and the determinants of PRPHs and PUPHs
were analyzed.

A. COMPARISON BETWEEN FeLR AND OTHER
MODELS ON PRPHs AND PUPHs
To illustrate the effectiveness of the FeLR, two groups of
models were constructed for comparison. The difference
between the two groups of models lied in whether it was focus
embedded or not (Table 2).
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TABLE 2. The models used for comparison.

TABLE 3. Classification results of different models for the identification
of PRPHs (γ = −0.5).

For PRPHs, the micro-R and micro-F1 of all the models in
Group II were better than those of Group I (Table 3). The
micro-P of nearly all the models in Group II were better
than those of Group I. Only the micro-P of F-Baseline and
F-LR-`Firth were slightly worse than those of Baseline and
LR-lFirth, respectively, whereas the micro-R of them were
much better than those of corresponding methods. Specif-
ically, the micro-R of F-WLR, F-WLR-`1, F-WLR-`2, and
F-WLR-`12 are 1, which meant that all PRPHs were recalled.
Intuitively, the precision-recall curves of all the models

in Group II mostly covered those of the models in Group I
(Fig. 3). Especially when micro-R was nearly 0.2, the two
curves showed clear differences. When micro-R = 1.0,
micro-P decreased continuously of any focus embedded
method, whereas those of traditional methods were relatively
stable. This phenomenon indicated the different FP between
focus embedded methods and others (see Table 3), due to
the different propensity of models w.r.t. the change of γ (see
Subsection IV-B).

For PUPHs, the micro-R of all the methods were not so
good, whereas the F-Baseline still performed best on all the
three measures (Table 4). Although the micro-P of all the
focus embedded methods were worse than those of others,
except for the F-Baseline, they were achieved by reducing
FP, but not increasing TP. The micro-R of WLR, WLR-`1,
WLR-`2, WLR-`12, and the corresponding focus embedded
methods were unchanged, due to three outliers in PUPHs.

TABLE 4. Classification results of different models for the identification
of PUPHs (γ = −0.5).

Generally, the precision-recall curves of the models in
Group II could cover those of the models in Group I, except
for the F-LR-`Firth (Fig. 4). When micro-Rwas around 0.667,
the micro-P of most methods saw a drastic drop. Three out-
liers in PUPHs were quite different from the rest. Although
outliers could not be recalled while maintaining a relatively
high precision, most models in Group II still covered those of
the models in Group I.

B. THE IMPACT OF γ SETTING on the RECALL OF
PRPHs AND PUPHs
The results (Table 3 and Table 4) were explained through
analyzing the impact of different γ settings on the classifi-
cation results. If γ = 0, the model was the same as if with no
focus embedded. The micro-R of PRPHs gradually decreased
from 1.0 to around 0.5 with the increase of γ , whereas the
change of micro-P was not obvious of most focus embedded
methods, except for the F-Baseline and F-LR-`Firth (Fig. 5(a)
and Fig. 5(b)). The smaller the γ , the more likely it was to
correctly classify more PRPHs. The FP increased with the
TP, due to the inconspicuous change of micro-P.

However, the identification results of PUPHs were very
different from those of PRPHs (Fig. 6). Obviously, the micro-
R of most methods for PUPHs had not changed at all
regardless of γ , but F-Baseline achieved the max micro-R
(Fig. 6(b)). Although there might be outliers in PUPHs that
could not be recalled under the combined effect of weighting
and focus embedding, the F-Baseline model still performed
best on micro-R when γ = −0.5. The micro-P of PUPHs
increased slightly with γ (Fig. 6(a)). The reason was not the
increase in TP, but the decrease in FP, which was the same
as in the case of PRPHs. This result was consistent with the
analyses on Table 3 and Table 4.

In the context of FeLR, the sample weight exponent γ
was to measure the degree of relative importance between
hard and easy samples [7]. An unconventional manner
on γ that enabled negative values was adopted, whereas
Lin et al. [7] argued that γ should be greater than 0. The blue
circle points represented the negative class, and the red square
points represented the positive class. Here the number of the
positive was much less than that of the negative (Fig. 7).
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FIGURE 3. Precision-recall curves of different models for the identification of PRPHs.

FIGURE 4. Precision-recall curves of different models for the identification of PUPHs.

The three vertical dotted lines represented different classi-
fication hyperplanes. The samples between the three lines
were considered to be hard-distinguishable. If γ = 0, obvi-
ously the FeLR reduced to classic logistic regression, and all
samples had the same weight. Obviously, the class weight
would dominantly impact the classification boundary (the
green dotted line).

If γ > 0, the FeLR tended to learn a classification bound-
ary that was more tolerant to the negative class with hard
samples, of which the classification probability was close
to 0.5. The degree of relative importance of hard samples
would be greater than that of easy samples. Consequently, the
sample weight might replace the class weight to dominantly
impact the classification boundary. Since the classifier tended
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FIGURE 5. Classification results w.r.t. the change of γ for the identification of PRPHs.

FIGURE 6. Classification results w.r.t. the change of γ for the identification of PUPH.

to classify more negative hard samples correctly, more posi-
tive hard samples would be misclassified (the yellow dotted
line), in contrast to the green dotted line.

However, γ < 0 reversed the difference of relative weight
between hard and easy samples. The results were that the rela-
tive weight of easy samples would be greater than that of hard
samples. The classifier would be out-of-focus on negative
hard samples, which might be ignored and the class weight
would so dominantly impact the classification boundary. Due
to the greater weight of positive class, the classification
boundary would prefer to tolerate more positive hard samples
(the blue dotted line). Naturally, the recall of positive class
might improve when γ < 0, while more negative samples
would be misclassified, yielding an increased FP (see Table 3
and Table 4).

C. ANTICIPATED DETERMINANTS OF PRPHs AND PUPHs
Before the FeLR was conducted, the anticipated determi-
nants of PRPHs of PUPHs had been clarified. Although
PPHs were identified with a total of 49 indicators based
on 4 top-level perspectives, some indicators might have lit-
tle effect on the identification results. According to some
previous studies and our preliminary research, the determi-
nants of PPHs might be a small subset of these variables
(Table 5 and Table 6).

When it came to household demographic characteristics,
the ages of the householders of PPHs did not differ from
the sample to a large extent. The householders’ education
levels among PPHs were lower than or equal to middle
school, and the mean education level of PRPHs and PUPHs
(1.17 and 1.11) were lower thanwhat the data was (1.32). Evi-
dence showed that people with less formal education or work
experiences were more likely to be living in poverty [31].
Less the quantity of workforcemight exacerbate poverty [29],
and all the PPHs had a labor force of no more than 3 peo-
ple, whereas the maximum of this variable was 6 in the
data. Similarly, the number of migrant workers could directly
reflect the earning power, and in PRPHs and PUPHs, the
mean of this variable (0.33 and 0.44) did not reach the overall
mean level (1.2). DeNavas-Walt and Proctor [31] illustrated
that a smaller proportion of the elderly (≥ 65 years old)
suffered from poverty compared to those who were younger
(from 18 to 64 years old), which might be due to the improve-
ment of the welfare of the elderly. But it did not seem to make
an obvious difference on the number of elderly between the
PPHs and the sample.

For basic needs, an intuitive feature of absolute poverty
was the shortage of food or clothing [32]. Nevertheless, in the
context of relative poverty, the basic needs of food or clothing
did not show distinguishability on PPHs. In terms of the
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basic needs of houses, most households (88.4%) had 1 house.
But the average quality of houses among PUPHs (2.89) was
worse than that of the sample (4.65). The mean values of the
government subsidy funds for housing construction among
PRPHs and PUPHs (4333.33 and 4111.11 CNY) were lower
than those of the sample (8196.28 CNY). The mean values of
the debt for housing construction among PRPHs and PUPHs
(5750 and 12000CNY)were higher than themean level of the
data (3803.27 CNY), and Ntsalaze and Ikhide [28] also stated
that high household indebtedness was a severe social scourge.
All of the PUPHs did not have complete medical insurance,
possibly out of cost concerns [33]. 41.6% of the households
had long-term chronic patients, and this proportion was even
higher in PRPHs and PUPHs (66.7% and 88.9%). Likewise,
there were higher proportions among PRPHs and PUPHs
(50% and 25%) that could not afford the medical expenses
for chronic disease, while this proportion was only 6.7%
of the sample, except for ‘‘Unknown’’. The major disease
would bring a heavy financial burden to a household, and
respectively, and PRPHs (66.7%) and PUPHs (22.2%) had
1 critically ill patient at least, which were higher than that in
the sample (16.2%).

From the looks of it, ‘‘Safe water & Domestic electricity
& Radio signal’’ did not show any clear difference among
PRPHs, PUPHs and the sample, however, Sullivan [34] did
illustrate the causal relationship between water, electricity
and poverty, respectively. As for the debt, the main types of
debt of PRPHs and PUPHs were different from those of the
sample. Specifically, 66.7% of PRPHs were in debt due to
diseases, while this proportion was only 5.8% in the sample.
Furthermore, creditors of all disease-stricken PRPHs were
individual, which implied that these PRPHs might be unable
to repay the loan to financial institutions. The mean value
of household business income, wage income, and property
income of PRPHs and PUPHs were much lower than those
of the sample (Table 5). This phenomenon was intuitive,
whereas the mean transfer income of PRPHs was higher
than that of the sample. Considering the variable ‘‘Primary
income source’’, the transfer income of 50% of PRPHs was
mainly from government subsidies, while no PUPH received
subsidies from government, or a minor proportion did. The
household income per capita was an important indicator
to distinguish PPHs and others. Although those households
whose income per capita was less than 3300 CNY only
accounted for only 1.98% ( 20

1009 × 100%) of the total, up to
5% ( 1

20 × 100%), 5% ( 1
20 × 100%), 60% ( 1220 × 100%)

and 30% ( 6
20 × 100%) of them were from PAHs, NPHs,

PRPHs and PUPHs, respectively. While in all of PAHs,
NPHs, PRPHs and PUPHs, those whose income per capita
was less than 3300 CNY were accounted for 0.24% ( 1

421 ×

100%), 2.40% ( 12
499×100%), 16.67% ( 16×100%) and 66.67%

( 69 × 100%), respectively.
In summary, the anticipated determinants of PRPHs and

PUPHs did show similarities and differences as listed below,
starting with similarities:

1) a lower education level, which limited their job
options [31];

2) fewer migrant workers and lower the government sub-
sidy funds for housing construction, which directly
capped their income [29];

3) higher debts for housing construction and diseases,
which added to their financial burden [28];

4) a higher percentage of long-term chronic patients, and
a higher percentage of inability to afford the medical
expenses;

5) a higher percentage of living with a minimum of 1 crit-
ically ill patient;

6) lower incomes from businesses, wages and properties;
7) a higher percentage of a lower income per capita (less

than 3300 CNY annually).
In terms of differences, the average house quality among

PRPHs was not significantly lower than that of the samples,
quite the opposite for PUPHs. In fact, house quality was not
showing dynamic changes, so the local government believed
that PRPHs should be PAHs. However, it was clear that the
local government had left out PUPHs and considered this
group of households as NPHs. This was confirmed in the
exchanges with the local government. Therefore, the average
housing quality did not account for the difference between
PAHs and PRPHs as expected, but rather for the difference
betweenNPHs and PUPHs. Although the PRPHs had a higher
mean transfer income than that of PUPHs, the transfer income
of 50% of PRPHs mainly came from government subsidies,
while no PUPHs received subsidies from government. This
was because the local government tilted the subsidies to the
poverty households as much as possible. Giving subsidies to
poverty households did serve as a direct way out of poverty,
thus the local government believed that subsidized PRPH
should be PAH. This was because the local government gave
subsidy preferences to the poverty households as much as
possible, which served as a direct way to alleviate poverty,
and the local government believed that the subsidized PRPHs
were PAHs. However, some poverty households were left out
(i.e. PUPHs), and the subsidies were actually not given to
them.

D. DETERMINANTS OF PRPHs GENERATED BY FeLR
F-WLR-`1 recalled all the PRPHs, and the micro-P was also
high (81.36%). D1 = 254.639 (p = 0.939) showed the
high goodness-of-fit of the full model. D2 = 1691.064
(p = 0.000) showed that the full model was significantly
different from the null model, and explanatory variables (β1)
or a subset of them significantly contributed to predicting
PRPHs. The value of R2mf, R

2
cs and R

2
nk were 0.869, 0.981 and

0.991, respectively, which also indicated the good fit.
A total of 9 indicators from the 3 perspectives significantly

influenced re-poverty (Table 7). The education level of the
householder did not show the significant influence on re-
poverty, which differed from the anticipation. That apart,
those households with less earners might be at a higher risk of
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FIGURE 7. Classification boundary w.r.t. the change of gamma.

falling into poverty again. The results were consistent with the
anticipated inference and similar to the previous study [29].

Back to basic needs. The lack of government subsidy funds
for housing construction led to a significantly higher risk of
re-poverty. Subsidies to households would directly alleviate
the re-poverty, which went in line with the anticipation and
the study [35]. Households with more critically ill patients
weremore likely to fall back to poverty. Evidence showed that
disease was closely related to poverty [36]. Along with more
self-raised funds against critical illness might come heavier
debt, which could be also illustrated by the debt from disease.
A household that could not afford the medical expenses for
chronic diseases had a poor financial resilience, because the
chronic disease treatment entailed long-term expenditures.
The result was similar to some previous studies [37], and
Liu et al. [38] reported that ‘‘higher medical expenditures
have become an important cause of poverty in rural China,
increasing the number of the poor households by 44.3%’’.

There were relatively low risks of re-poverty to those who
were not in debt, which was in accord with the study [28].
Higher household income per capita was followed by a lower
risk of re-poverty. A similar study [39] showed that the
‘‘participation in supermarket channels was associated with a
48% gain in average household income’’, shedding a light on
poverty reduction. Due to the instability of household income
per capita among PRPHs, theymight be neglected by the local
government, which was more of the case for PUPHs.

E. DETERMINANTS OF PUPHs GENERATED BY FeLR
The micro-R and micro-P of F-WLR-`1 were 66.67% and
80.81%, respectively. 3 particular PUPHs could not be
recalled by F-WLR-`1, as well as in most other models.
D1 = 296.634 (p = 0.998) showed the high goodness-of-
fit of the full model. D2 = 1882.697 (p = 0.000) showed
that the full model was significantly different with the null

model, and explanatory variables (β1) or a subset of them
significantly contributed to predicting PUPHs. The value of
R2mf, R

2
cs and R

2
nk were 0.864, 0.976 and 0.989, respectively,

which also indicated the good fit.
In spite of some differences between the estimates of

PUPHs and PRPHs (Table 8), the indicators that significantly
contributed to predicting PUPHs were also intuitive. The
number of migrant workers and the number of permanent
residents affected the prediction of PUPHs quite the opposite.
The migrant workers and permanent residents of a household
should be viewed in terms of income and expenditure. The
more the migrant workers, the higher the income. The more
the permanent residents, the greater the financial burden. The
result indicated that jobs were critical to reducing poverty,
and Bell and Newitt [40] suggested decent work should
be integrated into the international development agenda to
eradicate poverty. A higher education level might promise
stabler earning skills or jobs, thus bringing down the risk of
falling into poverty, which has gained wide recognition [41].
Having one inferior house or not even one could substan-
tially contribute to poverty, which accorded with Hanratty’s
work [42] that illustrated that poverty rate had strong positive
impacts on homelessness. Households lacking adequate med-
ical insurances were easily ignored by local policymakers,
whereas those with all four types of medical insurances were
less susceptible to poverty, which was inconsistent with the
study [43].

Those households without the disabled held less possibil-
ities to become PUPHs; on the contrary, households with
seriously disabled people were more likely to be PUPHs. The
result tallied with the study [44]. Likewise, the number of
critically ill patients also contributed to predicting PUPHs.
Among PUPHs, up to 66.67% of them were below the abso-
lute poverty line (i.e., 3300 CNY per capita income), and they
were inevitably neglected by the local government.
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TABLE 7. Estimates of F-WLR-`1 for the identifications of PRPHs.

TABLE 8. Estimates of F-WLR-`1 for the identification PUPH.

However, the micro-R of most methods was fixed as
0.667 regardless the change of γ , due to three outliers in
PUPHs (Fig. 4(b)). The prediction probabilities of the three
particular PUPHs were close to 0, thus misclassified to NPHs
in all the different train-test-splits. Those households who
had critically ill patients, or the disabled were not necessarily
PUPHs, because 10.02% of NPHs had critically ill patients,
and 10.42% of NPHs had disabled people, which matched
analysis of most other variables (Fig. 8). The household
incomes per capita of all the three misclassified samples
exceeded 3300 CNY. Not only did the household income
per capita directly determine the absolute poverty, but it
was a primary indicator to reflect the relative poverty. There
was a logic that the three samples did not fall into the
scope of PUPHs, but NPHs. That said, the household income
per capita did not necessarily determine a PUPH, because
there were still 2.4% of NPHs with income per capita less

than 3300 CNY. Local policymakers are suggested to keep
close tabs on not only the household income per capita, but
the remaining indicators (Fig. 8).

F. COMPARISON OF DETERMINANTS ON PRPHs AND
PUPHs OF BOTH FeLR AND BASELINE
Although the classification performance of Baseline method
(i.e. traditional logistic regression) was not as effective as
FeLR, it was necessary to analyze the differences between
the determinants generated by Baseline and FeLR.

For PRPH identification, themicro-R andmicro-P of Base-
line were 44.58% and 79.85%, respectively (Table 3). D1 =

214.171 (p = 1.000) showed the high goodness-of-fit of the
full model, however, D2 = 11.633 (p = 1.000) showed
that there was no significantly difference between the full
model and the null model (Table 9). The value of R2mf, R

2
cs and
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FIGURE 8. z-score of PUPHs on 8 variables (three samples labeled with ‘‘×’’ are misclassified to NPH).

TABLE 9. Estimates of baseline for the identifications of PRPHs.

R2nk were 0.052, 0.027 and 0.066, respectively, which also
showed the bad fit of Baseline.

The determinants of PRPHs generated by Baseline and
FeLR were very different (Table 9 and Table 7). According
to the classification results of Baseline, the number of family
members was a determinant. Although the max number of
family members in all PRPHs was 4, while that among all
of the sample is 10 (Table 5), 71.26% (i.e. 300

421 ) of PAHs
had less than or equal to 4 family members. Therefore, the
fact that the number of family members was a determinant
of PRPHs could not be reasonably explained. Similar to the
estimates of F-WLR-`1 (Table 7), Baseline also revealed that
the number of critically ill patients and the self-raised funds
for the treatment of critical illness were the determinants of
PRPHs. In contrast, Baseline indicated that a household was
more likely to be PRPH, if they could affordmedical expenses
for chronic disease, which did notmake common sense. It was
also a contradiction that the coefficients of several disease
types were negative, while that of the number of critically
ill patients was positive. In addition, Baseline did not show
the household income per capita as a determinant of PRPH.

These unexplained factors also suggested that the Baseline
was not suitable for identifying PRPH.

For PUPH identification, themicro-R andmicro-P of Base-
line were 55.28% and 85.62%, respectively (Table 4). D1 =

253.655 (p = 1.000) showed the high goodness-of-fit of the
full model, but similar to PRPH identification, D2 = 21.064
(p = 1.000) showed that there was no significantly difference
between the full model and the null model (Table 10). The
value of R2mf, R

2
cs and R2nk were 0.077, 0.041 and 0.097,

respectively, which also showed the bad fit of Baseline.
There were some differences between the determinants

of PUPHs generated by Baseline and FeLR (Table 10 and
Table 8). For example, Baseline did not reveal the number
of migrant workers and the basic medical insurance as the
determinants of PUPH. In all of the sample, there were only
8 households used river or water tank as the water source, but
due to the poor fit, Baseline still indicated the water source
as the determinants of PUPH. The coefficients of identify-
ing PUPH had the same contradiction as that of identifying
PRPH, i.e., the coefficients of several disease types were
negative, while that of the number of critically ill patients was
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TABLE 10. Estimates of baseline for the identifications of PUPHs.

positive. Additionally, the determinants of PUPH generated
by Baseline and that generated by FeLR showed some simi-
larities. Baseline revealed that house structure and household
income per capita affected the occurrence of PUPH as well,
but the absolute values of these two coefficients fitted by
FeLR were larger (Table 8 and Table 10), suggesting that
FeLR expressed the determinants of PUPH more accurately.

V. CONCLUSION
This paper studied the rare potential poor household (PPH)
identification from the perspective of social computing.
PPHs, comprised of non-poor households (NPHs) and
poverty-alleviated households (PAHs), were stricken with a
higher risk of re-poverty. Since PPHs were rare and hard-
distinguishable, a focus embedded logistic regression (FeLR)
was designed with a view to the identification. By extending
the sample weight exponent to negative values, FeLR over-
looked negative samples that were hard-distinguishable. Con-
sequently, the recall of PRPHs was significantly improved
compared with those of traditional logistic regression,
weighted logistic regression and their varieties. Furthermore,
FeLR not only showed its excellent fitting performance, but
also picked out more reasonable crucial factors affecting
potential poverty, compared with that of traditional logistic
regression. Unimproved recall of PUPHwas due to 3 outliers,
whose values on ‘‘household income per capita’’ exceeded
the absolute poverty line-3300 CNY. 9 indicators signifi-
cantly contributed to the incidence of the PRPH and PUPH
respectively, of which ‘‘medical expenses for chronic dis-
ease’’ and ‘‘house structure’’ stood out respectively, and
‘‘household income per capita’’ jointly.

In summary, compared with traditional logistic regression
and other methods used in this paper, FeLR has the following
advantages:

1) FeLR is a generalization of traditional logistic regres-
sion. By setting equal class weights and sample weight
exponent-γ to 0, FeLR degenerates into basic logistic
regression.

2) FeLR is more suitable to handle rare event classifica-
tion and hard-distinguished problem (i.e., PPH classi-
fication in this paper). The classification accuracy can
be improved by setting γ to positive, and the recall can
be improved by setting γ to negative (Fig. 7).

3) The results of various hypothesis tests indicate that the
FeLR method has a higher goodness-of-fit for PPH
classification.

4) Compared with traditional method, FeLR picked out
more accurate and crucial factors affecting potential
poverty.

To keep up the anti-poverty efforts, local policymakers are
suggested to pay attention to those households 1) Who still
struggle in absolute poverty (i.e., the income per capita was
below the poverty line); 2) Who have critically ill patients but
did not have adequate access to medical insurance; 3) Who
are in debt due to disease; 4) Who are stricken with seri-
ous disability; or 5) Who have no house, or an inferior
house. An early warning mechanism is recommended to pre-
dict the potential poverty, and improve the effectiveness of
anti-poverty.

There were some limitations and shortcomings in this
paper. Compared with other related literature, there were
too many indicators used in this paper, and the correlation
between these indicators was not tested in this paper, so mul-
ticollinearity might arise between indicators. In addition, for
discrete variables such as housing structure, chronic disease
type, and disease type, some of the values taken might be too
few, and we used one-hot encoding to produce data that might
be sparse, and these values should probably be combined
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and thus simplify the model. Further research shall focus on
two things: 1) Shore up potential poverty investigation. The
analytic framework of potential poverty will be constructed to
systematically evaluate the control strategies against potential
poverty. 2) Try to refine indicators that hold a causal rela-
tionship with potential poverty. With that, multicollinearity,
endogeneity and heteroscedasticity caused by outliers of the
data will be analyzed.

APPENDIX A
CRITERIA FOR MANUALLY DETERMINING THAT POOR
HOUSEHOLDS HAVE BEEN LIFTED OUT OF POVERTY
Poverty alleviation was based on the rural household reg-
istration population as a unit. In accordance with ‘‘Thir-
teenth Five-Year’’ Poverty Alleviation Plan proposed by State
Council of the People’s Republic of China, the criteria used
to manually determine the households out of poverty were
mainly as follows:

1) Household income per capita. The poverty-alleviated
household income per capita exceeds 3300 CNY
annually.

2) Adequate food. The households have the ability tomeet
their basic food needs and supply certain nutritious
foods such as meat, eggs, and soy products to a point
of self-sufficiency.

3) Adequate clothing. The households can afford their
own clothes or use their relatives’ help to gain access
to seasonal clothes..

4) Guaranteed compulsory education. Children who have
reached the age of six are sent to school by their parents
or other legal guardians to receive and complete their
compulsory education.

5) Guaranteed medical insurance. The households with
seriously ill patients receive a proper amount of reim-
bursement.

6) Guaranteed housing security. Their houses meet the
corresponding standards set by the Housing and Con-
struction Department.

7) Guaranteed water source. The households have easy
access to domestic water.

8) Guaranteed electricity. Living electricity in the house-
holds meets the demand of lighting and basic home
appliances.

9) Guaranteed Sound radio and television signal. The
households have broadcast television at home or are
able to pick up broadcast television signal.

In this paper, in addition to the above-mentioned criteria,
we also used indicators such as demographic characteristics
and various income characteristics.

APPENDIX B
METHOD DESCRIPTION
Since the PRPH only existed in PAH, and the PUPH only
existed in NPH, naturally they were treated as two indepen-
dent binary classification problems. Each of the household

was naturally treated as a single outcome variable Yi (i =
1, . . . , n) following a Bernoulli probability function that took
on the value 1 with probability πi, and 0 with the probability
1 − πi. For the identification of PRPHs, Yi = 1 or 0 meant
that the household was PRPH or PAH. For that of PUPHs,
Yi = 1 or 0 meant that the household was PUPH or NPH.
The prediction probability of PPH πi was given by

πi =
1

1+ exp(−xiβ)
. (3)

The Bernoulli had probability function P(Yi = yi|πi) =
π
yi
i (1 − πi)

1−yi . The unknown parameter β = (β0,βT
1 )

T
∈

Rk , where β0 was a scalar constant term, and β1 =

(β1, . . . , βk−1)T ∈ R(k−1) was a vector whose elements
corresponded to explanatory variables. The parameters were
estimated by maximum likelihood (MLE). By taking logs on
likelihood function and using Eq. (3), the log-likelihood was
simplified as

logL(β) =
n∑
i=1

Yi log(πi)+ (1− Yi) log(1− πi). (4)

Due to the rarity of PRPH and PUPH, traditional logistic
regression might not be satisfactory. A weighting strategy
compensated for differences in the sample (ȳ) and popula-
tion (τ ) fractions of ones induced by choice-based sampling.
Instead of maximizing Eq. (4), weighting technique maxi-
mized weighted log-likelihood as

logLw(β) =
n∑
i=1

w1Yi log(πi)+ w0(1− Yi) log(1− πi),

(5)

in which w1 =
τ
ȳ , and w0 =

1−τ
1−ȳ .

To ensure good interpretability, it was necessary to do
variable selection for the identification of PRPH and PUPH,
and `1 penalization selected the important variables. The
penalized likelihood regression imposed a penalty to the
likelihood, which essentially was to add a prior information
on β:

logLp(β) = logL(β)+ A(β). (6)

Four typical penalized formats were listed as follows.
1) Lasso (`1): A(β) = −λ1

∑k−1
i=1 |βi|. With Laplacian

prior on β to perform variable selection;
2) Ridge (`2):A(β) = −λ2

∑k−1
i=1 β

2
i .WithGaussian prior

on β to avoid extreme estimates and stabilize variance;
3) ElasticNet (`12): A(β) = −λ12(

∑k−1
i=1 ρ|βi| + (1 −

ρ)β2i ).With both Gaussian and Laplacian prior on β1 to
integrate the two components;

4) Firth-type (`Firth): A(β) = 1
2 log det(I (β)). With Jef-

freys prior on β to correct small-sample bias in β.
I (β) is the Fisher information matrix, and det(·) is the
determinant of a matrix.

Parameters λ1, λ2, λ12 > 0 were the coefficients of cor-
responding penalized items, and ρ ∈ [0, 1] in ElasticNet
adjusted the two components. Specifically, if ρ = 0, Elas-
ticNet would be reduced to the Ridge, and if ρ = 1, it would
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be reduced to the Lasso. Via adding penalized item on Eq. (5),
the weighted penalized log-likelihood was given by

logLpw(β) =
n∑
i=1

w1Yi log(πi)+ w0(1− Yi) log(1− πi)

+A(β). (7)

The weighting technique only tackled the rarity of PRPHs
and PUPHs. However, there was not only imbalanced class,
but also hard-distinguishability to deal with. Hard samples
were usually located near the classification boundary, whose
prediction probabilities πi were around 0.5. They might exist
in not only PRPH/PUPH, but also PAH/NPH. The focal
loss technique worked with logistic regression to address
this problem, hence the focus embedded logistic regres-
sion (FeLR)was designed. It originated from computer vision
domain to address the hard-distinguishability problem in
object detection. The focal loss was given by

LossF (β) = −
n∑
i=1

(1− πi)γ Yi logπi + π
γ
i (1− Yi)

× log(1− πi), (8)

where the sample weight exponent γ adjusted the relative
importance of hard and easy samples.

If γ > 0, Eq. (8) would focus on hard samples by ele-
vating the corresponding losses, while reducing those of easy
samples. Specifically, γ = 0 meant the model with no focus
embedded. Because the loss function was the negative of log-
likelihood, the focus embedded log-likelihood was derived as

LF (β) =
n∑
i=1

(1− πi)γ Yi logπi + π
γ
i (1− Yi) log(1− πi).

(9)

Focus embedded log-likelihood could be treated as a gener-
alization of the traditional type assigning different weights on
different samples. Combined with the class weight technique,
the focus embedded weighted log-likelihood was given by

LFw (β) =
n∑
i=1

w1(1− πi)γ Yi logπi + w0π
γ
i (1− Yi)

× log(1− πi). (10)

Using logistic function (Eq. (3)), the estimate of β of FeLR
with penalized item was to solve

β̂ = argmax
β

LFw (β)+ A(β)

= argmax
β

n∑
i=1

[w1(1− πi)γ Yi logπi

+w0π
γ
i (1− Yi) log(1− πi)]+ A(β)

= argmax
β

n∑
i=1

{w1Yi[1+exp(xiβ)]−γ log[1+exp(−xiβ)]

−w0(1− Yi)[1+ exp(−xiβ)]γ log[1+ exp(xiβ)]}

+A(β). (11)

APPENDIX C
EVALUATION MEASURES DESCRIPTION
Since PRPHs and PUPHs were rare, leave-one-out (LOO)
and cross-validation (CV) techniques were used to divide the
samples into training (in-sample) data and testing (out-of-
sample) data. For the identification of PRPHs and PUPHs,
LOO process was repeated 240 times and 360 times respec-
tively, due to the different number of positive samples. In each
train-test-split, the model with different β̂ learned from dif-
ferent training data was evaluated on testing data, yielding
a confusion matrix, and then the sum of different confusion
matrices (Table 11).

TABLE 11. Sum of confusion matrices of different train-test-splits.

Naturally, for the identification of PRPHs, TP+FN = FP+
TN = 240, which was 360 for PUPHs. Three measures were
adopted for estimating global performance of the classifier,
namely micro-precision (micro-P), micro-recall (micro-R),
and micro-F1 score:

micro-P =
TP

TP+ FP
,

micro-R =
TP

TP+ FN
,

micro-F1 =
2 ·micro-P ·micro-R
micro-P+micro-R

. (12)

From the statistical point of view, 5 indices were adopted
to test the goodness-of-fit, including deviance D1, D2, and
three statistical pseudo R2, namely McFaddden’s R2 (R2mf),
Cox-Snell’s R2 (R2cs), and Nagelkerke’s R2 (R2nk):

D1 = −2(log LF − logLS ) = −2 logLF ∼ χ2(n− k),

D2 = −2(log L0 − logLF ) ∼ χ2(k − 1),

R2mf = 1−
logLF
logL0

,

R2cs = 1−
(
L0
LF

) 2
n

= 1− exp[
2
n
(logL0 − logLF )],

R2nk =
1−

(
L0
LF

) 2
n

1− L
2
n
0

=
1− exp[ 2n (logL0 − logLF )]

1− exp[ 2n logL0]
, (13)

where LF and L0 were the likelihood functions for the full
model and intercept-only model, respectively, and LS was
the saturated model with logLS = 0. Naturally, a smaller
D1 indicated a better fit and the full model was closer to the
saturated model, whereas a bigger D2 represented a better fit
and the independent variables were more interpretable. Due
to CV, the mean values of these indices in different models
were finally used.
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