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ABSTRACT To address the multivariable control problem of turbofan engines with matched uncertainty and
slow actuator dynamics (SAD), a bi-objective optimal modification adaptive control scheme is proposed.
A singular perturbation approach is introduced to transform the plant and actuator dynamics into a reduced-
order system with slow time coordinate. Based on this reduced-order system, the bi-objective optimal
modification adaptive law (BOMAL) is deduced. Meanwhile, the stability of BOMAL is analyzed based
on Lyapunov approach. The simulation results demonstrate that the proposed adaptive control method can
effectively handle the control problem of turbofan engines with SAD. The superiority of the proposed
bi-objective optimal modification adaptive controller is benchmarked with an LMI optimization gain
scheduled controller and a µ synthesis controller.

INDEX TERMS Turbofan engine, model reference adaptive control, bi-objective, optimal control
modification, uncertainty, slow actuator dynamics.

I. INTRODUCTION
Turbofan engines are one of the most important propulsion
systems in aviation industry. Because of the advantage of
lower fuel consumption and higher reliability comparing
with those of other jet engines, turbofan engines are widely
used for military and commercial aircrafts [1]. The control
system is required to regulate the engine to provide good
thrust control performance while keeping all the key engine
outputs within safety limits during lifetime of the engine [2].
Although the current control system of turbofan engines
employs full authority digital electronics system, its actua-
tor usually constructed by hydraulic mechanical structure.
The dynamic characteristics of the actuators are relatively
slow compared with the controlled object. Due to aging,
performance degradation of the components, and motion
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wear, the dynamic performance of the actuators may further
deteriorate. Slow actuator dynamics (SAD), especially when
the actuators suffer from performance degradation, have
negative influence on dynamic performance of the closed-
loop system. Therefore, considering SAD in the control
design is significant, it can also enhance robustness of the
designed controller.

However, in most studies, the actuator dynamics are not
considered or assumed as fast dynamics in the control
design. Pan et al. [3] studied robust decentralized control
for aircraft engines without considering actuator dynamics.
Du et al. [4] investigated the design of scheduled adaptive
model predictive control for turbofan engines, however, they
did not consider actuator dynamics. Chen et al. [5] considered
a fast actuator dynamics in their study on decoupling control
design for turboprop engines. Miao et al. [6] studied the
transient control problem of turbofan engines with fast
actuator dynamics by using Linear Matrix Inequality (LMI)
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optimization. Liu et al. [7] assumed a fast actuator dynam-
ics in their study on multivariable adaptive control for
turbofan engine. Generally, due to the existence of SAD
and unmodeled uncertainties, it is challenging to consider
SAD and uncertainties in the adaptive controller design
to ensure robustness. Therefore, a critical issue about
finding a robust adaptive controller for turbofan engines
with SAD and uncertainties is yet to be solved, that is,
does there exist a model reference adaptive controller to
realize robust stability? However, there have been no relevant
theoretical results available, which motivates our study.
To consider SAD and uncertainties in the control design
of turbofan engines, we propose a new Model Reference
Adaptive Control (MRAC) scheme with bi-objective optimal
modification based on the Singularly Perturbed System
(SPS). The motivation for introducing Singular Perturbation
Approach (SPA) is to transform the plant and SAD into
a reduced-order system to obtain the Bi-objective Optimal
Modification Adaptive Law (BOMAL). The motivation
for choosing adaptive control is to take the advantage of
processing uncertainty and to utilize the flexibility of control
structure.

Recently, with the study and development of adaptive
control theory, adaptive control has been widely applied
in many important engineering areas, such as aircraft
engine [7]–[9], industrial [10]–[12], UAVs [13], altitude
ground test facilities [14], etc. In addition, many MRAC
approaches have been proposed to provide robustness for
system with uncertainty [14], [15]. To enhance the robustness
of the conventional MRAC, several robust modification
approaches such as adaptive loop recovery modification [16],
dead-zone modification [17], and Optimal Control Modi-
fication (OCM) [18] have been considered. The OCM is
formulated from the optimal control theory as an adaptive
optimal control method. Until now, the optimal control
theory has been successfully applied in many engineering
areas, such as [18]–[20] and so on. The optimal control
framework has been combined with adaptive or fuzzy control
to address robust problem, such as unknown dynamics [19],
time delay [20] and so on. The OCM technique is an
important application of optimal control in adaptive control,
which was first proposed by Nguyen and rigorously validated
through F/A-18A airplane flight tests [21]. During the last
few years, many extensions of the OCM method has been
developed. The OCM adaptive control is used to improve
tracking performance of systems with SAD [22]. Nguyen
used the OCM method to improve control effectiveness of
systemswith bothmatched and control input uncertainty [23].
The OCM method is used to address robust control of flight
environment simulation system with disturbance and large
heat transfer uncertainty [14]. For system with unknown
control input matrix 3, the OCM method cannot obtain the
adaptive law. To compensate the limitation of the OCM, the
bi-objective OCMmethod has been developed by adding one
extra cost function arisen from a predictor model to the OCM
method [24], [25].

The main contributions are listed as follows:(i) Inclusion
of SAD of a turbofan engine in the control design for
the first time.(ii) Application of the SPA to transform the
plant and actuator dynamics into a reduced-order system.
(iii) Providing a solution to address robust control of turbofan
engines with SAD. This paper is organized as follows. The
transformation of the plant and actuator dynamics into a
reduced-order system with slow time coordinate is presented
Section 2. Section 3 deduces the BOMAL. The simulation
study and some conclusions are presented in Section 4 and 5
respectively.

II. REDUCED-ORDER SYSTEM WITH SLOW TIME
Consider a linear plant with matched uncertainty

ẋ = Ax + B
(
u+�∗T x

)
(1)

where x (t) ∈ Rn is a state vector, u (t) ∈ Rm is a control
input vector, A ∈ Rn×n is a known and constant Hurwitz
matrix, B ∈ Rn×m is a known constant matrix, the pair (A,B)
is controllable, and�∗ ∈ Rn×m is a unknown constantmatrix.

The controller u (t) with SAD is specified as

u̇ = εM (u− v) (2)

where v (t) ∈ Rm is the input of actuators, ε is a positive
constant, and M ∈ Rn×m is a known and constant Hurwitz
matrix.

The objective is to design a controller u (t) that enables the
plant to follow a reference model specified as

ẋm = Amxm + Bmr (3)

where xm (t) ∈ Rn is a reference state vector, r (t) ∈ Rq is
a bounded reference command vector, Am ∈ Rn×n is known
and Hurwitz, and Bm ∈ Rn×qis a known matrix associated
with a piecewise continuous.

If the actuators dynamics are sufficiently fast relative to the
dynamics of the reference model, namely, ε ‖M‖ ≥ ‖Am‖,
then the influence of actuator dynamics is negligible and
the adaptive law can be designed by using the conventional
adaptivemethod. However, in our case, the actuator dynamics
is slow with ε � 1 and ε ‖M‖ � ‖Am‖, which means
u (t) has ‘slow’ dynamics and x (t) has ‘fast’ dynamics.
To decouple the slow state u (t) and fast state x (t), a timescale
separation is performed through applying the SPA. Therefore,
a slow time transformation is considered as

τ = εt (4)

where τ is a slow time variable.
Remark 1: It is noted that the conventional method to

address actuator dynamics by augmenting with the plant is
not suitable for adaptive control. After augmenting, the state
of the augmented system increased which will mismatch
with the reference model. Therefore, we introduce the
singular perturbation approach to transform the plant and
actuator dynamics into a reduced-order systemwith slow time
coordinate to address the problem.
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Thus, we transform the plant (1) and actuator (2) into a SPS
as 

ε
dx
dτ
= Ax + B

(
u+�∗T x

)
du
dτ
= M (u− v)

(5)

By setting ε = 0, the solution of the SPS can be
approximated with the solution of a ‘reduced-order’ system
by using the Tikhonov’s theorem [26]. Thus, x(u, ε) is
on a fast manifold. The fast dynamics results in x(u, ε)
tending to its asymptotic solution as ε → 0. Therefore, the
reduced-order system is obtained as

ε
dxo
dτ
= Axo + B

(
uo +�∗

T xo
)
= 0

duo
dτ
= M (uo − v)

(6)

where xo (τ ) and uo (τ ) are the ’outer’ solution of the SPS.
The ’outer’ and ’inner’ or ’boundary layer’ solutions origin

from the boundary layer theory [27]. The ‘inner’ or ‘boundary
layer’ solution for this system can be obtained from{

ẋin = Axin + B
(
uin +�∗

T xin
)

u̇in = εM (uin − v) = 0
(7)

The solution of x (t) is then expressed as

x (t) = xo (t)+ xin (t)− xMAE (t) (8)

where xMAE (t) is a correction term.
Remark 2: The ’outer’ solution is actually the asymptotic

solution of the original system as t →∞.
From the reduced-order system (6), we obtain the solution

of xo (τ ) as

xo (τ ) = −
(
A+ B�∗T

)−1
Buo (τ ) (9)

Differentiating the above equation with respect to τ and
then substituting the actuator model in (6) into the result yield

dxo
dτ
= −

(
A+ B�∗T

)−1
BM (uo − v) (10)

From (6), we have

uo = −B̃−1Axo −�∗
T xo (11)

where B̃−1 =
(
BTB

)−1BT is the right pseudo-inverse of B.
Therefore, the reduced-order system constrained by SAD

is obtained as
dxo
dτ
=

(
A+ B�∗T

)−1
BM

(
B̃−1Axo +�∗

T xo + v
)

(12)

Lemma 1 [28]: For matrices X , Y , and Z with appropriate
dimension, the following equation satisfies

(X + YZ )−1 = X−1 − X−1Y
(
I + ZX−1Y

)−1
ZX−1 (13)

Using Lemma 1, we obtain(
A+ B�∗T

)−1
= A−1 − A−1B

(
I +�∗TA−1B

)−1
�∗

TA−1

(14)

Letting 9∗T = A−1B
(
I +�∗TA−1B

)−1
�∗TA−1 and

substituting it into (12), we obtain

dxo
dτ
= A−1BMB̃−1Axo +

[
−9∗TBMB̃−1A

+

(
A−1 −9∗T

)
BM�∗T

]
xo +

(
A−1 −9∗T

)
BMv

(15)

In our study, we just need to consider asymptotic solution
of (5). Thus, the ’inner’ solution can be neglected such that
x (t) = xo (t). Then, the reduced-order system (15) can be
expressed as

dx
dτ
= APx + BP3

(
v+�∗TP x

)
(16)

where AP = A−1BMB̃−1A, BP = A−1BM , and BP3�∗P
T
=(

A−1 −9∗T
)
BM�∗T −9∗TBMB̃−1A.

Considering the influence of SAD, the time scale of the
plant response cannot surpass that of the actuator. To avoid
model mismatch, we revise the reference model in slow time
to match the slow actuator constrained system as

dxm
dτ
=

1
ε
(Amxm + Bmr) (17)

III. BI-OBJECTIVE OPTIMAL MODIFICATION ADAPTIVE
LAW
Firstly, a fixed gain controller is devised to stabilize the
system (1) when without uncertainty and SAD

ū = Kxx + Krr (18)

where,Kx andKr are obtained from the following ideal model
matching condition{

Am = A+ BKx
Bm = BKr

(19)

Then, we choose the adaptive control structure for the input
signal of actuator as

v = ū− uad = ū+1Kx (τ ) x+1Kr (τ ) r−�T
P (τ ) x (20)

Assumption 1: [14] There exist two ideal control gain
matrices 1K∗x and 1K∗r that satisfy the model matching
conditions as

1
ε
Am = AP + BP3

(
Kx +1K∗x

)
1
ε
Bm = BP3

(
Kr +1K∗r

) (21)

Remark 3: The existence condition of the two ideal control
gain matrices 1K∗x and 1K∗r is that �∗ is full row rank.
Because Am, Bm, AP, BP, Kx , and Kr are known matrices,
if the right pseudo-inverse of BP3 is exist, according to the
Eq. (21), we obtain

1K∗x = (BP3)
−R
(
1
ε
Am − AP

)
− Kx

1K∗r =
1
ε
(BP3)−R Bm − Kr
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where, (BP3)−R =
[
(BP3)T (BP3)

]−1
(BP3)T is the right

pseudo-inverse of BP3. Therefore, the existence condition of
the two ideal control gain matrices 1K∗x and 1K∗r is that is
BP3 full row rank. According to (15) and (16), we haveBP3 =

(
A−1 −9∗T

)
BM

9∗T = A−1B
(
I +�∗TA−1B

)−1
�∗

TA−1

Since A is full rank, B is full row rank, and M is full rank,
if �∗ is full row rank, BP3 is full row rank.

We define 1K̃x (τ ) = 1Kx (τ ) − 1K∗x , 1K̃r (τ ) =
1Kr (τ )−1K∗r , and �̃

T
P (τ ) = �

T
P (τ )−�

∗T
P as estimation

errors. By substituting (20) into (16), the closed-loop system
in slow time is obtained as
dx
dτ
=

1
ε
Amx +

1
ε
Bmr + BP3(1K̃x (τ ) x

+1K̃r (τ ) r − �̃T
P (τ ) x) (22)

Thus, we obtain the tracking error equation in slow time as

de
dτ
=
dxm
dτ
−
dx
dτ
=

1
ε
Ame− BP3(1K̃x (τ ) x

+1K̃r (τ ) r − �̃T
P (τ ) x) (23)

If 3 is a diagonal matrix with known sign, the adaptive
controller in real time can be obtained by using the modified
optimal adaptive method in [28] as

2̇ = −ε028(x, r)
[
eTPsgn3

− εγ8T (x, r)2BTPPA
−1
m
]
BP (24)

where 2T (t) =
[
�T
P (t)−1Kx (t) −1Kr (t)

]
∈ Rm×n+q

and 8(x, r) =
[
xT rT

]T
∈ Rn+q, γ > 0 ∈ R is

the modification parameter, 02 = 0T2 ∈ Rn+q×n+q is a
positive-definite adaption rate matrix for 2T (t), and P =
PT > 0 ∈ Rn×n.
However, in our case, 3 is unknown. To estimate 3,

we introduce the following predictor model in slow time as

dx̂
dτ
=

1
ε
Amx̂ +

(
AP −

1
ε
Am

)
x + BP3̂

(
v+�T

P (τ ) x
)
(25)

We define 3̃ (τ ) = 3̂ (τ )−3 and substitute into (23), the
tracking error becomes

de
dτ
=

1
ε
Ame− BP3̂(1K̃x (τ ) x +1K̃r (τ ) r

− �̃T
P (τ ) x)+ BPσ (26)

where σ (τ) = 3̃(1K̃x (τ ) x +1K̃r (τ ) r − �̃T
P (τ ) x) is the

residual estimation error of the system with sup ‖σ (τ)‖ ≤
σ0.

The predictor error in slow time is defined as eP (τ ) =
x̂ (τ )− x (τ ), then

deP
dτ
=

1
ε
AmeP + BP3̃

(
v+�T

P (τ ) x
)

+BP3̂�̃T
P (τ ) x + BPσP (27)

where σP (τ ) = −3̃�̃T
P (τ ) x is the residual estimation error

of the predictor model with sup ‖σP (τ )‖ ≤ σP0.
To obtain the adaptive law with unknown 3 and ensure

robustness of the adaptive controller, we introduce a
BOMAL. The BOMAL is derived from the following two
infinite-time horizon cost functions

J1 = lim
τf→∞

1
2

∫ τf

0
(e−11)

TQ (e−11) dτ

J2 = lim
τf→∞

1
2

∫ τf

0
(eP −12)

TW (eP −12) dτ
(28)

where, 11 (τ ) and 12 (τ ) denote unknown lower bound of
e (τ ) and eP (τ ) respectively, and Q = QT > 0 ∈ Rn×n and
W = W T > 0 ∈ Rn×n.

To minimize e (τ ) and eP (τ ) bounded away from the
origin, the cost functions J1 and J2 are considered into the
following bi-objective cost function

J = J1 + J2 (29)

Remark 4: The bi-objective cost function J combines both
the objectives of minimization of the tracking error and the
predictor error bounded away from the origin. Geometrically,
it represents the sum of the weighted norm squares measured
from the trajectories of e and eP to the normal surface of a
hyper-sphere as follows

B1 =
{
e, eP ∈ Rn

: (e−11)
T Q (e−11)

+ (eP −12)
T W (eP −12) ≤ 1

2
}

Then, the Hamiltonian Function is defined by using the
optimal control framework [28] as

H
(
e, eP, 1K̃x , 1K̃r , �̃P, 3̃

)
=

1
2
(e−11)

TQ(e−11)+
1
2
(eP −12)

TW (eP −12)

+ ηT
[1
ε
Ame−BP3̂

(
1K̃x (τ ) x+1K̃r (τ ) r−�̃T

P (τ ) x
)

+BPσ
]
+ µT

[1
ε
AmeP + BP3̃

(
v+�T

P (τ ) x
)

+BP3̂�̃T
P (τ ) x + BPσP

]
(30)

where η (τ) ∈ Rn and µ (τ) ∈ Rn are adjoint vectors.
From the necessary condition of optimality, we obtain the

adjoint equations as
dη
dτ
= −∇HT

e = −Q (e−11)−
1
ε
ATmη

dµ
dτ
= −∇HT

eP = −W (eP −12)−
1
ε
ATmµ

(31)

with the transversality condition η
(
τf
)
= 0 and µ

(
τf
)
=

0 since both e(0) and eP(0) are known.
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Taking 1K̃x (τ ), 1K̃r (τ ), �̃P (τ ), and 3̃ (τ ) as control
variables, the necessary conditions are obtained as

∇H1K̃x = −xη
TBP3̂

∇H1K̃r = −rη
TBP3̂

∇HT
�̃P
= x

(
ηT + µT

)
BP3̂

∇H3̃ =
(
v+�T

P (τ ) x
)
µTBP

(32)

The BOMAL is expressed by the gradient update laws as

d1KT
x

dτ
=
d1K̃T

x

dτ
= −0x∇H1K̃x = 0xxη

TBP3̂

d1KT
r

dτ
=
d1K̃T

r

dτ
= −0r∇H1K̃r = 0rrη

TBP3̂

d�P

dτ
=
d�̃P

dτ
=−0�P∇H

T
�̃P
=−0�Px

(
ηT+µT

)
BP3̂

d3̂T

dτ
=
d3̃T

dτ
=−03∇H3̃=−03

(
v+�T

P (τ ) x
)
µTBP

(33)

where 0x = 0Tx > 0 ∈ Rn×n, 0r = 0Tr > 0 ∈ Rq×q,
0�P = 0

T
�P
> 0 ∈ Rn×n, and 03 = 0T3 > 0 ∈ Rm×m are the

adaptation rate matrices.
To eliminate η (τ) and µ (τ), the following adjoint

solutions are assumed by using the sweeping method as{
η = Pe+ S3̂v

µ = UeP + V 3̂
(
v+ 2�T

P (τ ) x
) (34)

where P = PT > 0, U = UT > 0 ∈ Rn×n and S, V ∈ Rn×m.
Substituting (34) into (31) yields

P{
1
ε
Ame− BP3̂v+ BP3̂

[ (
Kx +1K∗x

)
x + (Kr +1K∗r )r

−�∗TP x
]
+ BPσ } + S

d
(
3̂v
)

dτ

= −Q (e−11)−
1
ε
ATm
(
Pe+ S3̂v

)
(35)

U
[1
ε
AmeP + BP3̂

(
v+ 2�T

P (τ ) x
)
− BP3(v+�T

P (τ ) x)

−BP3̂�∗TP x + BPσP
]
+ V

d
[
3̂
(
v+ 2�T

P (τ ) x
)]

dτ

= −W (eP −12)−
1
ε
ATm
[
UeP + V 3̂

(
v+ 2�T

P (τ ) x
)]
(36)

Separating (35) that contains e(τ ), 3̂v, and the other terms
results in

P
1
ε
Am +

1
ε
ATmP+ Q = 0

1
ε
ATmS − PBP = 0

PBP3̂
[(
Kx+1Kx∗

)
x+

(
Kr+1Kr∗

)
r−�∗TP x

]
+PBPσ + S

d
(
3̂v
)

dτ
− Q11 = 0

(37)

with the transversality conditions P
(
τf →∞

)
= 0 and

S
(
τf →∞

)
= 0.

Separating (36) that contains eP(τ ), 3̂
(
v+ 2�T

P (τ ) x
)
,

and the other terms results in

U
1
ε
Am +

1
ε
ATmU +W = 0

1
ε
ATmV + UBP = 0

U
[
−BP3

(
v+�T

P (τ ) x
)
−BP3̂�∗TP x+BPσP

]
+V

d
[
3̂
(
v+ 2�T

P (τ ) x
)]

dτ
−W12 = 0

(38)

with the transversality conditions U
(
τf →∞

)
= 0 and

V
(
τf →∞

)
= 0.

Therefore, the solutions ofP, S,U , andV can be calculated
from the following matrix equations

P
1
ε
Am +

1
ε
ATmP = −Q

S = εA−Tm PBP

U
1
ε
Am +

1
ε
ATmU = −W

V = −εA−Tm UBP

(39)

To enable the BOMAL has sufficient flexible to com-
promise between performance and robustness for a control
design, we introduce two real modification parameters γ >
0 and κ > 0 to permit adjustment of the BOMAL. Then, the
solutions of S and V are modified as{

S = γ εA−Tm PBP
V = −κεA−Tm UBP

(40)

Remark 5: The tracking performance can be traded with
robustness by proper selection of γ and κ . Increasing
robustness of the adaptive laws to uncertainties by increasing
γ and/or κ will decrease the tracking performance, and vice
versa.

Then, the adjoint vectors η (τ) andµ (τ) are now expressed
as {

η = Pe+ γ εA−Tm PBP3̂v

µ = UeP − κεA−Tm UBP3̂
(
v+ 2�T

P (τ ) x
) (41)

Substituting (41) into (33) yields the BOMAL in slow time
as

d1KT
x

dτ
= 0xx

(
eTP+ γ εvT 3̂TBTPPA

−1
m

)
BP3̂

d1KT
r

dτ
= 0rr

(
eTP+ γ εvT 3̂TBTPPA

−1
m

)
BP3̂

d�P

dτ
= −0�Px

[
eTP+ γ εvT 3̂TBTPPA

−1
m + e

T
PU

− κε
(
v+ 2�T

P (τ ) x
)T
3̂TBTPUA

−1
m
]
BP3̂

d3̂T

dτ
= −03

(
v+�T

P (τ ) x
) [
eTPU

− κε
(
v+ 2�T

P (τ ) x
)T
3̂TBTPUA

−1
m
]
BP

(42)
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FIGURE 1. Schematic diagram of the bi-objective optimal modification
adaptive control system.

Applying the relationship between the slow time τ and the
real time t in (4), we obtain the BOMAL in real time as

1K̇T
x = ε0xx

(
eTP+ γ εvT 3̂TBTPPA

−1
m

)
BP3̂

1K̇T
r = ε0rr

(
eTP+ γ εvT 3̂TBTPPA

−1
m

)
BP3̂

�̇P = −ε0�Px
[
eTP+ γ εvT 3̂TBTPPA

−1
m + e

T
PU

− κε
(
v+ 2�T

Px
)T
3̂TBTPUA

−1
m
]
BP3̂

˙̂
3T
= −ε03

(
v+�T

Px
) [
eTPU

− κε
(
v+ 2�T

Px
)T
3̂TBTPUA

−1
m
]
BP

(43)

Fig. 1 depicts schematic diagram of the bi-objective
optimal modification adaptive control system. In Fig. 1,
we can see that this adaptive system includes seven subsys-
tems, which are uncertain plant, actuator, reference model,
predictor model, fixed controller, adaptive controller, and
BOMAL. The BOMAL combines with the fixed and adaptive
controller together ensure robustness of the system with
matched uncertainty and SAD.Now,we need to prove that the
proposed BOMAL is stable and results in uniformly bounded
tracking error.
Lemma 2 [14]: For any vectors φ, ϕ ∈ Rn, the following

trace property satisfies

trace
(
φϕT

)
= ϕTφ (44)

Lemma 3 [14]: For any square real matrix5 ∈ Rn×n, it can
be decomposed into a symmetric part N and anti-symmetric
part O as

5 = N + O (45)

where N = NT
=

1
2

(
5+5T

)
, O = −OT = 1

2

(
5−5T

)
.

For any arbitrary vector α ∈ Rn, then

αT5α = αTNα (46)

Theorem 1: For the linear plant in (1) and subject to
SAD, the BOMAL in (43) is stable and results in uniformly
bounded tracking error and predictor error.

The proof can be found in Appendix A.

IV. TURBOFAN ENGINE APPLICATION
The proposed BOMAL is applied to a turbofan engine
with SAD. The nonlinear model of this turbofan engine is
a component-based model established by using MATLAB
and the Simulink toolbox for the modeling and analysis
of thermodynamic system [29]. All the modeling data is
provided by gas turbine simulation program [30]. This
nonlinear model, which has been used in other studies
[30]–[34], is the foundation of the following control design
and simulation analysis.

A. BI-OBJECTIVE OPTIMAL MODIFICATION ADAPTIVE
CONTROL DESIGN
Under the standard day sea level condition (SLC), we take
the full thrust state (FTS) (Nf = 10065 r/min, Nc =
12832 r/min) as an example to design the bi-objective
optimal modification adaptive controller (BOMAC). For
the convenience of controller design, all the variables are
normalized: x1(t) = Nf (t)/Nfd denotes the normalized fan
speed, and Nfd = 10065 r/min denotes the design value;
x2(t) = Nc(t)/Ncd denotes the normalized core speed,
and Ncd = 12832 r/min denotes the design value; u1(t) =
Wf (t)/Wfd denotes the normalized fuel flow rate, and Wfd
= 1.144 kg/s denotes the design value; u2(t) = A8(t)/A8d
denotes the normalized throat area of nozzle, and A8d =
0.298058 m2 denotes the design value. Then the linearized
model is[
δẋ1
δẋ2

]
=

[
−6.5499 5.5686
0.1298 −3.7204

] [
δx1
δx2

]
+

[
0.4829 1.9816
0.6643 −0.01428

] [
δu1
δu2

]
(47)

where δx = x − xe, δu = u − ue; xe and ue are normalized
equilibrium values at the design point.

Because of the influence of degradation, the controller is
subject to SAD[

δu̇1
δu̇2

]
= 0.1

[
−20 0
0 −20

]
(δu− δv) (48)

Then, according to the performance requirements of the
turbofan engine, the closed-loop dynamics of the turbofan
engine is required to have the characteristics of first order
function with time constant equal to 0.1s. Thus, we obtain
the reference model as[
δẋm1
δẋm2

]
=

[
−10 0
0 −10

] [
δxm1
δxm2

]
+

[
10 0
0 10

] [
δr1
δr2

]
(49)

Based on (16), we obtain the reduced-order system
matrices as

AP =
[

−20.0000 7.1054× 10−15

−1.1102× 10−16 −20.0000

]
BP =

[
4.6485 6.1684
3.7333 0.1384

]
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FIGURE 2. Turbofan engine simulation platform.

According to the ideal model matching conditions in (19),
we obtain

Kx =
[
−0.232 −9.464
−1.685 −0.504

]
, Kr =

[
0.108 14.975
5.020 −3.649

]
Let Q = 10I and W = 1850I , then the solution of (39)

yields

P =
[
0.05 0
0 0.05

]
, U =

[
9.25 0
0 9.25

]
Then, we properly choose the adaption rate matrices 0x ,

0r , 0�P , and 03, and the modification parameters γ and κ as

0x =

[
100 0
0 100

]
, 0r =

[
100 0
0 100

]
, γ = 0.005

0�P =

[
1000 0
0 50

]
, 03 =

[
45 0
0 673

]
, κ = 0.005

Applying the BOMAL in (43), the weight update laws are
given by

1K̇T
x = ε0xδx

(
δeTP+ γ εδvT 3̂TBTPPA

−1
m

)
BP3̂

1K̇T
r = ε0rδr

(
δeTP+ γ εδvT 3̂TBTPPA

−1
m

)
BP3̂

�̇P = −ε0�Pδx
[
δeTP+γ εδvT 3̂TBTPPA

−1
m +δe

T
PU

−κε
(
δv+ 2�T

Pδx
)T
3̂TBTPUA

−1
m
]
BP3̂

˙̂
3T
= −ε03

(
δv+�T

Pδx
) [
δeTPU

−κε
(
δv+ 2�T

Pδx
)T
3̂TBTPUA

−1
m
]
BP

(50)

B. SIMULATION RESULTS
A series of simulations are conducted as illustrated in Fig. 2
to verify the effectiveness and superiority of the designed
BOMAC. Firstly, a typical turbofan engine control mission is
used to verify the robust performance of the BOMAC. Then,

FIGURE 3. (a) Simulation result of fan speed Nf at SLC; (b) Fan speed
difference 1Nf between the response and the command of Nf .

the robust performance of the BOMAC is verified by the
same engine control mission at flight conditions Ma = 0.5,
H = 5 km andMa = 1.0,H = 10 km. Finally, the superiority
of the BOMAC is benchmarked with an LMI optimization
gain scheduled controller (LMI-OGSC) [6] and a µ synthesis
controller [34].

1) ROBUST PERFORMANCE VERIFICATION AT SLC
Based on the simulation platform in Fig. 2, the robust
performance of the designed BOMAC at SLC is verified
through simulation analysis.
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FIGURE 4. (a) Simulation result of core speed Nc at SLC; (b) Core speed
difference 1Nc between the response and the command of Nc .

Fig. 3 gives the simulation result of fan speed, including:
(a) the fan speed Nf and (b) the fan speed difference 1Nf
between the response and the command of Nf . In Fig. 3 (a),
the black line represents the command of Nf , the dashed line
represents the response of Nf controlled by the BOMAC, the
dotted line represents the response of Nf of the reference
model, and the dash-dot line represents the response of Nf
of the actuator reference (According to (48), we use SAD
as a reference model to generate a baseline response of
the command signal when the closed-loop dynamics of the
turbofan engine is with SAD). In Fig. 3 (b), the dashed
line represents the 1Nf of the BOMAC, the dotted line
represents the 1Nf of the reference model, and the dash-dot
line represents the 1Nf of the actuator reference. The plot
color coding will also apply to the later result figures. As seen
in Fig. 3 (a), the response of Nf under the control of the
BOMAC can track the command even though with SAD and
is better than the response of Nf of the actuator reference,
which means the BOMAC has compensated the negative
influence of SAD. As shown in Fig. 3, the steady-state error is
less than 0.01%, the maximum dynamic error is less than 2%
at around 8s, and the maximum overshoot is less than 0.32%
at around 10.5s, whichmeans the designed BOMAChas good
robust performance on Nf control at SLC.

As we can see from Fig. 4 (a), the response of Nc under
the control of the BOMAC can also track the command signal
with SAD and is better than the response of Nc of the actuator
reference. As can be seen from Fig. 4, the steady-state error is
less than 0.01%, the maximum dynamic error is less than 1%
at around 8s, and the maximum overshoot is less than 0.15%
at around 25.5s.

Fig. 5 shows the regulating process of the fuel flow
rate at SLC. From Fig. 5, the designed BOMAC regulates
the fuel flow rate command changing faster to compensate

FIGURE 5. Regulating process of fuel flow rate Wf at SLC.

FIGURE 6. Regulating process of throat area A8 at SLC.

the negative influence of SAD to achieve good control
performance of the engine. Fig. 6 illustrates histories of
the throat area at SLC. As can be seen from Fig. 6, the
throat area command is changed fast in transient process to
compensate the negative influence of SAD to ensure good
control performance of the engine.

Fig. 7 shows the histories of ‖e‖2, ‖eP‖2, ‖1Kx‖2,
‖1Kr‖2, ‖�P‖2, and

∥∥∥3̂∥∥∥
2
during the engine regulation at

SLC. As can be seen from Fig. 7, e, eP, 1Kx , 1Kr , �P, and
3̂ all are bounded, which verifies the validity of Theorem 1 in
simulation.

2) ROBUST PERFORMANCE VERIFICATION AT
HIGH-ALTITUDE FLIGHT CONDITIONS
At high-altitude flight conditions Ma = 0.5, H = 5 km and
Ma = 1.0,H = 10 km, we use the same simulation platform,
controller parameters, and engine process (FTS → idle →
FTS) as in SLC verification to conduct simulation to further
verify the robustness of the designed BOMAC respectively.

The simulation results of fan speed at Ma = 0.5, H =
5 km and Ma = 1.0, H = 10 km are shown in Fig. 8 and
Fig. 9 respectively. As can be seen from Fig. 8 and Fig. 9, the
steady-state error is less than 0.01%, the maximum dynamic
error is less than 3% at around 5.5s, and the maximum
overshoot is no larger than 0.4% at around 10.5s, which
means the designed BOMAC has good robust performance
on Nf control at both Ma = 0.5, H = 5 km and Ma = 1.0,
H = 10 km.
Fig. 10 and Fig. 11 give the simulation results of core speed

at at Ma = 0.5, H = 5 km and Ma = 1.0, H = 10 km
respectively. As we can see from Fig. 10 and Fig. 11, the
steady-state error is less than 0.01%, the maximum dynamic
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FIGURE 7. (a) ‖e‖2; (b)
∥∥eP

∥∥
2; (c)

∥∥1Kx
∥∥

2; (d)
∥∥1Kr

∥∥
2; (e)

∥∥�P
∥∥

2; (f)
∥∥∥3̂

∥∥∥
2
.

FIGURE 8. (a) Simulation result of fan speed Nf at Ma = 0.5, H = 5 km;
(b) 1Nf .

error is no larger than 1.5% at around 8s, and the maximum
overshoot is less than 0.15% at around 10.5s.

Fig. 12 and Fig. 13 illustrate the regulating process of the
fuel flow rate at Ma = 0.5, H = 5 km and Ma = 1.0, H =
10 km respectively. From Fig. 12 and Fig. 13, the designed

FIGURE 9. (a) Simulation result of fan speed Nf at Ma = 1.0, H = 10 km;
(b) 1Nf .

BOMAC controls the fuel flow rate command changing faster
to compensate the negative influence of SAD to achieve good
control performance of the engine. Fig. 14 and Fig. 15 show
the regulating process of the throat area at Ma = 0.5, H =
5 km and Ma = 1.0, H = 10 km respectively. As we
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FIGURE 10. (a) Simulation result of core speed Nc at Ma = 0.5, H = 5 km;
(b) 1Nc .

FIGURE 11. (a) Simulation result of core speed Nc at Ma = 1.0,
H = 10 km; (b) 1Nc .

FIGURE 12. Regulating process of Wf at Ma = 0.5, H = 5 km.

can see from Fig. 14 and Fig. 15, the throat area command
is changed fast in transient process to compensate the

FIGURE 13. Regulating process of Wf at Ma = 1.0, H = 10 km.

FIGURE 14. Regulating process of A8 at Ma = 0.5, H = 5 km.

FIGURE 15. Regulating process of A8 at Ma = 1.0, H = 10 km.

influence of SAD to ensure good control performance of the
engine.

Fig. 16 and Fig. 17 illustrate the histories of ‖e‖2, ‖eP‖2,
‖1Kx‖2, ‖1Kr‖2, ‖�P‖2, and

∥∥∥3̂∥∥∥
2
during the engine

regulation at Ma = 0.5, H = 5 km and Ma = 1.0, H =
10 km respectively. As can be seen from Fig. 16 and Fig. 17,
e, eP, 1Kx , 1Kr , �P, and 3̂ all are bounded, which further
verifies the validity of Theorem 1 in simulation.

3) COMPARISON VERIFICATION
The simulation results of the BOMAC are compared with
the simulation results of an LMI-OGSC [5] and a µ

synthesis controller [33], [34] to verify the superiority of the
BOMAC.

Fig. 18 illustrates the comparison result of fan speed,
including: (a) the fan speed Nf and (b) the fan speed
difference 1Nf . As can be seen From Fig. 18, the biggest
dynamic errors of the LMI-OGSC and the µ synthesis
controller are almost two times of that of the BOMAC; the
LMI-OGSC has big overshoot at around 10s and 27s and its
settling time is about 4s; although the µ synthesis controller
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FIGURE 16. (a) ‖e‖2; (b)
∥∥eP

∥∥
2; (c)

∥∥1Kx
∥∥

2; (d)
∥∥1Kr

∥∥
2; (e)

∥∥�P
∥∥

2; (f)
∥∥∥3̂

∥∥∥
2

at Ma = 0.5, H = 5 km.

FIGURE 17. (a) ‖e‖2; (b)
∥∥eP

∥∥
2; (c)

∥∥1Kx
∥∥

2; (d)
∥∥1Kr

∥∥
2; (e)

∥∥�P
∥∥

2; (f)
∥∥∥3̂

∥∥∥
2

at Ma = 1.0, H = 10 km.

has small overshoot, it has a longer settling time compared
with the BOMAC. Table 1 is the comparison table of the
control performance indices of the three controllers on Nf

control. From Table 1, for these three control performance
indices, the BOMAC has smaller values than the other two
controllers do, which means the designed BOMAC clearly
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FIGURE 18. (a) Comparison results of fan speed Nf ; (b) 1Nf .

TABLE 1. Comparison table of the control performance indices of the
three controllers on Nf .

FIGURE 19. (a) Comparison result of core speed Nc ; (b) 1Nc .

provides better performance on Nf control than the other two
controllers do.

Fig. 19 depicts the comparison result of core speed, includ-
ing: (a) the core speedNc and (b) the rotation speed difference
1Nc. As can be seen from Fig. 19, the designed BOMAC also
clearly provides better performance on Nc control than the

TABLE 2. Comparison table of the control performance indices of the
three controllers on Nc .

other two controllers do. The comparison table of the control
performance indices of the three controllers on Nc control is
shown in Table 2. According to the above analysis, at both
SLC and high-altitude condition, the designed BOMAC can
achieve good robust performance of the turbofan engine with
SAD, and provides better performance than the LMI-OGSC
and the µ synthesis controller do.

V. CONCLUSION
A bi-objective optimal modification adaptive control method
is proposed for turbofan engines with SAD and matched
uncertainty. In the proposed method, a singular perturbation
approach is introduced to transform the plant and actuator
dynamics into a reduced-order system with slow time coordi-
nate, and the bi-objective optimal modification adaptive law
is deduced based on the reduced-order system.

The proposed adaptive control method is applied to
a turbofan engine with SAD. At both SLC and high-
altitude condition, the efficiency of the designed BOMAC
is demonstrated by a regulation mission of controlling the
engine from FTS to idle and back to FTS. The simulation
results show that the BOMAC achieved a good robust
performance on both fan and core speed control at both
SLC and high-altitude condition with SAD. For fan speed
control, the steady-state error, the dynamic error, and the
maximum overshoot at both SLC and high-altitude condition
are less than 0.01%, 2%, and 0.4%, respectively. For core
speed control, the steady-state error, the dynamic error,
and the maximum overshoot at both SLC and high-altitude
condition are less than 0.01%, 1%, and 0.15%, respectively.
Additionally, through comparing with the LMI-OGSC and µ
synthesis controller, the designed BOMAC clearly provides
better performance than the other two controllers do.

In future work, the proposed method will be applied for
robust control of turbofan engines over the whole working
envelope. In addition, the proposed BOMAC will be verified
in semi-physical and full physical simulation.

APPENDIX A
PROOF OF THEOREM 1
Proof: Choose a Lyapunov candidate function

V
(
e, eP, 1K̃x , 1K̃r , �̃P, 3̃

)
= eTPe+ eTPUeP + trace

(
1K̃x0−1x 1K̃T

x

)
+ trace

(
1K̃r0−1r 1K̃T

r

)
+ trace

(
�̃T
P0
−1
�P
�̃P

)
+ trace

(
3̃0−13 3̃T

)
(51)
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Differentiating V
(
e, eP, 1K̃x , 1K̃r , �̃P, 3̃

)
in slow

time yields

dV
(
e, eP, 1K̃x , 1K̃r , �̃P, 3̃

)
dτ

=−eTQe−2eTPBP3̂(1K̃xx+1K̃rr−�̃T
Px)+2e

TPBPσ

− eTPWeP + 2eTPUBP3̃(v+�
T
Px)+ 2eTPUBP3̂�̃

T
Px

+2eTPUBPσP+2trace
[
1K̃xx

(
eTP+γ εvT3̂TBTPPA

−1
m

)
BP3̂

]
+ 2trace

[
1K̃rr(eTP+ γ εvT 3̂TBTPPA

−1
m )BP3̂

]
+ 2trace

{
− �̃T

Px
[
eTP+ γ εvT 3̂TBTPPA

−1
m + e

T
PU

− κε
(
v+ 2�T

Px
)T
3̂TBTPUA

−1
m
]
BP3̂

}
+ 2trace

{
− 3̃

(
v+�T

Px
) [
eTPU

− κε
(
v+ 2�T

Px
)T
3̂TBTPUA

−1
m
]
BP
}

(52)

According to the Lemma 2, we have

dV
(
e, eP, 1K̃x , 1K̃r , �̃P, 3̃

)
dτ

= −eTQe+ 2eTPBPσ − eTPWeP + 2eTPUBPσP
+ 2γ εvT 3̂TBTPPA

−1
m BP3̂1K̃xx

+ 2γ εvT 3̂TBTPPA
−1
m BP3̂1K̃rr

− 2γ εvT 3̂TBTPPA
−1
m BP3̂�̃T

Px

+ 2κε
(
v+ 2�T

Px
)T
3̂TBTPUA

−1
m BP3̂�̃T

Px

+ 2κε
(
v+2�T

Px
)T
3̂TBTPUA

−1
m BP3̃

(
v+�T

Px
)

(53)

Let 

ṽ = 1K̃xx +1K̃rr − �̃T
Px

v∗ = ū+1K∗x x +1K
∗
x r −�

∗T
P x

θ =

[
x

v+�T
Px

]

4 =

[
�P3̂

T 0
0 3̂T

]

4∗ =

[
�∗P 0
0 3T

]
4̃ = 4−4∗

B̄P =
[
BP BP

]

(54)

Then, (53) becomes

dV
(
e, eP, 2̃, 4̃

)
dτ

=−eTQe+ 2eTPBPσ − eTPWeP + 2eTPUBPσP
+ 2γ εṽT 3̂TBTPPA

−1
m BP3̂ṽ+2γ εv∗

T
3̂TBTPPA

−1
m BP3̂ṽ

+ 2κεθT 4̃B̄TPUA
−1
m B̄P4̃T θ

+ 2κεθT4∗B̄TPUA
−1
m B̄P4̃T θ (55)

According to the Lemma 3, we have

2ṽT 3̂TBTPPA
−1
m BP3̂ṽ = −εṽT 3̂TBTPA

−T
m QA−1m BP3̂ṽ

2θT 4̃B̄TPUA
−1
m B̄P4̃T θ = −εθT 4̃B̄TPA

−T
m WA−1m B̄P4̃T θ

Let  2̃ =
[
1K̃x − �̃T

P 1K̃r
]

2∗ =
[
Kx +1K∗x −�

∗T
P Kr +1K∗r

] (56)

Then, (55) is bounded by

dV
(
e, eP, 2̃, 4̃

)
dτ

≤ −λmin (Q) ‖e‖2 + 2 ‖e‖ ‖PBP‖ σ0 − λmin (W ) ‖eP‖2

+ 2 ‖eP‖ ‖UBP‖ σP0

− γ ε2λmin(BTPA
−T
m QA−1m BP)‖8(x, r)‖2

∥∥∥3̂∥∥∥2∥∥∥2̃∥∥∥2
+ 2γ ε‖8(x, r)‖2

∥∥∥BTPPA−1m BP
∥∥∥ ∥∥∥3̂∥∥∥2 ∥∥∥2̃∥∥∥20

− κε2λmin(B̄TPA
−T
m WA−1m B̄P)‖θ‖2

∥∥∥4̃∥∥∥2
+ 2κε‖θ‖2

∥∥∥B̄TPUA−1m B̄P
∥∥∥ ∥∥∥4̃∥∥∥40 (57)

where 20 = sup ‖2∗‖, 40 = sup ‖4∗‖, and λ denotes the
eigenvalue.
Let

z1 = λmin (Q)
z2 = ‖PBP‖ σ0

/
z1

z3 = λmin (W )
z4 = ‖UBP‖ σP0

/
z3

z5 = λmin
(
BTPA

−T
m QA−1m BP

)
‖8(x, r)‖2

∥∥∥3̂∥∥∥2
z6 =

∥∥∥BTPPA−1m BP
∥∥∥20

/
λmin

(
BTPA

−T
m QA−1m BP

)
z7 = λmin

(
B̄TPA

−T
m WA−1m B̄P

)
‖θ‖2

z8 =
∥∥∥B̄TPUA−1m B̄P

∥∥∥40

/
λmin

(
B̄TPA

−T
m WA−1m B̄P

)
(58)

Through substituting (58) into (57), we obtain

dV
(
e, eP, 2̃, 4̃

)
dτ

≤ −z1(‖e‖ − z2)2 + z1z22 − z3(‖eP‖ − z4)
2
+ z3z24

− γ z5(ε
∥∥∥2̃∥∥∥− z6)2+γ z5z26−κz7(ε ∥∥∥4̃∥∥∥−z8)2+κz7z28

(59)

Through applying the relationship between the slow time τ
and the real time t in (4), we obtain the derivative of Lyapunov
candidate function in real time as

V̇
(
e, eP, 2̃, 4̃

)
≤ −εz1(‖e‖ − z2)2 + εz1z22 − εz3(‖eP‖ − z4)

2
+ εz3z24

− γ εz5(ε
∥∥∥2̃∥∥∥− z6)2 + γ εz5z26 − κεz7(ε ∥∥∥4̃∥∥∥− z8)2

+ κεz7z28 (60)
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To show that e(t), eP(t), 2̃ (t), and 4̃ (t) are bounded,
we require V̇

(
e, eP, 2̃, 4̃

)
< 0. Thus, it follows that

‖e‖ > z2 +

√
z22 +

z3z24 + γ z5z
2
6 + κz7z

2
8

z1
= ζ

‖eP‖ > z4 +

√
z24 +

z1z22 + γ z5z
2
6 + κz7z

2
8

z3
= β

∥∥∥2̃∥∥∥ > z6 +

√
z26 +

z1z22 + z3z
2
4 + κz7z

2
8

γ z5
= ξ

∥∥∥4̃∥∥∥ > z8 +

√
z28 +

z1z22 + z3z
2
4 + γ z5z

2
6

κz7
= χ

(61)

Therefore, there exists a compact set ϒ where

ϒ=
{(
e, eP, 2̃, 4̃

)
: ‖e‖≤ζ, ‖eP‖≤β,

∥∥∥2̃∥∥∥≤ξ,∥∥∥4̃∥∥∥≤χ}
(62)

that contains the origin
(
e, eP, 2̃, 4̃

)
.

Then V̇
(
e, eP, 2̃, 4̃

)
< 0 when

(
e, eP, 2̃, 4̃

)
is

outside of ϒ . Thus, any trajectory
(
e, eP, 2̃, 4̃

)
starts from

inside of ϒ will remain in ϒ for all the future time [35].
Therefore, ϒ is an invariant set [36]. Also, any trajectory(
e, eP, 2̃, 4̃

)
starts from outside of ϒ will approach the

largest invariant set ϒ as t → ∞ [35]. According to the
LaSalle’s Invariance Principle that e(t), eP(t), 2̃ (t), and 4̃ (t)
are uniformly bounded. Therefore, the BOMAL in (43) is
stable.
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