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ABSTRACT In this work, we study the performance of wide-used keypoints detection and description algo-
rithms: Scale-Invariant Feature Transform (SIFT), Speeded Up Robust Features (SURF), Oriented FAST and
Rotated BRIEF (ORB), Binary Robust Invariant Scalable Keypoints(BRISK), Accelerated KAZE(AKAZE),
which were originally developed for images taken in visible light but widely applied in the fields where
images are taken in a different spectrum.We compare the quality of algorithms and their robustness to various
image transformations. The algorithms’ performance is tested on two image sets in the different spectra:
digital X-Ray images and images taken in the visible spectrum. Each dataset captures complex scenes with
many objects and partial occlusions. Geometrical transformations (rotation, shearing, scaling), linear color
transformations, Gaussian blur are applied to the images. Then the detection and description algorithms are
tested on the original and transformed images. The repeatability and number of corresponding points are
calculated to assess detection algorithms. The ratio of correctly matched descriptors together with the ratio
of the distances between the query descriptor, the nearest descriptor, and the second matched descriptor is
computed to evaluate descriptors’ quality. The algorithms showed different behavior on different spectra.
SURF demonstrated to be the best X-ray keypoint detector and for the visible spectrum, it shares first place
with AKAZE detector. SIFT is the best descriptor in both spectra. The strong and weak points of each
algorithm are discussed in the paper.

INDEX TERMS Keypoints, repeatability, robustness, digital X-ray images, computed tomography, CT,
detectors, descriptors.

I. INTRODUCTION
In computer vision systems a keypoint is a projection of a
point of a three-dimensional scene onto the image plane,
which meets the following requirements [1]:

1) distinctness - a specific point must clearly stand out
from the background and be distinguishable (unique)
in its vicinity;

2) invariance - the definition of a singular point must be
resistant to affine transformations;

3) stability - The definition of a special point must be
robust to noise and errors;
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4) uniqueness - In addition to being locally distinct, a fea-
ture must be globally unique to improve the discerni-
bility of repeating patterns;

5) interpretability - Feature points should be defined so
that they can be used to analyze correspondences and
identify interpretable information from the image.

Keypoints are used to solve problems such as the body pose
estimation [2], object classification [3], three-dimensional
scenes reconstruction [4], visual odometry and naviga-
tion [5], image registration, radiometric correction and many
others. In addition to the task of keypoints detection, there is
the task of keypoint description which is performed based on
the detected point’s vicinity to compare it with keypoints in
other images. The algorithm that solves the first problem is
called a detector, and the second one – a descriptor.
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Due to the practical importance of keypoints, a vari-
ety of detection and description algorithms have been
proposed [6]–[9]. These algorithms are based on classical
image processing techniques. In addition, detectors and
descriptors based on neural networks are actively devel-
oped [10]. In this paper, only classical algorithms for the
detection and description of keypoints are considered. They
all use different approaches to define informative image
areas. For this reason, these algorithms show different behav-
ior and quality depending on the image structure.Manyworks
are devoted to the keypoints comparison. Among them, the
works of Song and Klette [11] and Mikolajczyk et al. [12],
which compare different detection algorithms on geometri-
cally and photometrically transformed images. In the work
of Hu et al. [13] the description algorithms are compared
on a set of images obtained from different viewpoints.
All mentioned studies investigate the quality of detectors
and descriptors only on images in the visible spectrum.
At the same time, keypoints are applied in many prob-
lems where images have a different nature [14]–[16] and,
in particular, images obtained in the X-ray spectrum. Thus,
in [17], keypoints are used to detect vertebrae on X-ray
images. In the article [18], keypoints are used to restore
the trajectory of the circular motion of the tomograph from
the tomographic projections made by it. The work [19]
considers the problem of prohibited items detection on
X-ray images of baggage and uses keypoints to detect an
object.

When X-rays pass through the material, they are attenu-
ated. Digital X-ray images are generated by recording this
attenuation along the beam corresponding to each pixel of
the detector matrix. Thus, the principle of formation of X-ray
images differs significantly from the formation of images in
the optical spectrum, which records information about the
intensity of electromagnetic signal reflected from an object.
Unlike images made in the visible spectrum, X-ray images
are characterized by the translucency of the recorded object,
the absence of textures, and low image sharpness. Therefore
the applicability and robustness of detectors and descriptors
designed to work with images of other properties on digital
X-ray images need to be studied. The authors are not aware of
the works in which this issue was investigated. The purpose
of this work is to study the difference in performance and
robustness of wide-used keypoints detection and description
algorithms for digital X-ray and the visible spectra images
and for various photometric.

For the study, we use two datasets: in the visible
(HPatches [20]) and X-ray spectra (GDXray [21]). Various
affine transformations (rotation, scaling, bevel), color cor-
rection (changes in brightness and contrast), and Gaussian
blur were applied to the images. On pairs of original and
transformed images, we tested five detection and descrip-
tion algorithms: SIFT, SURF, ORB, BRISK, AKAZE, and
compared quality metrics separately for X-ray and visible
spectrum images.

The main contributions of this paper are:

• The article for the first time carefully studies the effect
which different nature of X-ray images compared to the
visible spectra images takes on the quality and robust-
ness of keypoints detection algorithms.

• The robustness of the algorithms to affine transforma-
tions, as well as to changes in lighting conditions, was
investigated in both spectra.

• Best detector and descriptor algorithms were choosed:
AKAZE detector, SIFT descriptor for the visible spec-
trum, SURF detector, SIFT descriptor for the digital
X-ray images.

The findings of the article might be used to choose the prop-
per algorithm for applications in which the X-ray images are
analyzed.

II. COMPARED ALGORITHMS
We start with the description of the keypoints detection and
description algorithms compared in this study.

SIFT (Scale Invariant Feature Transform) was proposed
in [6]. At the detection stage, the algorithm builds an image
pyramid – an ordered sequence containing the original image
and its reduced copies, calculates the difference of Gaus-
sians of its layers, and then finds local extrema among the
calculated values. The SIFT descriptor is a histogram of
the orientations of the image gradients in the area around
the detected feature point. The area around the keypoint is
divided into 4 × 4 sub-areas, in each, a histogram of the
gradient directions is built (each histogram has 8 intervals).
The histograms are combined and normalized. The resulting
vector is a keypoint descriptor.

SURF (Speeded-Up Robust Features), described in [9],
was designed based on SIFT. The main goal of the authors
was to offer a less computationally expensive algorithm and,
at the same time, to obtain the quality comparable to SIFT.
Like SIFT, SURF calculates the difference of Gaussians of the
image pyramid layers, but unlike SIFT, instead of calculating
the difference of Gaussians, it approximates the Laplacian of
Gaussian using a set of wavelets. During the description, the
area around the keypoint is divided into 4× 4 sub-areas. The
horizontal and vertical wavelets values are then calculated
and weighted for the grids of pixels 5 × 5 within each sub-
region. After that, the sums of the horizontal and vertical
wavelet values, as well as the sums of their modules, are
calculated. The values of these sums of each sub-region are
combined into a vector that describes a keypoint.

ORB (Oriented FAST and Rotated BRIEF) was proposed
in [7]. The ORB detector considers a point to be a keypoint
if, at a certain image scale, on a circle of fixed radius, namely
9 pixels, centered at the point, there is a sequence of pixels
that are darker or lighter than the central pixel. At the stage
of description, the ORB compares 256 pairs of pixels of
the smoothed image patch rotated according to keypoint’s
orientation. Pairs are obtained from a fixed sample of the
Gaussian distribution around the keypoint’s center. If the first
pixel of the i-th pair is darker than the second, then 1 is written
to the i-th bit of the descriptor, otherwise 0.
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BRISK (Binary Robust Invariant Scalable Keypoints) [22]
was created as an algorithm comparable in quality to SURF,
but computationally more efficient. The BRISK detection
stage is similar to ORB, but it discards the points at which the
FAST-score (the sum of the absolute values of the difference
between the pixels of the circle with the central pixel) is not a
local maximum in the image pyramid. The BRISK descriptor
is similar to ORB but uses a different pattern of matched pixel
pairs.

AKAZE (Accelerated-KAZE) is presented in [8].
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the image on which the function value is calculated. The
description stage of AKAZE algorithm is similar to ORB
and BRISK, with the difference that the intensities are not
compared for individual pixels, but the average value of some
image areas.

III. MATERIALS AND METHODS
This section describes data used for experiments and algo-
rithms evaluation methodology.

Ideally, to compare keypoints algorithms in different spec-
tra we would need a set of images of the same scenes taken in
both spectrums. Unfortunately, there is no known to authors
public dataset meeting this requirement. In our previous
work [23] we presented such a dataset, however, it con-
tains images of a single object and therefore is not extensive
enough to make a reasonable conclusion. Thus, in this work
algorithms were tested on two common datasets with a large
number of scenes in each spectrum (see Fig. 1). For visi-
ble spectrum Homography-patches dataset (HPatches [20])
was used. It is widely used to study keypoints detection
and description algorithms. For X-ray spectrum GDXray
dataset [21] was used. To perform fair comparison of spec-
trum influence on algorithms quality all images were scaled
with saving ratio so the large side is 407 pixels. Note that we
do not specify whether the height or width of the image is
the larger side, since the datasets we use have both vertically
and horizontally oriented images. Also, only part of GDXray
dataset was used – sequences 46-48 with baggage, as they
are rich for features, so all the algorithms can detect enough
keypoints for a fair comparison.

A. DETECTORS EVALUATION
Let there are two images: I1 and its transformed version
I2.H – transformation converting I1 to I2. Fig. 2 shows exam-
ples of images transformations and corresponding transfor-
mation expressions. To compare the performance of detectors
on a pair of images I1, I2, the so-called repeatability was
calculated [12]:

r =
Ncorrespond

min(K1,K2)
, (1)

FIGURE 1. Samples of used images from HPatches [20] (top) and
GDXray [21] (bottom) datsets.

FIGURE 2. Applied transformations in detector evaluation experiments.

where Ncorrespond is the number of keypoints matched
between two images,K1,K2 are the number of points detected
in the first and second images, respectively.

Let Rµa be a circle area around a keypoint on I1. The
diameter of the region is equal to the size of the keypoint’s
region used to compute it’s descriptor. Let alsoRHTµbH be the
elliptic area around the keypoint on I2 projected onto I1 by
the inverse mapping H−1. Points are considered matched
if the ratio of the intersection area of two eleptic areas to their
union is greater than a certain threshold 1− ε (see Fig. 3):

1−
Rµa ∩ RHTµbH

Rµa ∪ RHTµbH
< ε. (2)

In all experiments ε was equal to 0.4 – the default value used
in OpenCV implementation.
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FIGURE 3. Areas of keypoints used to evaluate repeatability.

Note that when performing turn and shearing transforms
some image points go beyond the fixed image boundaries.
Points that are lost in the transformed image are not taken
into account when calculating the repeatability.

The experiments to compare detectors were carried out as
follows:

1) Image I1 was randomly selected from the dataset; For
optical images, the original image I1 was converted to
single-channel grayscale image;

2) To obtain I2, an H transforms (one of the list: rota-
tion, shift, scaling, additive brightness changes, con-
trast changes, or Gaussian blur) was applied to I1;

3) The repeatability r was calculated for the pair I1, I2.
For each fixed transform H , a described experiment was

performed 100 times, after which the average repeatability
was calculated. The experiments were carried out separately
for the images of the visible and X-ray spectra.

Transformations H were determined by the following
parameters:
• image rotation angle α for rotation (from −15 to
15 degrees with step 0.5 degree);

• shearing sh alongX and Y image axes (from 0 to 0.5with
step 0.02);

• image scaling factor s (from 0.25 to 2 with step 0.05);
• intensity b added to the intensity of all pixels to convert
brightness (from−255 to 255 with a minimum intensity
value of 0 and a maximum value of 255 and with step 5);

• image intensity multiplier c for contrasting (from 0 to
4 with step 0.1)

• standard deviation σ for Gaussian blur (from 0.04 to
8 pixels with step 0.04);

The dependencies of the repeatability r and the number
of matched keypoints Ncorrespond on the transformation are
shown in Fig. 4.
In all experiments, software implementations of detectors

and descriptors from the OpenCV library were used [24]. The
parameters proposed by the authors of the original detectors
and descriptors were used [6]–[9], [22].

FIGURE 4. Results of detectors’ comparison experiment.

B. DESCRIPTORS EVALUATION
While comparing descriptors one has to mitigate the influ-
ence of the detetors quality, since detection stage precedes
the description. To evaluate descriptors and to completeley
exclude the influence of the detectors on the quality of the
description, the identical points were chosen for description
in all images instead of automatically detected keypoints.
Description was performed in the nodes of the regular grid
superimposed on the image and transformed with it (see
Fig. 5). The grid size was 200 × 200 nodes. The nodes for
which any algorithm could not compute a descriptor (here the
descriptor is understood as the mathematical description that
is produced by a description algorithm, and not an algorithm
itself) did not participate in the calculation of the quality
metrics described below. The scale and orientation of the
grid points were also fixed. In contrast to the experiment
with detectors, the transformed images were not cropped (see
Fig. 5).

AKAZE was excluded from consideration in this experi-
ment, since the software implementation of its descriptor in
OpenCV requires using the points detected by its detector as
input.
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FIGURE 5. Applied transformations in descriptor evaluation experiments.

Let l1 be the shortest distance among all distances from
some fixed keypoint’s descriptor of the original image to
all descriptors of the transformed one, and l2 be the second
shortest distance as well. Here by distance we mean L2 norm
for SURF and SIFT descriptors and Hamming distance for
BRISK,ORB. To compare descriptors wemeasured l1

l2
value.

It was shown in [6] that for the SIFT descriptor for correctly
matched points, this ratio most likely does not exceed≈ 0.75.
However, this value is sometimes used when choosing the
correct matches for other descriptors [25].

It is possible that a pair of the nearest descriptors for
the original and transformed images are not descriptors of
the same point. To take this into account, we additionally
measured the proportion of correctly matched points, that
is, points for which the descriptor of the transformed point
is closest to the descriptor of the original point. When this
fraction becomes less than 0.5 – the algorithm becomes
unreliable – obtaining an incorrect match is more probable
than a correct one.

Descriptors comparison experiments were carried out as
follows:

1) Image I1 was randomly selected from the dataset; For
optical images, the original image I1 was converted to
single-channel grayscale image;

2) To obtain I2, an H transforms (one of the list: rota-
tion, shift, scaling, additive brightness changes, con-
trast changes, or Gaussian blur) was applied to I1;

3) The ratio of the distances from descriptor of each point
of the original grid to the first and second nearest
descriptor among the points of the transformed gridwas
calculated. Then the calculated values for all grid nodes
were averaged.

As in the study of descriptors for each transformation H ,
measurements were made on 100 randomly selected images
and then averaged. The experimental results are shown in
Fig. 6. Based on the results obtained, it can be concluded
that often the ratio of correctly matched points falls below
50% earlier, or, on the contrary, much later than the ratio
of the two nearest descriptors reaches 0.75. This, however,
is not an indicator of the inconsistency of the selected qual-
ity metrics, since the position of the points for which the

FIGURE 6. Results of descriptors’ comparison experiment.

descriptors were calculated was initially set without taking
into account the informativeness of their surrounding areas.
The obtained result should be considered as a demonstration
of the fact that this metric should be used with caution when
analyzing different pairs of detectors and descriptors, since
the detector can detect keypoints that are not informative for
the descriptor.

IV. RESULTS
A. DETECTORS
Table 1 lists the best and worst detection algorithms for each
type of image and applied transformation. The algorithms
were ranked based on the repeatability value (the first two
columns of the graphs in Fig. 4).We found it difficult to
choose the worst algorithm in experiments to change the con-
trast in the X-ray spectra, as different detectors exhibited the
lowest repeatability for different values of the contrast param-
eter. We chose SIFT as the worst detector under contrasting,
because when the contrast is increased, it is definitely inferior
to the others, and when decreased it is comparable to them.

A sharp drop in the repeatability of all detectors is observed
when the image is rotated. All algorithms are robust to
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TABLE 1. The best/worst detectors for each type of transformation.

brightness changes. All algorithms find significantly fewer
points in the X-ray spectrum than in the visible one, which
is most likely due to the absence of textures. Table 2 lists the
types of transformations in which the algorithm showed the
best or worst quality of work, as well as the average number
of detected points. And table 3 contains ratios of area under
the actual detector’s plot to the ‘‘perfect’’ one’s, i.e. constant
equal to the actual plot’s max value. On X-ray data, SURF is
often themost repeatable. AKAZE, in turn, outperforms other
algorithms on images in the visible spectrum. SIFT showed
itself worst of all.

B. DESCRIPTORS
On Fig. 6) the proportion of correct matches, a sharp jump is
observed with changes in brightness and contrast. This is due
to the fact that the images become almost uniformly black
or white during conversion, which leads to almost identical
descriptors for different image patches. Table 4 provides an
analysis of the best and worst descriptors for each type of
transformation. The main criterion for choosing algorithms
was the proportion of correct matches (the third and fourth
columns of the graphs in Fig. 6). In disputable situations,
an algorithm was chosen with a smaller ratio of the distance
to the two nearest descriptors. Table 5 contains ratios of area
under the descriptor’s plot for all algotithms, transforms and
spectra (the x-axis is normalized, i.e. the maximal possible
area under the graph is 1). Table 6 shows the types of transfor-
mations in which the description algorithm showed the best or
worst quality of work. The SIFT descriptor showed definitely
the best quality, SURF showed itself the worst. We found
it difficult to choose the best algorithm in experiments on
changing the brightness of X-ray images, since the three
algorithms demonstrated similar performance. The quality of
the description algorithms, as in the case of detectors, is most
sensitive to image rotation. In general, the quality indicators
for the description algorithms differ less in different spec-
tra than the quality indicators of the detection algorithms.
Let’s analyze in more detail all detection and description
algorithms.

C. SIFT
1) DETECTOR
The algorithm demonstrates the worst performance in the
X-ray spectrum and comparatively poor in the visible one.
Differences in the behavior of the algorithm on images in
different spectra are observed for rotation and shearing: the

repeatability for the X-ray spectrum decreases significantly
faster. The algorithm turned out to be the most stable to a
change in scale; on both spectra, after a certain drop, the
repeatability remained generally constant. The other advan-
tages of the algorithm also include a fairly large number of
detected points (about 750 for the X-ray spectrum and about
5000 for the visible one).

2) DESCRIPTOR
In terms of the description quality, SIFT demonstrates the best
quality for many transformations. Specifically, for shearing
and rotation, the proportion of correct matches decreases
much slower than for other algorithms. For scaling, bright-
ness, and contrast changes, the algorithm also shows the best
quality, albeit with a smaller advantage over other descriptors.
The only case where the algorithm does not show superior
quality is blurring. It is interesting to note the similarity of the
behavior of correct matches for SIFT and BRISK for blurring.

In general, both in the visible and X-ray spectra, the algo-
rithm shows the same behavior. The only exception is the
behavior when changing brightness and contrast. With an
increase in the brightness in the visible spectrum, the qual-
ity of the algorithm decreases somewhat slowly (although
comparable) than with a decrease. In the X-ray spectrum,
the opposite is observed: the quality decreases noticeably
slowly with decreasing brightness than with increasing. It can
be assumed that this is due to the nature of the images, for
example, that the areas in the X-ray image well described by
the algorithm contain mainly black or light pixels, therefore,
with increasing brightness, light pixels of the area become
simply white. As the brightness decreases, the pixels remain
distinguishable. Similarly, a sharp drop in quality can be
explained when the contrast changes.

D. SURF
1) DETECTOR
SURF demonstrates consistently good quality at all transfor-
mations in both spectra. The algorithm performs best of all
under shearing and rotating. Inder blurring, the SURF quality
is sometimes inferior comparable to AKAZE and superior
to other algorithms. For scaling, brightness changing, and
contrasting, the quality of the algorithm is not much different
from most others. The difference in behavior on different
spectra is observed for rotation and shearing – as for most
algorithms, the quality in the X-ray spectrum drops faster.
This is true for all of the detectors except ORB, which
repeatability does not change. As an advantage, we can note
the fact that SURF detects the largest average number of
points in the X-ray spectrum – 1600, which is 1.5 times higher
than the next best algorithm for this parameter - BRISK.
For the visible spectrum, the number of points is inferior to
BRISK but superior to other algorithms.

2) DESCRIPTOR
Unlike the detection algorithm, the SURF descriptor per-
formed poorly. When rotating, changing contrast, blurring,
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TABLE 2. The number of transformations in which the detection algorithms showed the best/worst quality and the average number of detected
keypoints.

TABLE 3. Ratio of area under actual detector graph to area under ‘‘perfect’’ graph. Cell format is X-Ray/visible spectra values.

TABLE 4. The best/worst desrciptors for each type of transformation.

and scaling (in the visible spectrum), the algorithm works
worst of all, because, before the rest of the algorithms, it expe-
riences the quality drop when it correctly matches less than
half of the described points. With shearing in the X-ray spec-
trum, the algorithm does not work much better than the worst
descriptor – BRISK, but in the visible spectrum, they show
similar performance. The algorithm works relatively well
when changing the brightness, at some values it reaches the
quality of the SIFT that showed itself best in this experiment.
A significant change in behavior in different spectra can be
noted only for the change in brightness. We assume that the
explanation of this fact coincides with the explanation given
for the SIFT.

E. ORB
1) DETECTOR
In most experiments, ORB performed worse than other
algorithms and became the worst in the visible spectrum.

Especially poorly, the algorithm performs under scaling.
When decreasing the scale, the repeatability of the algorithm
quickly decreases to 0, while for other algorithms it remains
above 0.5. The repeatability plot for this transformation has a
stepped-like appearance which indicates poor ability to detect
keypoints on intermediate scales between image pyramid lay-
ers. However, it can be noted that under blurring the algorithm
shows moderate results comparable to BRISK and outper-
forming SIFT up to σ ≈ 7. The ORB also detects the smallest
number of keypoints. Changes in the algorithm behavior in
different spectra can be noted in brightness, contrast, and
blurring. For these transformations, repeatability decreases
slightly more slowly in the X-ray spectrum. A possible expla-
nation for this is that changing brightness and contrast leads to
clipping pixel values and that changes ORB descriptors as it
uses the pairwise comparison of pixel intensities. At the same
time, X-ray images contain mostly middle range (grey) pixel
values, so the clippings occur later for X-ray images than for
visible ones. Also, visible-spectrum images are characterized
by a lot of small details (e.g. in textures) that disappear when
blurred. Thus blurring changes detector comparing pixels’
intensity more strongly for such images.

2) DESCRIPTOR
The ORB description algorithm is of ambiguous quality.
In such transformations as changing brightness, rotation,
scaling, its quality decreases rapidly. At the same time,
when increasing the contrast for the visible spectrum,
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TABLE 5. Area under actual descriptor graph. X-axis is normalized to 1.
Cell format is X-Ray/visible spectra values. * – less is better.

TABLE 6. The number of transformations in which the description
algorithms showed the best/worst quality.

the proportion of correct matches of the algorithm is com-
parable to the best algorithms for this transformation (SIFT,
BRISK), and for blurring, the algorithm is superior to the rest.
The behavior when changing the brightness is noteworthy,
since there is a temporary decrease in the ratio of two nearest
descriptors.

As with other algorithms, a change in behavior for different
spectra is observed when changing the brightness and con-
trast. In addition, upon rotation in the X-ray spectrum, a small
plateau is observed in the vicinity of 0 for the fraction of
correct matches (if we exclude the identical transformation).
This plateau is absent in the visible spectrum.

F. BRISK
1) DETECTOR
BRISK outperforms other algorithms under increasing con-
trast. As well as AKAZE it also demonstrates the best
repeatability in experiments with changing brightness and
the best one after SURF in visible spectrum under rotation.
For other transformations, quality varies but never becomes
the worst. It should be noted that the algorithm detects the
largest average number of detected keypoints in the visible
spectrum – 7700. There are no significant changes in the
behavior of the detector when changing the spectrum, except
for the previously mentioned shearing and rotation.

2) DESCRIPTOR
The algorithm demonstrates moderate quality for all trans-
formations. Under shearing BRISK works worse than other

algorithms (comparable to ORB), however, under the shear-
ing, the quality of all algorithms, except SIFT, is poor. Most
significant behavior changes in different spectra can be seen
under changes in brightness, contrast, and blurring. A pos-
sible explanation for this was given in the discussion of the
results for the ORB detector.

G. AKAZE
1) DETECTOR
The algorithm has demonstrated good quality of work in most
experiments. For scaling and blurring experiments AKAZE
has become the leader among the compared algorithms.
When changing the contrast, the algorithm lags a little behind
BRISK in some places, but still performs well. For the rest of
the transformations, it shows moderate results. When chang-
ing spectrum the behavior changes for brightness transforma-
tion: repeatability drops for X-ray images faster.

2) DESCRIPTOR
As mentioned before, AKAZE was not involved in the study
of descriptors. In the experiments, we used OpenCV imple-
mentations of the algorithms and AKAZE implementation
requires descriptors computation only for points detected by
the same detector. This is not consistent with the design of the
experiment.

V. CONCLUSION
In this work, we studied the performance of wide-used key-
points detection and description algorithms (SIFT, SURF,
ORB, BRISK, AKAZE) applied to images taken in visible
and X-ray spectra. We also studied the robustness of the algo-
rithms to various transformations (rotation, shearing, scaling,
brightness and contrast changes, Gaussian blur).

We confirmed the assumption about the difference in the
behavior of algorithms when working with images in X-ray
and visible spectra. First of all, in the images of the X-ray
spectrum, all algorithms detect a significantly smaller number
of keypoints, which can adversely affect the quality of the
computer vision systems that use keypoints. SURF showed
the best quality among detection algorithms on X-ray images,
and on visible ones, it shares the primacy with AKAZE. The
worst detection quality was observed for SIFT and ORB for
X-ray and visible spectra respectively. It is shown that in the
X-ray spectrum all detection algorithms are less robust for
rotation and shearing. For the rest of the studied transforma-
tions, in general, there is no significant change in the quality
of both keypoints detection and description.

SIFT became the best descriptor in our experiments, and
SURF became the worst one. Note that the AKAZE descrip-
tor, due to the limitations of its software implementation and
the specifics of the experiment, did not participate in the
comparison. Taking into account the fact that SURF uses
similar principles of keypoints detections as SIFT, one should
expect that a SURF detector paired with a SIFT descriptor
will give the best performance in the majority of applications.
We plan to investigate this issue in more detail in future work.
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Note that the performed experiment for comparing descrip-
tors has a drawback: it calculates descriptors, at the nodes of a
regular grid (see Fig.5), which makes the comparison fair, but
does not guarantee that selected pixels and their vicinity are
informative. It can lead to poor quality of keypoints matching.
In the future, we plan to conduct additional experiments to
take described drawback into account. In addition, we plan to
add neural network detectors and descriptors into the study.

In addition, the speed of the algorithms was not investi-
gated, which is certainly important for real-time application.
Although it is beyond the scope of this paper, we are planning
to include relevant studies in further works.
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