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ABSTRACT Recommender systems, which suggest relevant products to internet users, have become an
integral part of our daily lives. The factors responsible for their success from the different stakeholder
perspectives, however, have never been thoroughly investigated. This study proposes a novel model for
measuring the success of recommender systems that consolidates different success factors. The model is a
modified version of the DeLone andMcLean Information Systems Success Model with trust as an additional
latent variable. The model was evaluated in an empirical study with PLS-SEM. The proposed model exhibits
a high predictive power and all structural paths were significant. The integration of trust is an important
contribution as the path between information quality and trust yielded the highest path coefficient. The
proposed model can be used by recommendation system providers to explain and predict the successful
use of the systems and to improve business processes.

INDEX TERMS Information systems success model, PLS-SEM, recommender systems, success factors.

I. INTRODUCTION
Over the recent years, recommender systems have found
their way into everyday lives. These ubiquitous tools and
techniques suggest items1 of interest to internet users. The
items can have a different nature, for example, it can be a
product to buy or a movie, streaming on Netflix. The main
goal of a recommender system is to ease decision-making
in the case of several alternatives, by providing appropriate
information and relevant selection options [1]. In many cases,
suggestions are personalized, e.g., book recommendations on
e-Commerce platforms like Amazon.com, which take into
account user preferences in the best way [2].

The business reasons for implementing recommender sys-
tems are selling more items, diversifying items sold, improv-
ing user satisfaction, increasing user fidelity, evaluating user
preferences among others. All of these may be attributed to
an increase in business value. Both researchers and industry
representatives have shared interests in the domain, which
resonates with data accessibility and the steady improvement
of algorithms [1]. Recommender systems are, in fact, a good
example of large-scale use of machine learning techniques in
commercial applications [3].

The associate editor coordinating the review of this manuscript and

approving it for publication was Nikhil Padhi .
1An item refers to an entity that is being suggested to the user [1].

The effect of recommender systems is difficult to judge,
let alone the determination of whether such a recommender
system was successful. The success may include achieve-
ments from an economic point of view but is likely not
limited to this aspect. Currently, only a few companies like
booking.com [4] or Airbnb [5] publish their findings and
metrics on which they evaluate the success (e.g. economic
feasibility) of a recommender system. Hence, it appears that
the evaluation of the actual success or the determination of
key contributions to the success of recommender systems are
oftentimes neglected.

Consequently, a clear research gap can be identified. There
is no specific model that assesses the success factors of
recommender systems. To the best of our knowledge, there is
currently no study that gathered different factors and metrics
from literature and puts them to the test in a success model.

This study aimed to examine the different success factors
of recommender systems. In essence, it proposed a model
that is based on the DeLone and McLean information system
success model [6], [7] and modified it for the application to
the recommender system domain.

The proposed model was examined at the interviews
with recommender systems experts and next in the empir-
ical study with PLS-SEM. The result is a comprehen-
sive model that portrays the success of recommender
systems.
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FIGURE 1. DeLone and McLean model for information systems success.

This paper is organized as follows. The first chapter pro-
vides a short introduction to the research topic, formulates a
problem statement and the research goals.

Chapter 2 introduces the underlying DeLone and McLean
Information Systems Success Model. It also discusses the
reasons for using PLS-SEM and its possible implications.

Chapter 3 provides a comprehensive methodological
overview of the study. It discusses stages of the model devel-
opment and evaluation. The methodology of the empirical
study is explained, ranging from the questionnaire formula-
tion to the process of conducting the survey. The measures
and implications of data preparation are also described.

Chapter 4 is the results and discussion section. First, the
data evaluation process is discussed and descriptive statistics
are reported. Then, the proposed model is analysed and dis-
cussed.

Chapter 5 is the conclusion section, which summarizes the
main findings of the study.

References list finalizes the study.

II. THEORY
A. THE DeLone AND McLean INFORMATION SYSTEMS
SUCCESS MODEL
The model that was applied in this research is based on
the DeLone and McLean information systems success model
(D-M model). The D-M model was introduced in 1992 in
an effort to model information systems success [6]. 10 years
later, in 2002, the model was updated and revised by DeLone
and McLean [7]. The model was updated since empirical
research has failed to account for the interdependent and
multidimensional nature of information systems success.
And more, the model was not applied uniformly as stud-
ies tested different relationships between the constructs [8].
The updated by DeLone and McLean model is depicted in
Figure 1.

One of the main changes was the introduction of the ser-
vice quality dimension, which represents the significance of
service and support in e-Commerce [9]. A second change of
the original model included the ‘‘intention to use’’ construct,
which represents the attitude of users, as an alternative to the
‘‘use’’ [9]. In the context of recommender systems, adding
‘‘intention to use’’ allows us to highlight and measure the
reasons why users utilize internet services.

The third change was the combination of organizational
impact and individual impact to a single net benefits con-
struct [9]. DeLone and McLean argue that the use of net
benefits might be more parsimonious but likely the most
accurate representation of the final success variable. Net
benefits regard the fact that no result is entirely positive or
negative. Different stakeholders have different views on what
is a benefit to them. Thus, one of the main advantages is that
the construct allows to assess benefits at various levels.

The model allows scholars to define the research con-
text and set the focus to whatever is deemed more relevant.
Urbach andMüller proposed a way to interpret the model [9].
An information system may be evaluated by considering
information quality, system quality and service quality. These
characteristics influence the use or intention to use but also
the user satisfaction. Benefits will be gained by using the
system. These net benefits (either positive or negative) in turn
influence the user satisfaction and use of the system [9].

The enhanced D-M model was shown to be a reliable
framework for IS success measurements. It is commonly used
to assess and understand the dimensions that make up IS suc-
cess. Hence, applying this model to understand recommender
systems success is a reasonable approach that is also backed
up by previous literature.

B. PLS-SEM
This section argues and explains why Partial Least Squares
- Structural Equation Modelling (PLS-SEM) was chosen for
this study and discusses the implications of using PLS-SEM.

1) INTRODUCTION TO PLS-SEM
The statistical basis for PLS-SEM was developed between
the mid-1970s and mid-1980s. The approach was origi-
nally designed for social and behavioural sciences but since
has gained considerable popularity in business management
research. PLS-SEM approximates partial model structures,
which are defined by a path model. It combines both prin-
cipal components analysis and conventional least squares
regressions. PLS-SEM is often viewed as an alternative to
CB-SEM, a covariance-based technique, due to the less
restrictive demands regarding data distribution, types of vari-
ables and actual sample size [10], [11].

The basic principles deserve further elaboration. PLS-SEM
is a multivariate approach that applies statistical methods
to analyse multiple variables simultaneously. SEM allows
researchers to use unobservable variables.2 These variables
can be, for example, abstract concepts like trust or satisfaction
which cannot be assessed directly. Instead, a set of indicators
are measured which in turn are used to estimate the unob-
servable variables. They can be considered proxy variables
that describe an aspect of a much larger, but abstract concept.
Thus, combining multiple items may be used to assess a
construct [12].

2The unobservable variables are often called latent variables or constructs.
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2) CHARACTERISTICS OF PLS-SEM
Compared to its alternatives, PLS-SEM is applicable when
the underlying theory is not thoroughly developed. Rigdon
provides arguments supporting this claim [13]. In the con-
text of our study, we assumed that PLS-SEM can handle
the exploratory components and the associated uncertainties
well.

Another benefit is the higher statistical power achieved
with PLS-SEM in comparison to factor-based SEM. Conse-
quently, PLS-SEMhas a higher chance of discovering signifi-
cant effects when they are indeed significant [14]. According
to Chin [15], higher statistical power allows applications in
exploratory research where the theoretical knowledge is lim-
ited, andwhere the prioritymight lie in identifying substantial
effects [14], [15].

Some key data characteristics should be emphasized.
PLS-SEM is a non-parametric method. Thus, no assump-
tions on the distribution of available data are made,
which allows for analysing non-normally distributed data.
PLS-SEM also handles small sample sizes well and still
reaches high levels of statistical power without identifica-
tion issues. Small sample sizes generally work well and
do not have an impact on the biases in most cases, e.g.
when examining effects like multi-collinearity or misspeci-
fication. PLS-SEM also handles missing values effectively
if they do not exceed a reasonable level (e.g. below 5%
for each indicator). Then, missing value treatments like
mean replacement can be applied with a little impact on the
results [12].

Another aspect is the possibility to evaluate item weights.
Individual item weights can provide valuable insights as one
can determine the relative importance of an item’s contri-
bution to the composite variable within a specific context.
In other words, researchers can use the item weights to
describe the relationship between an item and other com-
posites in the model. When measuring a construct like
user satisfaction, scholars can determine which items are
relevant for user satisfaction [12]. However, it must be
accepted that the proxies are not equivalent to the con-
structs they replace. These proxies are weighted compos-
ites of other variables that create the model together. They
are approximations and act as a stand-in for the construct
itself [13].

When the weights are determined, the algorithm shows a
specific score for every composite and every observation [17].
Then, ordinary least squares regression is used under the
premise of minimizing the error associated with the endoge-
nous constructs. Thus, PLS-SEM approximates the path
model relationships, i.e., the coefficients which maximize the
R2 of each endogenous construct. According to Hair et al.,
it is a reason why PLS-SEM is a viable method for theory
development and explanation of variance, i.e., prediction of
constructs [12]. It is also a reason why PLS-SEM is often
referred to as a variance-based approach [12]. These features
contributed to choosing PLS-SEM over its alternatives for
this study.

Further, PLS-SEMcan handle complexmodels, i.e. models
that incorporate a large number of structural model relations.
Both reflective and formative measurement models can be
implemented. The number of items describing a construct
can be quite diverse as well. PLS-SEM can manage con-
structs with multiple items and single-item constructs. How-
ever, in its original form PLS-SEM cannot handle circular
relationships [12].

Another limitation of PLS-SEM is that there is no widely
established goodness-of-fit measure. Thus, its application for
testing and confirming theories is generally limited. Liter-
ature advises caution when using goodness-of-fit measures
to validate PLS-SEM models [14]. Some authors have, nev-
ertheless, have sought to address this issue. For example,
Henseler et al. applied the standardized root mean square
residual (SRMR) measure to approve or validate the under-
lying measurement Model [18]. It determines the squared
difference between the correlations implied by the model and
the observed correlations [18]. A more detailed description
can be found in the work of Hu and Bentler [19].

III. DATA AND METHODS
The exploratory character of the study demands a clear frame-
work that serves as a general guideline. This chapter serves as
a comprehensive methodological reference for the study. The
application of SEM shapes the approach taken throughout
the model design, instrument development and data analysis
phases.

A. MODEL DESIGN
As previously discussed, the proposed model is based on
the DeLone and McLean (D-M) information systems success
model. To serve the purpose of research, the original D-M
model was modified.

Certain changes were made because of PLS-SEM
constraints: due to the inability to handle circular relation-
ships [12], the reverse impact of net benefits on usage inten-
tions/use and user satisfaction was removed. Further, the
relationship of usage intentions/use and user satisfaction is
bidirectional, which cannot be handled by PLS-SEM as well.

There are samples of the D-M model modifications, con-
necting usage intentions/use to the user satisfaction con-
struct [20], i.e. with the path arrow, which points from the
use towards user satisfaction. For the purpose of this study,
a connection from user satisfaction to use was established.
The rationale behind this is that the satisfaction, triggered by
the use of a recommender system, causes an increase in the
use. Further, it could be argued that the indicators for the use
construct reflect the intention to use aspect better. This choice
is also supported by the results of the empirical study - the
path coefficient is higher when user satisfaction is connected
to the use and not the other way around.

As compared with the original model, the service quality
dimension is omitted. In the case of recommender systems,
direct contact between users and the support team of the
recommender systems provider is rather rare. Commonly,
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FIGURE 2. Proposed model with research hypotheses.

recommender system providers do not have dedicated support
for their recommendation engine.

Another significant change is that trust was added as a
construct. The reasons for that supported by relevant literature
references are provided in the next chapters.

1) HYPOTHESES
The hypotheses under investigation are listed in Table 1. They
essentially describe whether the constructs have a significant
positive effect on others constructs.3 The hypotheses corre-
spond to the paths in the proposed model.

Figure 2 shows the proposed model with the respective
hypotheses.

Since trust is a newly introduced latent variable andwas not
a part of the original D-Mmodel, underlying hypotheses need
to be discussed. First, it is assumed that trust has a significant
effect on both usage (H3) and user satisfaction (H4). The idea
behind H3 is that when users trust the system, it has a positive
effect on the usage of the system. For example, users tend
to use the system more often if they trust it. Secondly, H4
assumes that trust has a significant positive effect on user
satisfaction. For instance, if users trust the system, they are
more likely to appreciate the assistance of the system. The
path between information quality and trust (H10) proposes
that information quality affects trust in a positive way. For
example, when the recommendation is accurate, up-to-date
and easy to grasp, then the trust in the system is higher.

2) MEASURES OF THE CONSTRUCTS
The following section elaborates on the constructs and items
of the model. The items for the constructs were chosen based
on a systematic review of applying the D-M model literature
sources.

a: SYSTEM QUALITY
System quality encompasses the preferred characteristics of
an e-Commerce system. Thus, integrating measures of the

3The significance of effects is evaluated by examining the p-values in
SmartPLS bootstrapping algorithm. The effect is considered significant
when the p-values are below 0.05, whereas values exceeding this threshold
are deemed not significant.

TABLE 1. Hypotheses of the proposed model.

system itself to form the construct is a viable approach.
System quality measures typically tend to focus on measures
describing usability and performance [9]. The relative impor-
tance of the underlyingmeasures is subject to change depend-
ing on the environment and context. In the e-Commerce
domain, users are most likely customers and not employees.
In that case, using the service is a voluntary decision. Poor
usability or usefulness would deter customers from using the
service. In addition, if the service quality is insufficient many
benefits may not be realized [21].

Table 2 shows the proposed measures that reflect the sys-
tem quality of recommender systems.

Multiple criteria were used to evaluate whether a measure
fits into the model. Firstly, it should portray an important fea-
ture or functionality of a recommender system. Secondly, the
measure should align with that applied in the D-Mmodel. For
example, the works of DeLone and McLean [7] and Urbach
and Müller [9] give a comprehensive list of measures that
can and have been used for system quality. Also, the measure
should be used in the recent and relevant literature, prefer-
ably in the context of recommender systems and PLS-SEM.
This includes studies conducted by Nilashi et al. [23],
Ali et al. [22], and Ramadhanti and Slamet [20].

b: INFORMATION QUALITY
Information quality includes preferable characteristics of the
information system’s output [9]. For recommender systems,
it includes the generated information, when a user looking for
an item on an e-Commerce website. Information quality does
not only include the quality of retrieved information; it also
encompasses the usefulness of information [9].

In the e-Commerce domain, the website is a key factor
when it comes to information quality. It supplies information
on different products and services which helps customers
to buy products [22]. This is also a front-end where rec-
ommender systems come into play. Recommender systems
generate information, describing items to be presented to the
users.
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TABLE 2. Service quality measures.

TABLE 3. Information quality measures.

Presented in Table 3 measures characterise the quality of
information that recommender systems provide. They align
with the items provided by DeLone and McLean [7] and are
used in the recent and relevant literature. For all given in
Table 3 information quality measures, supportive studies both
in recommender system and applied PLS-SEM were found.

c: TRUST
Trust is an important matter of discussion in the recommender
system domain. In fact, the literature covers it extensively
in different contexts. Some studies closely relate trust to
security and privacy [29]–[31]. For one, recommenders may
have access to personal user information and thus there is
a possibility of data leaks. In addition, attacks on recom-
menders can affect recommendations, e.g. shilling attacks
can result in biased recommendations [29]. Trust can also be
used to generate more accurate recommendations, e.g. movie
recommendations relying on trust ratings of users in social
networks [32]. Another study investigated the effects of trust
on the acceptance of recommendations [33].

Trust and privacy were introduced as an addition to the
D-Mmodel in the study byAli et al. [22]. The study evaluated
e-Commerce success using a modified D-Mmodel. The eval-
uation was performed with PLS-SEM. The study concluded
that trust and privacy affect user satisfaction in addition to
system and service quality [22]. Authors [23] assumed that
trust is one of the primary factors that influence the success
of recommender systems in the e-Commerce domain. They

TABLE 4. Trust measures.

applied a trust model on two e-Commerce sites where trust is
influenced by website quality, recommendation quality and
transparency. The study was evaluated using PLS-SEM and
reported many intriguing findings. For example, it found that
solely focusing on recommendation quality is not enough;
and to increase the adoption of recommendations, factors
influencing trust also need to be considered.

As the importance of trust and its consideration in literature
has been established, the items can be examinedmore closely.
The items to measure trust are shown in Table 4.

Since trust is not a part of the original D-M model, further
clarification of the measures may be required. Trustworthi-
ness refers to what extent users consider a recommender sys-
tem as reliable and faithful. If a recommender is not deemed
as trustworthy, users may refrain from using it. The trust in
benefits measure assesses the user’s beliefs in the benefits
that users may potentially gain from using the system. The
explanations measure ascertains if explanations help users
to build trust in the recommender system. Explanations can,
for example, be a clarification of why these specific items
were recommended to a user. In this context, some stud-
ies also relate transparency to explanations [23]. Privacy is
another factor affecting trust. For the purpose of this study,
the privacymeasure focuses on the confidentiality of handling
users’ data. In other words, it ascertains if the prevention of
third-party access or inferring user data should be considered
a priority.

d: INTENTION TO USE/USE
The intention to use/use construct describes the possibility
and nature of the usage of an information system (IS). The
use of an IS is a very wide construct, which can be assessed
with a variety of different measures. When using an IS, e.g.
a recommender system, on a voluntary basis, its usage can
be representative of its success. On its own, the timespan a
system is used is not a successmeasure. As there are problems
in interpreting the use as a dimension, DeLone and McLean
proposed the intention to use it as an alternative [7].

The technology acceptance model (TAM) proposed by
Davis [36] provides a thorough concept that can be applied to
describe the use of an IS. The TAM variables are independent
and include perceived ease of use, attitude toward use, inten-
tion to use, actual use and perceived usefulness [36]. It covers
the dimension of system use to a large extent [16].

The measures, adapted to the domain of recommender
systems, are presented in Table 5.
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TABLE 5. Intention to use/use measures.

Note that while the intention to reuse is a part of the use
construct in Urbach and Müller [9], DeLone and McLean [7]
have assigned customer retention to the net benefits construct.
In the context of recommender systems, arguments for fitting
retention of users either construct can be made. For this study,
retention was placed in the use/intention to use construct as
the original definition of the construct entails both nature and
amount of use. However, one can argue that from the provider
perspective it would make sense to place customer retention
in the net benefits section if it is an important element of the
business model.

Petter et al. list the purpose of use as a valid measure of sys-
tem use [37]. Ultimately, the purpose of using recommender
systems includes easing the decision-making process as they
are often designed to help users to cope with information
overload [41].

e: USER SATISFACTION
As the name implies, user satisfaction measures the level
of satisfaction that is achieved when using the information
system [37]. It is, in fact, considered as one of the most
important constructs in the D-M model. User satisfaction is
particularly important when the use of the system is manda-
tory or involuntary and when the amount of use is considered
as an inappropriate indicator of system success [9]. For the
recommender systems, their use is often involuntary, but
rather the use of the service is voluntary. Thus, user satis-
faction could be one of the most important measures as the
recommender system can deter users from using the service at
all (for example, when the recommender constantly provides
irrelevant results). Table 6 outlines the items that were used
to measure user satisfaction in this study.

System satisfaction refers to whether the system
performance and functionality meet user expectations.
Appreciation assesses if the recommender system is generally
welcomed by its users. The overall satisfaction is intended to
assess the general level of satisfaction that the recommender
system provides. It serves as a way of identifying to what
extent delivering satisfaction to the user is important for
a recommender. For example, a recommender system can
provide good results without triggering a feeling of satisfac-
tion in the user. A user might not even notice the presence
of a recommender system and, as a consequence, will not

TABLE 6. User satisfaction measures.

associate the results with the underlying recommender sys-
tem. Lastly, information persuasion aims to describe whether
users believe that going for the suggestions is a good decision.
The measure determines to what level the recommender can
convince users of their propositions and ultimately influence
user satisfaction.

f: NET BENEFITS
Net benefits describe to what degree information systems
influence the success of the various stakeholders. As men-
tioned previously, the updated D-M model combines the
constructs of individual and organizational impact to a single
construct. The choice, which impact should be examined
ultimately depends on the study purpose and depth of anal-
ysis. Some researchers evaluate net benefits as investments,
through financial measures like market share, profitability,
ROI etc. Others avoid these quantifiable measures as in
many cases benefits may not be quantifiable using numerical
measures. However, a significant number of studies assess
the benefits using both individual and organizational dimen-
sions [9].

Table 7 provides an overview of the net benefits measures
used in this study.

User engagement describes the intensity of involvement
that users experience when using a recommender system. For
example, users can actively apply the recommender system
options, or the system may run in the background and users
even might not notice it. Profit refers to the income that the
provider can achieve with a recommender system.

Further, customer acquisition refers to the increase in the
number of users induced by the recommendations. Never-
theless, a large increase of users is not necessarily a long-
term benefit. A sudden increase in users, e.g. due to a sales
promotion can be temporary. Thus, a measure that indicates
whether the users will remain active and keep on using the
services is needed. Customer loyalty (or customer retention)
was added to the list of measures as it represents if users
keep on using the service. It may be used to indicate how the
recommender system influences loyalty as well. Productivity
describes all aspects related to user output.

Competitive advantage is a measure outlining the level
of differentiation the provider can achieve considering com-
petitors. Jannach and Adomavicius [24] discuss the recom-
mender’s ability to differentiate the providers’ service from
its competitors as an important purpose of a recommender.
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TABLE 7. Net benefits measures.

Further, a competitive advantage can be achieved by increas-
ing the switching costs, which are costs incurred when a user
is trying to switch to a competitor. The study by Sharma and
Aggarwal discusses different factors that allow e-businesses
to gain a competitive advantage over other businesses [35].

The ability of a recommender system to collect, provide
and then apply the user-related information is reflected in the
‘‘learning user preferences’’ measure. The ability to under-
stand user preferences is obviously important for the provider.
A provider can, for example, determine user preferences
directly by allowing users to express their preferences [24].
Finally, willingness-to-pay represents the recommender sys-
tems effect on the user’s decision to pay for the services or to
buy a proposed item. A study by Adomavicius et al. discusses
the measure in more detail [43].

B. EMPIRICAL STUDY
Data gathering was conducted by the means of an empirical
study (survey). The steps of the process are elaborated in this
section.

1) QUESTIONNAIRE
The questionnaire was created using Google Forms and con-
tains a short introduction, a demographic part and the model
evaluation-related questions. The questionnaire incorporated
a total of 36 questions, of which 30 questions were the items
for the model evaluation. The time to answer the question-
naire was assumed to be around 12-15 minutes.

After allocation of the items from the literature, they were
checked in expert interviews. Three independent experts in
the recommender systems domain were consulted via e-mail
and Skype calls. With the help of expert feedback, both the
model and the questionnaire were significantly improved.

The choice of survey candidates was a key task. The
candidates should have a certain level of knowledge in the

domain of the recommender systems to reasonably assess
the importance of their success factors. An ideal way to find
experts would be to contact researchers, who have recently
published on the topic of recommender systems.

The demographic part (which asks for gender, age, educa-
tion level and business domain) was moved to the end of the
survey. This ensures that the candidates do not fatigue early
in the survey process and keep a high level of concentration
when answering the questions related to the research model.

Because of PLS-SEM, the measurement scales used in the
questionnaire require clarification. The demographic ques-
tions, where respondents were asked e.g. to indicate their
profession, have a nominal scale. For the questions that were
used to evaluate the model, a five-point Likert scale was used.
As Hair et al. noted, both ratio scales and interval scales can
be used with multivariate analysis [12]. However, the Likert
scale is an ordinal one and, consequentially, an equidistance
between the scale points needs to be assured. A five-point
Likert scale with the categories of strongly disagree (1),
disagree (2), neutral (3), agree (4), strongly agree (5) assumes
that the distances between strongly disagree and disagree and
also neutral and agree are the same.

A Likert scale for PLS-SEM should have symmetry of
items around the middle (neutral) category and clear lin-
guistic qualifiers for the respective category. Because of the
symmetric scaling, the equidistance between items is more
likely to be perceived. When the Likert scale can be consid-
ered as both equidistant and symmetrical it can be compared
to an interval scale. Thus, the ordinal Likert scale can be
considered as an approximated interval scale that can be used
for PLS-SEM [12].

2) DATA COLLECTION
The main source for collecting contact data was research
papers, published by the target audience. There are important
criteria for papers selection. The source should be recent and
relevant to the domain of recommender systems. A recent
publication implies that survey candidates have recently been
active in the domain. Hence, it can be assumed that the
answers of respondents reflect the current state of the domain.
Therefore, the publication timeframe for literature sources
was primarily limited to the period between 2017 and 2020.

During this study, more than 3300 papers were exam-
ined. Contact data were gathered from the papers using a
PDF scraper, programmed in python. The approach greatly
increased the efficiency of the data collection process as
the time to collect e-mails of responders was significantly
reduced. To ensure that the e-mail addresses are unique,
duplicate e-mail addresses were removed from the database.

3) CONDUCTING THE SURVEY
At the first stage, an invitation to participate in the survey was
sent out. The invitation informs candidates why they were
contacted. The purpose of the survey was briefly explained
and how the input of responders will be evaluated. The
estimated survey time was mentioned and then the survey
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link was provided. It was mentioned as an incentive, that
the research results will be provided to responders if they
request it. Candidates were also invited to provide feedback
and to contact the authors in case they have any questions.
The survey also outlines confidentiality and reminds poten-
tial responders that data will be processed anonymously and
treated as strictly confidential. After one week, a reminder
was sent out in order to increase the response rate.

C. DATA PREPARATION
Data, gathered during the survey process, are not flawless.
For example, some values could be missing, the survey could
have accidentally been submitted multiple times etc. This
section briefly discusses the steps taken in the context of data
preparation.

Recommendations on how to properly conduct data prepa-
ration for PLS-SEM are provided by Hair et al. [12]. The
problems and solutions that were applied for this study are
shown in Table 8.

In addition to the rules of thumb, outlined in Table 8,
other options to deal with missing data are also available
in SmartPLS 3. Case-wise deletion would remove certain
observations if values were missing. Pairwise deletion, on the
other hand, uses all valid data and ignores missing values. It is
advisable to do this when large amounts of data are missing,
i.e. when mean-replacement is not reasonable. Lastly, regres-
sion approaches can be used but they are generally advised
against.

Suspicious response patterns can be identified using visual
examination, mean, variance, and check of the values. A typ-
ical response pattern would be straight-lining, where users
choose the same answers for the majority of their responses.
Such responses should be removed.

Outliers are usually extreme responses and should be inter-
preted in the study’s context. If a researcher can explain the
reasons for outliers, they should be kept in the study. Never-
theless, the impact of outliers on the study should always be
considered.

Another point to examine was the kurtosis and skewness
of the data. While PLS-SEM can handle non-normally dis-
tributed data, it should not be extremely non-normal. Extreme
non-normal distributions can lead to problems when it comes
to determining the parameter’s significances [12].

IV. RESULTS AND DISCUSSION
A. DATA EVALUATION AND FURTHER PREPARATION
Out of the 6289 candidates contacted, 133 responses were
received, from which 120 were selected as valid. The
response rate of valid responses is about 1.9 %. The low
response rate can be partially attributed to the fact that the
surveywas conducted during the holiday season. Three empty
responses were removed. Verification of duplications was
done by the analysis of timestamps of responses in Google
Sheets. The timestamps revealed that the identical entries
were in fact consecutive submissions and therefore the dupli-
cate entries were removed.

TABLE 8. Considerations regarding data preparation.

Suspicious response patterns, e.g. straight-liners, were
identified by checking the standard deviation of the responses
(cases, when the standard deviation is zero). Further, a visual
examination was also applied. If only one or two answers
differed from the rest of the answers, then they could also be
considered as straight-lining as well. In this study, 8 unique
answers exhibit straight-lining and were deleted following
Hair et al. advice on the ‘‘garbage in, garbage out’’ rule,
meaning that inexplicable research results are often the con-
sequence of improper data [12].

The number of missing values in the remaining set of
observations was remarkably low. In the selected as valid
120 responses, a total of only 10missing values occurred. Out
of the 30 model related questions, 22 do not have any missing
value. Also, no responder left outmore than onemodel related
question in the questionnaire. Regarding the indicators, two
missing answers occurred only for one indicator. This corre-
sponds to 1,67% of missing values. Following the criterion of
Hair et al. [12], a mean replacement can be used in SmartPLS
3 as it is below 5%.

B. DEMOGRAPHIC DATA EVALUATION
Almost 72 % of the respondents were male and more than
28% of respondents were female. Most respondents were
between 30-39 years old (38.3%), followed by the group
respondents between 20-29 years of age (30%). These two
subgroups form the majority of responses. Then, the number
of responses decreases as the age groups increase. All respon-
dents have completed a form of higher education starting with
a bachelor’s degree.4 In fact, the number of valid responses
increases with higher levels of education. Almost 62% of
responders have received doctorate degrees followed by close
to 31% of master’s degrees with the rest carrying bachelor’s
degrees.

C. MODEL EVALUATION
1) REFLECTIVE MEASUREMENT MODEL EVALUATION
a: CONVERGENT VALIDITY AND INTERNAL CONSISTENCY
RELIABILITY
The first step includes the evaluation of the indicator loadings
and their impact on the average variance explained (AVE).

4The fact that all responders have a high educational background can
be easily explained by the allocation of e-mail addresses from research
publications.
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The review of indicator loadings and the AVE are part
of the convergent validity concept. It describes to what
extent the indicators correlate with other remaining indi-
cators of the particular construct. Higher outer loadings
mean that the indicators are quite similar [46]. Note, that
reflective measurement implies that the indicators are similar
because the aim is a maximization of the overlap in-between
indicators [12].

Loadings above 0.70 are generally accepted and recom-
mended as it implies that 50% of the variance of the indicator
is explained. This is because the indicator reliability, i.e.
amount of explained variance, is the square of its loading [10].
Examination of the loadings in Table 9 shows that all indica-
tors fulfil this requirement.

There are many other measures for assessing construct
validity, including Cronbach’s alpha and composite reliabil-
ity. Higher values imply higher reliability. For composite
reliability, values between 0.6 and 0.7 are deemed accept-
able when performing exploratory research. Further, values
ranging from 0.7 to 0.9 reach from ‘‘satisfactory to good’’.
Cronbach’s alpha relies on similar threshold values but gen-
erally exhibits lower values. While the values of Cronbach’s
alpha are unweighted and therefore less precise, composite
reliability exhibits higher reliability because indicators are
weighted based on individual indicator loadings of the con-
struct. The composite reliability might be too permissive,
whereas Cronbach’s alpha is likely too conservative. The
actual reliability may lie somewhere in between those two
measures [10], [46].

b: DISCRIMINANT VALIDITY
There is a lot of discussion on the topic of establish-
ing discriminant validity. The two traditional measures are
the assessment of cross-loadings and the evaluation of
the Fornell-Larcker criterion. For cross-loadings, the cross-
loadings for the latent variable itself should be higher than the
ones on the other latent variable. A matrix is evaluated where
the non-diagonal elements are the correlations between the
constructs. The diagonal is the square root of the AVE. Dis-
criminant validity is established when the square root of each
AVE value, i.e. the values in the diagonal, are greater than
the values below the diagonal. These are the correlations of
the construct to the other remaining constructs. Nevertheless,
both criteria are not considered reliable when it comes to the
determination of discriminant validity [47], [12].

Instead, authors like Henseler et al. have proposed the
Heterotrait-Monotrait ratio of correlations (HTMT) for the
verification of discriminant validity. It measures the indicator
correlations throughout the latent variables relative to the
correlations within the latent variable [47]. It can either be
used as a criterion, where values are compared to a threshold
or as a statistical test that relies on bootstrapping. If it is
used as a criterion, the threshold for the HTMT is subject
to debate. In many cases, either 0.85 or 0.9 are proposed.
For example, when the threshold is 0.9 and the HTMT is
below 0.9, then discriminant validity is established. When the

HTMT is used as a statistical test, then bootstrapping is used
to determine confidence intervals for the HTMT. The inter-
vals should not contain the value one to confirm discriminant
validity. In their simulation study, Henseler et al. used a one-
tailed 90% bias-corrected confidence interval and examined
whether it includes the value one [47]. A recent study by
Hair et al. indicated that this approach is contemporary and
suggest the same criteria and threshold values [48].

All variants were found to reliably detect discriminant
validity and their main difference is their specificity. The
choice often depends on sample size as the inferred HTMT
does not perform as well for larger sample sizes [47]. For
the evaluation of the proposed model, an HTMT thresh-
old of 0.9 was assumed. Initially, discriminant validity was
not supported given as the values exceeded 0.9 twice (for
usage->system quality and user satisfaction->system qual-
ity). For handling problems regarding HTMT authors follow
the guidelines proposed by Henseler et al. [47]. To decrease
the HTMT we consider the elimination of items that have
a strong correlation to the other construct. Another option
would be reassigning the problematic indicators to the other
latent variable in case the underlying theory allows it [47].

Following these recommendations, the SYQ_2 measure
was removed from the system quality construct. It also had
the lowest outer loading of the remaining indicators. The
HTMT results for evaluating discriminant validity are shown
in Table 10.

The system quality->information quality HTMT is high
but still below the threshold. Two further cases (trust ->
information quality and user satisfaction -> system quality)
are approaching 0.9 too. Still, all the values are below the
assumed threshold and thus discriminant validity is estab-
lished.

2) STRUCTURAL MODEL EVALUATION
a: COLLINEARITY ASSESSMENT
The first step is the review of collinearity metrics to ensure
that the results are unbiased. The evaluation was performed
using the variance inflation factor (VIF) metric. While values
above 5 indicate possible collinearity, it can still occur for VIF
values between 3 and 5. Thus, VIF values should ideally be
below 3. [10]

Table 11 shows a summary of the inner VIF values. In fact,
all values are below 3, which ensures that the results are
unbiased.

b: PATH MODEL COEFFICIENTS
The next step is the assessment of the path model coefficients.
These coefficients portray the hypothesized relationships
between the constructs. The values are typically between
+1 and −1, where plus indicates a positive relationship and
minus a negative relationship. The closer the values are to 1,
the stronger the relationship. Consequently, the closer the
values get to 0, the weaker the relationship. Bootstrapping
was used to obtain the values and their confidence intervals
for assessing the statistical significance [10], [12].
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TABLE 9. Summary of inner VIF values.

TABLE 10. Summary of convergent validity and internal consistency metrics.

The recommendations of Hair et al. [12] for bootstrapping
were applied. 5000 subsamples were used for the procedure
and parallel processing was selected. For the path coeffi-
cients, basic bootstrapping is sufficient, however, for a more
extended evaluation including HTMT or internal consistency
measures, complete bootstrapping can be run. The Bias Cor-
rect and Accelerated Bootstrap and the two-tailed test type
were selected. The significance level was set at 0.05.

Note, that both t-values and p-values can be used for the
assessment. For two-tailed tests, the t value of 1.96 corre-
sponds to a p-value of 0.05. There are examples of studies
in the e-Commerce domain applying the D-M model where
either t-values [20] or p-values [22] were reported. This
study interpreted the p-values to evaluate the significance
levels. Additionally, confidence intervals were analysed. If an
interval does not include a zero, then a significant effect is
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TABLE 11. Summary of HTMT values.

TABLE 12. Summary of path coefficients and significance.

assumed. SmartPLS 3 also allows evaluating bias-corrected
confidence intervals [12].

The results of the bootstrapping including the path coeffi-
cients and bias-corrected 95% confidence intervals are shown
in Table 12.

The evaluation shows that three paths have p values higher
than the selected significance of 0.05 (p≥ 0.05). These paths
are INQ->USE, INQ->USS and USS->NEB in descending
order of p-values. The p-value of INQ -> USE is extremely
high at 0.864 and the path coefficient is close to zero (0.018).
This means that a fundamental change in the model is nec-
essary, e.g. the path needs to be deleted or the information
quality construct needs to be re-evaluated (e.g. replaced by a
more suitable construct, redefined or removed). The fact that
the p-value of INQ->USS is 0.213 also supports the idea of
reviewing the information quality construct. USS->NEB has
a p-value of 0.060 indicating that minor changes are required
to get a significant result (p < 0.05). Two of the problematic
paths lead to or from the USS construct and thus attention
must be paid to this construct as well.

A review of the confidence intervals shows that the paths,
which did not pass the significance test, contain a zero in
their confidence intervals. In addition, the lower bound of the
95% confidence interval of the SYQ->USE path is exactly 0,
so the path is likely insignificant. In fact, rerunning the

TABLE 13. Summary of R2 values.

bootstrapping could lead to a p-value higher than 0.05 as it
is already 0.048.

In conclusion, the results call for the removal of the path
between INQ->USE or significant changes regarding the
information quality construct. Such significant changes are,
however, reserved for the final model development, which
is outside of the scope of this paper. Because this is an
exploratory study, the results are satisfying as the majority
of the path coefficients exhibited significant results.

c: COEFFICIENT OF DETERMINATION – R2

In short, the coefficient of determination is a measure to
establish the variance explained for every endogenous con-
struct. Therefore, it is a measure of the explanatory power
of the model [10], [44]. R2 values are between 0 and 1,
where higher numbers indicate higher explanatory power.
In general, values of 0.75, 0.50 and 0.25 for endogenous
constructs fall under the categories of substantial, moderate
or weak respectively [49]. The threshold values are extremely
dependent on the study context or domain. For example, some
domains consider 0.10 as satisfactory, such as stock returns.
A value of 0.20 is considered high for consumer behaviour
studies. For success driver research, examining concepts like
customer satisfaction or loyalty, values of 0.75 or higher are
expected. Furthermore, R2 values are affected by the number
of predictor constructs, i.e. the R2 is higher when the amount
of predictor constructs is higher [10], [12].

The adjusted coefficient of determination is given for the
sake of completeness. It is generally used for complexmodels
to avoid biased results. Since the model in this study does not
contain many exogenous constructs, i.e. is parsimonious [12],
evaluating the R2 is considered reasonable.

Table 13 outlines the R2 for the endogenous latent vari-
ables. While this study examines success drivers, the obser-
vations were not based on the answers of customers after
purchasing a specific product. Further, the study does not only
examine consumer behaviour. Thus, following the general
threshold recommendation, the values of R2 lie in the weak
and moderate regions.

The R2 values of usage and user satisfaction are close to
0.45, thus the explanatory power can be considered moderate.
The net benefits coefficient of determination is slightly above
0.3 indicating a weak predictive relevance.

d: f2 EFFECT SIZE
The f2 effect size measures in what way the omission of a
predictor construct changes the R2 of an endogenous con-
struct. In general, effect sizes of 0.02, 0.15 and 0.35 designate
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TABLE 14. Summary of Q2 values (D = 9).

small, medium and large effects respectively. Values smaller
than 0.02 suggest the lack of an effect. f2 effect sizes are
sometimes viewed as dispensable as they provide the same
information as the sizes of the path coefficients. In other
words, the rank order of the f2 effect sizes is oftentimes
identical to the rank order of path coefficient sizes. Thus,
these values should be only reported when differences in the
rank order occur [12], [10]. After examining the f2 effect
sizes, it was concluded that their rank order corresponds to
the path coefficient rank order. Consequently, no in-depth
analysis was made.

e: PREDICTIVE RELEVANCE – Q2

The Q2 value measures the in-sample explanatory power and
out-of-sample predictive power of the model. High predictive
power implies that the model can predict data that is not
used in the model estimation. Q2 values larger than zero for
an endogenous reflective construct suggest predictive rele-
vance for the underlying structural model of the respective
construct. Q2 values of 0, 0.25 and 0.5 correspond to small,
medium and large predictive power [10], [12].

Blindfolding is used to determine the Q2 values. The omis-
sion distance D indicating the omission of every Dth data
point of the indicators serves as an input. These values are
then treated as missing values by the algorithm, for example,
resulting in mean value replacement. The recommendations
concerning D values vary depending on the source [12]. A D
value between 5 and 10 was recommended by Hair et al. [49].
Further, dividing the number of samples by the selected D
value must not result in an integer [49].

Table 14 summarizes the Q2 values for an omission dis-
tance of 9. Referring to the rule of thumb above, the net
benefits construct has a small predictive relevance. User satis-
faction hasmoderate predictive power and the usage construct
is close to exhibiting a moderate predictive power. Therefore,
data not used for the model estimation can be approximated
with moderate predictive power.

f: q2 EFFECT SIZE
The q2 effect size for examining Q2 works like the f2 effect
size for the R2. The relative effect on the predictive power
of an exogenous latent variable on an endogenous construct
can be computed and compared using the q2 metric. The
rule of thumb assumes 0.02, 0.15, 0.35 for small, medium
and large effect sizes. Since SmartPLS 3 does not support

TABLE 15. Summary of q2 effect size (D = 9).

this measure, the q2 effect size (Table 15) was calculated
manually by (1). [12]

q2 =
Q2
included − Q

2
excluded

1− Q2
included

(1)

It can be concluded that effect sizes are only detectable
for some of the relationships. These include Usage -> Net
Benefits, User Satisfaction -> Usage, System Quality ->
User Satisfaction and Trust -> User Satisfaction. Note that
the endogenous latent variables trust and system quality affect
the predictive power of user satisfaction, even though the
effects are small. In turn, user satisfaction affects the predic-
tive power of usage and usage affects the predictive relevance
of net benefits. Thus, a chain of small q2 effect sizes from the
trust or system quality to net benefits could be identified for
the model.

g: PREDICTIVE POWER
The R2 only gives information about the in-sample predictive
power but not out-of-sample predictive power. The PLSpre-
dict algorithm addresses this issue and is used to assess the
out-of-sample predictive power. It uses different statistics
including the mean absolute error (MAE) and the root-mean-
squared error (RMSE). [10]

In terms of evaluation, the primary endogenous construct
should be the focus. In this study, it is the net benefits
construct. For the first step, the Q2

predict statistic should be
evaluated to ensure that the values are better than the naïve
benchmark. A positive Q2

predict means that the path model’s
prediction error is less than the one of the naïve bench-
marks [45].

Then, the RMSE or the MAE need to be reviewed, where
RMSE gives a larger weight to higher errors. According to
Shmueli et al. [45], both metrics can be used to choose the
models based on a good balance of model fit and predictive
power. The RMSE should be used for evaluation of the out-
of-sample predictive power, however, the MAE may be used
in case the distribution of the prediction error turns out to be
highly non-symmetric. The evaluation consists of a compari-
son of the values with the output of a naïve benchmark, which
is the outcome of a linear regression model (LM).

For the evaluation, the guidelines of Shmueli et al. were
applied [45]. Ten folds (k= 10) were used and ten repetitions
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TABLE 16. Summary of PLSpredict.

(r = 10) were set for the PLSpredict run. The results are
presented in Table 16.

The focus lies on evaluating the data from the net benefits
construct. All Q2

predict values are larger than 0, meaning that
predictive relevance could be established for every indicator
in the net benefits construct. The value of NEB_8 is 0.001 is
close to zero, which reason could be the high standard devia-
tion of this item.

The next step encompasses a review of the RMSE values,
i.e. a comparison between the PLS and LM values. All indi-
cators must have a lower RMSE (PLS) than the benchmark
case (LM) for claiming that the model has a high predictive
power [45]. The RMSE is lower for the PLS values for every
indicator, except NEB_5. Hence, the predictive relevance is
very close to being considered high according to the PLSpre-
dict simulation results.

V. CONCLUSION
The study develops a model that explains and predict the suc-
cess of recommender systems. The proposed model is based
on the DeLone and McLean information systems success
model and includes trust as an additional latent variable.

Through an extensive literature review, more than 180 fac-
tors that could affect the success of recommender systems
were identified. The factors were carefully analysed by their
aligning with commonly used measures in the D-M model.
Expert evaluation leads to a total of 30 indicators and six
constructs forming the research model.

The proposed model was critically evaluated in the sur-
vey, which was sent to more than 6200 researchers in the
recommender system domain. 133 responses were received,
of which 120 were deemed valid.

Relations between constructs were hypothesised and the
proposed success model was then evaluated with PLS-SEM.
The results of path analyses are satisfying as the majority of
the path coefficients exhibited significant results.

The R2 values obtained for usage and user satisfaction
constructs are close to moderate predictive relevance. The R2

of net benefits indicates a weak predictive power.
Concerning the Q2 values, net benefits have small and

usage is close to having a moderate predictive relevance. On a
more positive note, the user satisfaction construct has mod-
erate predictive power. Studying the q2 effect size revealed a
chain of small effects through themodel, starting from trust to
user satisfaction, then from user satisfaction via usage to the

net benefits construct. Q2 effect size from user satisfaction to
usage suggests that there is indeed a relationship. Thus, the
initial assumption that a path leads from user satisfaction to
usage is confirmed.

The predictive power of the model is very close to being
considered high according to the PLSpredict simulation
results.

Future researchwill improve the proposedmodel of recom-
mender system success and analyse results by decomposition
of the general model into provider and consumer perspec-
tives.
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