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ABSTRACT Grammatical error correction has been considered as an application closely related to daily
life and an important shared task in many prestigious competitions and workshops. The neural machine
translation with an encoder-decoder architecture containing language models has been the fundamental
solution for the grammatical error correction. Whereas Grammatical error correction task on texts of hearing
impaired people or its solution has not been seen yet, and common Grammatical error correction tasks are
suffering several challenges, such as insufficient training data, insufficient accuracy due to the unsatisfactory
capacity of extracting semantic and grammatical patterns. Under these circumstances, we proposed a novel
encoder-decoder architecture based on multi-head self-attention along with multiple strategies, which excels
at extracting deep representations from the corrupted sentences of hearing impaired students and further
reconstructing the sentences into grammatical ones. Via the re-ranking strategy, our model can correct
various kinds of errors including spelling and complex syntax errors. The ablation experiments prove that the
semantic extracting of self-attention mechanism excluding the position encoding with the word order shuffle
operation can significantly learn the hearing impaired students’ sentence patterns whose word order is quite
different from the ones of hearing people and improve the correction scores. The pre-training can enhance
the restoring efficiency of sentence structure in the decoding process. The comparison experiments with
baseline models show that our model obtains superior performance either in the hearing impaired students’
grammatical error correction or in a common grammatical error correction shared task.

INDEX TERMS Hearing impaired student, grammatical error correction, self-attention, encoder-decoder,
pre-training.

I. INTRODUCTION
Grammatical Error Correction (GEC) is a task designed
to automatically correct grammatical errors in text, wildly
applied in many scenarios that directly interact with peo-
ple, such as error correction for search query spelling cor-
rection, speech recognition, optical character recognition,
etc. There have been considerable remarkable achievements
in renowned GEC shared tasks in English, such as the
CoNLL-2014 Shared Task, JFLEG, BEA-2019 Shared Task,
and tasks in Chinese: shared tasks of NLPCC-2018, series
workshops or shared tasks on NLPTEA and SIGHAN.

Despite sharing similar solutions, Chinese Grammatical
Error Correction (CGEC) contains its unique characteristics
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due to the distinct language structure of Chinese. As an
analytic language, according to linguistic typology, modern
Chinese has few grammatical inflections, such as tense, voice,
or number. In order to mark the tense and voice, there are
heavy uses of grammatical particles in modern Standard
Chinese, involving ‘‘le’’ ( , perfective aspect), ‘‘zhe’’ ( ,
durative stative), ‘‘guo’’ ( , experiential aspect), and so on.
In addition, comprehension of Chinese sentences is highly
dependent on syntax, namely, sentence order and structure,
rather than morphology, which brings great burden for learn-
ers of Chinese as a foreign or second language (CFL/CSL),
especially for western learners. It can be seen in Tab.1. that
the tiny mistakes of particle usage would cause considerable
semantic misunderstandings.

As for congenital Chinese hearing impaired students, the
written language is the second language [1], while the first
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TABLE 1. Erroneous samples.

language is a sign language possessing a completely different
language system. That is to say, the text written by hearing
impaired students suffers similar but more severe spelling and
grammatical problems compared to CFL learners. It contains
more frequent and serious problems, such as word order,
syntax errors, sentence constituent omissions, related subject
dropping, etc. (as shown in Tab.1)

GEC tasks frequently come along with Grammatical Error
Diagnosis (GED) procedure, which is supposed to locate
different types of grammatical errors. However, in this case,
the error and its correction should lay in mostly the same
position in the source sentence and the corrected sentence,
otherwise the diagnosis result would not be satisfied. The
error type of Chinese GED (CGED) mainly involves spelling
errors, redundant words, missing words, lousy word selection
and incorrect word order. Prior GEC and GED studies have
obtained the outstanding achievements in this area. Most of
them employed n-gram [2], [3], confusion set [4], [5], lan-
guage model [6] including the BERT [7]–[9] etc. to diagnose
the errors.

However, the solutions above-mentioned possess few capa-
bilities of tackling problems such as inappropriate word order
and sentence constituent omission.

Encoder-decoder [10], [11], a novel approach, has reached
the new achievements in GEC [11], [12] as in machine
translation. Notably, most of the recent advanced GEC
architectures utilize the advantages of multiple models to
solve different sort of problems [3], [5], [13], involving
Transformer-based methods [14], [15].

The encoder-decoder architecture can solve many prob-
lems, including restoring sentences with incorrect word order
to a certain extent, and only it carries two shortcomings.
The prominent one is that the considerable demand for
ungrammatical and grammatical paired data cannot be fed at
the moment, which is crucial for encoder-decoder training.
Especially for CGEC, there is substantial paucity of Chinese
labeled corpus. Moreover, the encoder-decoder model cannot

correct all multiple errors in one sentence in one time, even
may revise the correct part into the incorrect one.

In this study, a novel solution involving a novel architecture
and other strategies is introduced to deal with grammatical
problems in the written language of hearing impaired stu-
dents. We aim to extract the patterns from the sentences
with severely corrupted structure and restore them into the
grammatical ones. To the best of our knowledge, this is the
first model that concerns about the grammatical error correc-
tion of the written language of hearing impaired people. Our
contributions are summarized as follows:

1) We propose a backbone model involving a novel archi-
tecture with the significant ability to extract deep pat-
terns from sentences with inappropriate word order
and corrupted structure leveraging multi-head self-
attention mechanism, and then correct the erroneous
sentences.

2) The global attention is incorporated to soft-align the
target characters to the deep representations of source
characters processed by the multi-head self-attention.

3) The pre-training method based on large-scale corpus
of hearing people is incorporated to assist the decoder
to learn the patterns of grammatical sentences more
effective given the situation lack of training data.

4) With the re-ranking strategy, our model can utilize the
advantages of different models and their combinations
to tackle various errors including spelling and complex
syntax errors in sentences.

II. RELATED WORKS
Earlier studies performed well in spelling and grammatical
error correction with relatively basic approaches involving
n-gram [2], [3] confusion set [4], [5], statistical machine
translation architecture [6], [16]–[18]. Generally, these previ-
ously mentioned methods are employed as compounds more
frequently than individually.
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As GEC is an integral part of Natural Language Pro-
cessing, Grammatical Error Diagnosis (GED) has drawn a
lot of attention in the meantime. It would be considered
an individual task or the first procedure of GEC. GED is
expected to diagnose types of grammatical errors which may
be redundant words, missing words, lousy word selection,
misplaced words, etc. A number of individual GED tasks
are conducted as a classification problem [18]–[23], some
of them are treated as a sequence tagging problem and the
mission of feature engineering [24], [25], and some of them
diagnose and correct grammatical errors via RNN architec-
tures like LSTM [26] or GRU [27]. There is a trend of incor-
poration of Bert-based architectures [28]–[34] in the Chinese
grammatical error diagnosis in the NLPTEA share task.

Various GEC studies modified and utilized the maskmech-
anism of BERT [7] to detect the errors and further correct
them [8], [9]. Asano [35] incorporated the BERT to detect
sentences with grammatical errors.

The performance of GEC has been pumped due to
the introduction of Neural Machine Translation based on
encoder-decoder structure [10], [11]. Recent GEC works
based on the seq2seq framework have yielded impressive
results [13], [36]–[39].

Despite the achievements prior works yielded, the simplex
approach cannot tackle all kinds of grammatical or spelling
errors in one go. Strategies with a compound of multiple
solutions have been proven to be effective in GEC tasks.

Rozovskaya et al. combined machine learning classifica-
tion and machine translation to improve the performance of
grammatical error correction. The advantages of classifica-
tion and translation frameworks differ in handling different
types of error. The classifier is proved good at detecting and
correcting the basic errors and therefore is taken as an initial
part of the model, which applies the machine translation to
fix the other complex errors afterwards [40].

Ge et al. proposed boost learning strategies based on the
seq2seq framework to construct the error generation and error
correction model, whose purposes are both generating error
samples to build diverse error-corrected sentence pairs dur-
ing training. A multiple round bidirectional error correction
approach is conducted during the boost inference in order to
improve sentence fluency in stages [12].

Zhao et al. introduced the copy mechanism in Grammati-
cal Error Correction task based on Transformer framework,
allowing the model to copy grammatically correct and out-
of-vocabulary tokens directly from the source sequence. Fur-
thermore, the denoising auto-encoder strategy is leveraged
to pre-train the decoder model, improving the correction
performance [15].

Another highly notable challenge lying in the GEC is the
lack of training data. Despite sharing the encoder-decoder
architecture with machine translation tasks, Grammatical
Error Correction suffers from insufficient parallel training
data, thus several solutions were incorporated in previous
studies. Lichtarge et al. took the versions of texts before
and after editing from Wikipedia edit histories with minimal

filtration heuristics as training sentence pairs. The other
extending data method is back-translating the Wikipedia
sentence through another language in order to generate
the error combining sentences. All data are transported to
pre-train the Transformer model and further conduct the cor-
rection task [14]. Zhao et al., inspired by the BERT, enlarge
the training corpus by randomly generating errors [15].
Ge et al. obtained plenty of extended parallel data from
the boost process [12]. Kiyono et al. demonstrated that the
back-translation approach is effective to enlarge the training
data to improve the correction performance, compared with
directly introducing the noise to build the training data [41].
Zhao et al. proposed a method to improve the grammar
error correction model based on neural machine translation
through dynamic masking, which solves the model’s need for
a corpus of ‘‘error-correct’’ sentence pairs [42].

III. METHODOLOGY
Prior studies on GEC focus on slightly grammatically erro-
neous sentences where most other parts of sentence are cor-
rect [15]. In contrast, the sentences of hearing impaired stu-
dents severely suffer from syntax erros. Most sentences lack
grammatical and semantic continuity and are more like slices
of meaning with order enormously different from the text of
hearing people (see Tab.1), which was described as ‘‘tele-
graphic utterances’’ [43]. The trickiest problem is to catch
patterns from the sentences of hearing impaired students with
chaotic orders.

As proved in many studies, treating GEC as translation
tasks with encoder-decoder frameworks like seq2seq and
Transformer achieves outstanding performance. However,
considering the complex situation of the text of hearing
impaired students, either the vanilla seq2seq architecture or
Transformer may not be the ideal option. The RNN structure
in the encoder is prone to learn the chaotic sequential patterns
and transport them to the decoder, thereby causing erroneous
outputs.

In this study, we build an architecture (as shown in Fig.1)
consisting of an encoder (sec.3.2.1) based on multi-head
self-attention mechanism and a decoder (sec.3.4) with GRU
RNNs so as to extract the chaotic patterns from the sentences
of hearing impaired students and reconstruct them into gram-
matical ones. The soft attention (sec.3.3) incorporates the
representations of encoder into decoder. In order to let the
model further learn the out-of-order information and augment
the training data, we introduce the shuffle strategy (sec.3.2.2)
in the encoding stage. A pre-training strategy (sec.3.5) is
incorporated to assist the decoder to learn the patterns of
grammatical sentences of hearing people, given the situation
lack of training data. All above constitutes our backbone
model. Meanwhile, a N-gram language model (sec.3.1) is
involved with the backbone model in our solution to remove
the spelling errors. A re-ranking strategy (sec.3.6) with the
above models and their different combinations is imple-
mented for adapting grammatical errors of varying degrees.
In the whole procedure, characters rather than words are
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FIGURE 1. The architecture of backbone model.

considered as the input tokens in order to reduce the OOV
problem.

The task is described as follows. Given an erroneous sen-
tence X = (x1, x2, . . . , xn) and its label sentence L =
(l1, l2, . . . , lm), our solution aims to learn the probabilis-
tic mapping from error-corrected sentence pairs to generate
output sentences Y1,Y2, . . . ,Yn, [Y = (y1, y2, . . . , ym)].
A re-rank strategy is then implemented so that the output one
with the lowest score of perplexity (as shown in Eq.1) will be
selected.

PP (Y ) = P (y1y2 . . . yN )−
1
N (1)

A. SPELLING ERROR CORRECTION
In the corpus of hearing impaired students, not every sentence
suffers from the sequential order or structure problem, espe-
cially that of senior students. Similar to the text of the CFL
students, there are a considerable amount of spelling errors of
characters, such as erroneous characters with similar shape or
pronunciation. For addressing this issue, a tri-gram language
model is implemented.

We define the original sentence with errors X =

(x1, x2, . . . , xn), and try to replace every character existing
in the confusion sets of SIGHAN-7 CSC Datasets [44]. The
character string with the maximum score evaluated by the
maximum likelihood estimation is selected as the correct
one. The conditional probability of the character string s is
calculated as in Eq.2 and then estimated as in Eq.3.

P (X) =
N∏
n=3

P (xn | xn−2, xn−1) (2)

P (xn | xn−2, xn−1) =
C (xn−2, xn−1, x1)
C (xn−2, xn−1)

(3)

B. FEATURE EXTRACTION FROM WRITTEN LANGUAGE OF
HEARING IMPAIRED STUDENTS
1) ENCODER BASED ON MULTI-HEAD SELF-ATTENTION
MECHANISM
In the contrary to RNN and CNN networks, Transformer has
been proven to comprise the more outstanding semantic fea-
ture extraction ability by virtue of self-attention mechanism
in natural language processing tasks [45]. The vanilla Trans-
former constructure [46] consists of encoder and decoder
with stacks of identical layers whose cores consist of multi-
head self-attention mechanism. Both the encoder and decoder
embed the sequential inputs combined with the correspond-
ing positional encoding so as to learn the relative order of the
sequence.

In this section, we aim to encode the representations of
the sets of individual Chinese character meanings, excluding
the sequential order in the model. Self-attention allows the
model to attend to the interaction between the target and
its entire sequence, thereby extracting the feature of the tar-
get. Multiple attention heads are capable of squeezing deep
representations of words. We hence build a character-level
encoder consisting of a stack of six duplicate layers with two
sub-layers: multi-head self-attention mechanism and a fully
connected feed-forward network.

The self-attention is illustrated as the relation of the map-
ping between a query and key-value pair from each corre-
sponding token. The scaled dot products by 1/

√
dk between

a query and all keys is the aligned weights assigned to
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the corresponding values. The self-attention is the sum of
weighted values. The queries, keys, and values are packed
into sets of matrices Q, K, V, and computed as in Eq.4 as
follows:

Attention (Q,K ,V ) = softmax
(
QKT
√
dk

)
V (4)

In order to capture more representation, the multi-head
attention MA generated via weighting self-attention is intro-
duced as representation of the written language of hearing
impaired students, which is defined in Eq.5.

MA = Concat
(
head1, . . . , headh

)
wO (5)

where head i = Attention
(
QWQ

h ,KW
K
h ,VW

V
h

)
, WQ

h ∈

Rdmodel×dk ,WK
h ∈ Rdmodel×dk , WV

h ∈ Rdmodel×dv and WO
∈

Rhdv×dmodel . In this work, we employ h = 8 parallel attention
layers or heads. For each of these, we use dk = dv =
dmodel/h.
A fully connected feed-forward network is applied identi-

cally to each MA, which contains two linear transformations
with a ReLU activation, according to the formula below:

FFN (x) = max (0, xW1 + b1)W2 + b2 (6)

Upon each sub-layer, a residual connection followed by
layer normalization is implemented. The output of each sub-
layer is described as in Eq.7.

output = LayerNorm (x + Sublayer (x)) (7)

By contrary with the vanilla transformer, given extracted
character representations without sequential order, the posi-
tion encoding is not included in our model.

2) SHUFFLE - DEEPER EXTRACTION VIA ORDER REVISION
Intending to extract deeper patterns of the sequences with
chaotic order of hearing impaired students, inspired by the
essence of denoising auto-decoders [47], we generate an
enlarged training data containing order-corrupted sentences.
Given the good result of denoising method in GEC perfor-
mance [15] we randomly revised the sequential order to com-
pose an erroneous sentence with its label into training pairs
so as that the model can learn more character representations
under vast sequential order combinations.

A feature observed is that the sentential order of hearing
impaired students is not completely chaotic. The chunking
pattern based on the word segment can still be analyzed.
In this case, character-level shuffling may not benefit from
feature extraction. We implement the shuffle before the word
segment in this study.

C. THE SOFT ATTENTION
The final output, that is, the output of the encoder, of six
encoder layers is MA′n. Inspired by the attentive seq2seq
architecture [48], we calculate the align score between the
current hidden state ht in the decoder with each deep repre-
sentation of input character MA′n in the encoder (see eq.8).

The context vector ct is the weighted average over all the
MA′n, and the weight are the corresponding align score at .
The context vector participates in the next calculation in the
decoder.

at = align
(
ht ,MA′n

)
=

exp
(
score

(
ht ,MA′n

))
6n′exp (score (ht ,MA′n′))

(8)

ct =
∑t

i aihi
/
t (9)

D. SEQUENTIAL ORDER DECONSTRUCTION
The decoder of ourmodel is expected to capture the long-term
dependencies of the texts of hearing people and further to
restore the sequential order under the help of the context vec-
tor from the encoder. Considering the significant advantage
of RNN architecture in learning long-term dependency [49],
we introduce the RNNs with the GRU cells in our model as
the decoder.

The decoder of our model is two layers of RNN with GRU
cells which are trained to generate the output sequence by
predicting the conditional distribution of the next symbol yt
given the hidden state ht , yt−1 and the sequence representa-
tion c from encoder while the ht is computed leveraging the
similar procedure as fellows,

ht = f
(
ht−1, yt−1, ct

)
(10)

P (yt | yt−1, yt−2, . . . , y1, ct) = g
(
h〈t〉, yt−1, ct

)
(11)

where f and g are activation functions.
In a GRU cell, in order to predict the i-th character in

time step t , the update gate zi decides how much of the past
information ht−1 needs to maintain and be passed along to
the future. zi is the sum of weighted yt−1, ht−1, and ct with
the sigmoid activation function.

zi = σ
(
[Ozyt−1]i +

[
Szht−1

]
i
+ [Uzct ]i

)
(12)

The reset gate ri helps the model to determine how much
the past information to forget.

ri = σ
(
[Oryt−1]i +

[
Srht−1

]
i
+ [Urct ]i

)
(13)

The element-wise product between the reset gate ri and
Sht−1 determines what to remove from the previous and the
representation ct .

h̃ti = tanh
(
[Oyt−1]i + ri �

[
Sht−1 + Uct

])
(14)

The memory ht of t time step is combined from the current
memory h̃ti and previous memory ht−1. The update gate is
implemented to choose information from h̃ti and h

t−1.

hti = zi � h
t−1
i + (1− zi)� h̃ti (15)

At the inference time, the beam-search strategy with beam
width 3 is incorporated to re-rank the candidates.

VOLUME 10, 2022 35065



B. Chen, J. Zhang: Pre-Training-Based Grammatical Error Correction Model for Written Language of Chinese Hearing Impaired Students

E. PRE-TRAINING
Due to the insufficient training data, the unsupervised learn-
ing strategy is introduced to help the model to learn more
sequence features. We pre-train the GRU RNN in a decoder
on the Douban book comments corpus1 without labels, con-
sidering that the comment corpus rather than news corpus
contains oral characteristics closer to the language of starter
learners like hearing impaired students. After pre-training, the
correction model starts to train with the decoder initialized
with the pre-trained parameters, and the parameters of other
parts of the model initialized randomly.

F. RE-RANKING
Our corpus consists of texts of hearing impaired students from
elementary school to high school. There are complex types
of grammatical errors in the erroneous sentences. However,
students in different grades have different degrees and types
of errors in their sentences. Using a complex neural network
model to deal with sentences that contain only a small number
of simple spelling errors may yield poor results, for example,
by changing the correct sentence to the wrong one, or vice
versa. Therefore, a flexible approach using appropriate mod-
els to tackle varying degrees of error should be proposed.
Inspired by Fu et al. [50], we configure models into following
pipeline containing four solutions, forming our ensemble
model:
S1: Spelling correction
S2: Backbone model
S3: Spelling correction + Backbone model
S4: Backbone model + Spelling correction
S1 denotes the N-gram language model for correcting the

spelling errors in section 3.1. S2 includes the whole proposed
neural network architecture along with the strategies. S3 and
S4 incorporate the same components, however, with different
order. Because in some out-of-order strings, first applying the
N-gram spelling correction may mislead the model and cause
the inappropriate correction.

The pipeline processes each input sentence and produces
its corrected four candidates. The one with the lowest per-
plexity score (Eq.1) will be the output sequence (see Fig.2).
According to such a configuration, sentences of higher-grade
hearing impaired students that are more in line with grammat-
ical rules and contain a small number of spelling errors will
be allocated to S1 for processing, instead of being changed
into worse sentences by other solutions. The sentences of
lower-grade students with serious grammatical errors will be
assigned to s2-s4, and the best result will be selected as final
output.

IV. EXPERIMENTS AND DISCUSSION
A. DATASETS
We collected the raw texts of hearing impaired students con-
taining compositions and diaries from schools for the hearing
impaired and mute, ranging from elementary school to high

1The comment data comes from the site: https://book.douban.com/

FIGURE 2. Re-ranking processing flow.

school. All raw texts are corrected by students and teachers
of linguistics. After the segment, the raw texts are shuffled
three times, then compose sentence pairs with corresponding
labels. 30% of paired sentences are taken as validation data.
At the pre-train step, the Douban comment corpus is utilized.
All corpora are listed in Tab.2.

B. EVALUATION CRITERIA
In the following experiments, we use the precision, recall,
and F0.5 measure to evaluate the performances of the models
in NLPCC 2018 shared task, and the GLEU for the other
experiments.

As for comparison on the shared GEC task of NLPCC
2018, the MaxMatch(M2) Scorer [42], [51] is introduced to
evaluate the performance of competitors. It allows the phrases
from the prediction sentence with the maximal overlap with
the gold standard to be selected to form the set of prediction
edits {e1, . . . en}. The precision, recall, and F0.5 measure
between the set of prediction edits and the set of gold edits
{g1, . . . , gn} for all sentences are computed as eq.16-18.

P =

∑n
i=1 |ei ∩ gi|∑n

i=1 |ei|
(16)

R =

∑n
i=1 |ei ∩ gi|∑n
i=1 |gi|

(17)

F0.5 =

(
1+ 0.52

)
P× R

0.52P+ R
(18)

Except MaxMatch Scorer, the commonly utilized evalua-
tion indicators for the performance evaluation of text error
correction related models are as follows: I-measure, and
GLEU. I-measure [52] calculates the model performance
score I by comparing the modified text of the model with
the source text (the uncorrected original text). GLEU is a
simple variant of BLEU [53], which shows better correlation
with human judgment on the CoNLL-2014 shared task test
set. It is more suitable for evaluating the fluency of corrected
text [12], [54].

As for hearing impaired texts, the priority to the pragmatics
and accessibility of meaning is expected. Relative to the
accuracy of the position of words, the evaluation of hearing
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TABLE 2. Corpora.

TABLE 3. Comparison on the corpus of hearing impaired students.

impaired text pays more attention to the fluency of sentences
and the accessibility of meaning. Therefore, GLEU metric is
leveraged to evaluate the effect of error correction on hearing
impaired texts. To this end, 2 or more manually revised
sentences of 1 original sentence are given as its labels.

The calculation equations of GLEU are as follows:

CountB (n− gram)=
∑

n−gram′∈B
d
(
n−gram, n−gram′

)
(19)

d
(
n−gram, n−gram′

)
=

{
1 if n−gram=n−gram′

0 otherwise
(20)

BP =

1 if c > r

e

(
1−c/r

)
if c ≤ r

(21)

GLEU (C,R, S) = BP · exp
(∑N

n=1
wn log p′n

)
(22)

where,N = 4,wn = 1
n , these two parameters are the standard

parameters. S is the source text, R is the standard text, and C
is the output text.

C. COMPARISON WITH THE BASELINE MODELS
1) COMPARISON ON THE CORPUS OF HEARING IMPAIRED
STUDENTS
In this section of comparison experiments, for the backbone
model, the encoder consists of token embedding and a hidden
size of 768 dimensions, six layers and eight attention heads,
and the position-wise feed-forward network of 2048 dimen-
sions; the decoder incorporates two layers of RNNs
with 128 GRU cells with hidden state size of 768 dimen-
sions; The following parameters are set to achieve the best
accuracy: epoch = 10, batch size = 512, learning rate =
0.002.We implement the dropout with the rate 0.05 to prevent
overfitting, Sparse SoftMax cross entropy with logits as loss
function, Adaptive moment estimation algorithm to update
the parameters adaptively. A 7,000 character-level vocabulary
for the input and output tokens is built from the datasets.

Given that the hearing impaired written language substan-
tially differs from any text from CGEC shared tasks, we take

the highly acclaimed vanilla Transformer [46] and attentive
seq2seq [48] (seq2seq with global attention) as baseline mod-
els instead of modified ones for specific tasks in CGEC
contest. The parameters are set the same as our model. The
comparison results are shown as in Tab.3.

The results show that the seq2seq obtains the inherent
structural advantage of RNN for dealing with sequence prob-
lems. Therefore, compared to the transformer, the attentive
seq2seq is better at acquiring the sequence features of the
source sentence and using it to recover the error sentence
on the decoder side and has an advantage of 0.0215 points
in the result. It is worth noting that our model combines both
the ability of the transformer to extract the deep character
representation and the ability of seq2seq to obtain long-term
dependence in the sequence. Its performance has been proven
by the comparison experiments. Our model has obtained the
most superior result.

In the machine translation task, when the word order of
the source sentence and the target sentence are the same, the
strong attention will be presented along the diagonal of the
matrix. This kind of tasks can be handled relatively easily by
the translation models. When the word order of the source
sentence and the target sentence are inconsistent, the strong
attentions will not necessarily show a diagonal distribution.
However, the results of basic neural translation models tend
to be distributed diagonally, and it is difficult to obtain the
associated patterns of source sentences and target sentences
with inconsistent word order. Especially when the source sen-
tence and the target sentence are in the same language, and the
units of two sentences differ extremely little, normal neural
translation models are not as smooth as they used to be in
the process of this kind of conversion. This is why a separate
seq2seq with attention is not accounted for advantage in GEC
task of hearing impaired students.

In A1 and A2 of Fig.3, in Chinese, a location noun should
be grounded after ‘‘qu (go to)’’ in the source sentence, the
mission of GECmodel is expected to attach the location noun
‘‘da ting (hall)’’ after ‘‘qu’’. Our model (A2) skips ‘‘le
(particle)’’ and ‘‘ting (listen to)’’ to correctly associate ‘‘da
ting’’ in the source sentence and in the target sentence, and
places it after ‘‘qu’’. By the contrary, seq2seq failed to convert
the wrong collocation ‘‘qu (go to) le (particle) ting (listen to)’’
to ‘‘qu da ting (go to the hall)’’. Although it can be seen from
A1, the model correctly mapped almost every character of the
source sentence and target sentence, it failed to capture the
syntactic relationship, that is, failed to correct the wrongword
order. In the sentence of B1 and B2, there are more complex
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FIGURE 3. Two sample alignments based on global attention (comparison between the attentive seq2seq and our backbone
model). The x-axis and y-axis separately correspond to the characters of the corrected sentence and the raw one. Two sentences
are not necessarily of equal length. Each grid denotes the attentive weight between the raw character and the corrected
character. The weight is presented in the gray scale, the closer to white, the greater the weight, and vice versa. We randomly
selected two sentences without ‘‘unknown’’ to be presented in the plots. A1 and B1 are the sentences corrected by the attentive
seq2seq, and A2 and B2 are corrected by our backbone model. Besides the important role of the encoder-decoder structure,
soft (global) attention also provides a visual illustration of interpretability. We can intuitively see the relevance between the
source and target characters after processing by a model. Fig. 3 respectively depicts the comparison results between the seq2seq
model and our backbone model. Each intersecting grid in the matrix represents the degree of association (attention weight)
between a source character and a character in the corrected sentence. Through this, it is easy to observe which source character
is considered more important by the model while generating the corrected character.

TABLE 4. Comparison results in NLPCC2018 shared task.

syntax and word order errors, and the length is longer, so it
can be seen from the plot that the correction result of seq2seq
is less ideal.

2) COMPARISON IN CGEC TASK
Considering the outstanding performance of the baseline
models, we try to further test the generalization performance
of the model in this section. The most renown and recent
Chinese grammatical error correction contest is the shared
task in NLPCC 2018 [42], [51]. Thus, we take the data and
the test criteria of this task to verify the performance of our
model and compare it with the results of the winning models.
The results are listed as follows:

The corpus used in this task is from learners of Chinese
as a foreign or second language (CFL/CSL). As mentioned
in the introduction, the syntactic structure errors of CFL/CSL
written language are much more minor than those of hearing
impaired people. Our model can solve the grammatical prob-
lem of the written language of the hearing impaired to a large
extent, thus it can solve the problems of the written language
of the second foreign learner better than other competitors
relatively easily.

All top three competitors incorporate the encoder-decoder
architecture in their backbone models and treat the CGEC
as a neural machine translation task. YouDao [50] incorpo-
rated the vanilla transformer as the main neural translation
model. AliGM [55] took the statistical language and machine
translationmodels and the seq2seq with attention architecture
as the neural machine translation to solve the grammatical
problems. As for BLCU [56], the convolutional sequence-to-
sequence model was introduced as the main model. In con-
clusion, the competitors adopted combination solutions of
a relatively simple neural network model combined with
other data processing methods to correct grammatical errors.
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TABLE 5. Results of ablation of re-ranking.

TABLE 6. Results of ablation of pre-training.

In contrary, we proposed a completely novel architecture
which excels at correcting the grammatical errors in written
language either of hearing impaired students or of hearing
people, which the listed results in Tab.4 have proved.

Note that the scores are different from the comparison on
the corpus of hearing impaired students, because the Max-
Match is adopted in this section.

D. ABLATION EXPERIMENTS
1) ABLATION RESULTS OF RE-RANKING
Aiming to evaluate the effects of each procedure and com-
ponent of the re-ranking strategy in the proposed model,
we conduct the ablation experiments on the corpus of hearing
impaired students, and the results are shown in Tab.5.

It can be observed that the separate N-gram solution gains
the lowest score (0.3346 points lower than S4), which proves
that the grammatical problems of hearing impaired students
are way too complex for N-gram to solve. It is worth noting
that the score of S3 is lower than S4, even lower than S2 -
the separate backbone model. Instead of improvement, the
operation of N-gram reduces the performance of the model.
That is to say, first applying the N-gram may incorrectly
revise sentences ormislead the backbonemodel to incorrectly
revise sentences.

2) ABLATION RESULTS OF PRE-TRAINING
In this section, we try to verify whether the pre-training solves
the problems including slow convergence and difficulty in
improving accuracy due to the lack of training data. The
experiments are conducted on the corpus of hearing impaired
students.

Due to not sufficient training data and the bad syntac-
tic structure of the written language of hearing impaired
students, the grammatical error correction performance of
our model is not completely satisfactory. Whereas, with the
help of extracted sequential patterns from the pre-training
procedure, the result of grammatical error correction pro-
posed model reaches an outstanding level. The performance
gap with or without pre-training reaches 0.0509 points (see
Tab.6).

TABLE 7. Results of ablation of shuffle.

TABLE 8. Results of ablation of position embedding.

TABLE 9. Results of ablation of decoder.

There is another achievement that the pre-training proce-
dure has made, that is, the convergence speed of the proposed
model has significantly reduced with the pre-training partic-
ipating. The convergence process can be observed in Fig.4.

3) ABLATION RESULTS OF SHUFFLE
In order to testify the effect of shuffle, we set the shuffled
enlarged hearing impaired corpus as training data of vanilla
Transformer (Transformer + shuffle) and seq2seq (Attentive
Seq2seq + shuffle) with global attention, meanwhile the raw
corpus as the training data of the proposed backbone model
(Backbone − shuffle).
By comparing the results in Tab.7, it can be seen that the

shuffle has reduced the performance of Attentive Seq2seq
by 0.1431 points. Although the shuffle also has weakened
the performance of Transformer (0.0620 points lower), the
degree of weakening is less obvious than seq2seq, which
means Transformer is less sensitive to information of sequen-
tial position. The poorer result (0.1076 lower) of our back-
bone model training without shuffle (Backbone−shuffle)
compared with performance of the backbone model denotes
that the backbone model benefits from the shuffle operation.

4) ABLATION RESULTS OF POSITION EMBEDDING
From the ablation experiments of effectiveness of shuffle
operation, it can be observed that our backbone model gains
superior performance against Transformer and Attentive
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TABLE 10. Case study.

seq2seq from shuffling the input tokens. In this section,
experiments are conducted to further prove the better results
above our model obtained are due to the absence of position
embedding.

The results of Tab.8 shows that Transformer perfor-
mance decreased slightly (0.0034) after position embedding
removal. It proved that position embedding should be helpful
for the extraction of sequence features, but its effect was lim-
ited. However, for the text after shuffle, i.e., the out-of-order,
augmented text, compared to the Transformer with position
embedding, Transformer without position embedding has a
significant gain (0.0705), and even has a certain improvement
(0.0085) compared with the vanilla Transformer without
shuffle. On the other hand, even with the help of pre-training
and shuffle strategy, the correction performance of back-
bone model still drops (0.0394) after the addition of position
embedding.

5) ABLATION RESULTS OF DECODER
In this section, we design ablation experiments to verify
the effectiveness of modification of decoder of Transformer.
Compared with vanilla Transformer, the main differences
in our backbone model structure, except encoder, lie in the
addition of shuffle and pre-training strategies, and the absence
of position embedding. Therefore, in order to verify the
effectiveness of encoder of Transformer and our backbone
model, we removed the above components and carried out
comparative experiments.

From the comparison results of the first and second
rows in Tab.9, it can be seen that the correction result has
been improved by 0.0104 after modification of decoder of
transformer into our GRU-based structure. However, themain

FIGURE 4. The convergence rate with and without pre-training.

purpose of our decodermodification is to extract the sequence
features of the grammatical sentences from the hearing peo-
ple. The GRU neural networks are the base of the pre-training
strategy. After adding the pre-training results based on the
texts of hearing people, the proposed backbone model has
significantly improved by 0.0208 compared with backbone
model excludes the pre-training (see the data in the third
line of Tab.9). It demonstrated that the GRU-based decoder
modification is effective in our task compared with the vanilla
Transformer’s encoder.

E. DISCUSSION
From the comparison, results note that in this task the score
of seq2seq is higher than Transformer, which proves that the
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RNN based model takes advantage in capturing long-term
dependency. Meanwhile, it is worth noting that seq2seq has
taken way more time to converge than the Transformer. It is
important to consider balancing the performance and execu-
tion time in the future works, which means it is necessary to
take advantage of different structures of models to design a
novel architecture.

The performance of Attentive seq2seq with shuffle is
poorer, which reveal that the RNN architecture learns cor-
rupted order patterns and then transports to generate the
ungrammatical sentence. The similar result can be observed
in the comparison between Transformer with and without
shuffle. It is possible that the corrupted sequential patterns
are learned due to the RNN structure in seq2seq and the
position embedding in Transformers, which is not conducive
to the generation of grammatical sentences. In contrast,
the proposed backbone model obtains remarkable results
in experiments, which verifies the benefit of the position-
encoding-excluded procedure in the encoder.

The sentence with complex grammatical errors is pro-
cessed by the re-ranking procedure, then to output sentences
with errors (1b, 1c, and 1d of Tab.10) at different extent
except one obtaining the grammatically satisfactory result (1e
of Tab.10). The output samples in the case study (Tab.10)
basically accord with the ablation experiment results in Tab.5,
that is, the S4 procedure superior to the others. However, the
best solution is not always S4, it depends on the degree of
grammatical error in the sentence.

Despite the better score of S4 in most sentences of hearing
impaired students, we have found many cases corrected by
S3 are more in line with grammatical rules as in 1c of Tab.10.
After analysis, it is found that the sentences that get higher
scores through S3 processing come from higher grade stu-
dents, mostly senior students. These texts suffer slightly from
sentence structure but generally spelling errors like those by
hearing people. Thus, under these circumstances S3 benefits
from the N-gram first conducts before the neural machine
translation architecture, our backbone model. Despite the
fact that the results of the ablation experiment of re-ranking
demonstrated that the neural network architecture obtains
more advantages and there seems to be no reason to put the
N-gram model in the first place (the S3 solution), the case
study shows that due to the complexity of the grammatical
error correction task of hearing impaired students, the S3
solution has played an irreplaceable role.

V. CONCLUSION
In this study, we take advantage of a self-attention mech-
anism to capture the semantic and grammatical patterns of
the written language of hearing impaired students. On this
basis, we compose an encoder-decoder architecture along
with re-ranking strategy and shuffle learning to restore the
ungrammatical sentences into grammatical ones. Conducted
experiments demonstrate that: 1) the multiple layers consist-
ing of neat self-attention excluding the position embedding
are capable of extracting the separate token representation,

2) via the re-ranking, our model is able to correct errors of
varying degrees in a sentence at one go, 3) the pre-training
operation, utilizing the sequential patterns of hearing people
texts, helps the model to restore the wrong sentences to the
correct ones, meanwhile accelerates the convergence of the
model.

Similar to the regular GECmissions, the grammatical error
correction task of hearing impaired student written language
suffers the substantial paucity of ground-truth data with reli-
able correspondingly corrected labels, nomatter in which lan-
guage. In further research, we will figure out more methods
so as that the GEC model can work better on sparse data and
explore the chance implementing our architecture in other
NLP tasks, such as machine translation tasks.
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