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ABSTRACT In Thin-Film Transistor Liquid-Crystal Display (TFT-LCD) manufacturing, conducting a
machine learning based system with multiple data types has become actively desired to solve complicated
problems. This paper proposes a multi-modal learning approach: TabVisionNet, which is modeled by
utilizing the information from both tabular data and image data. A novel attention mechanism called
Sequential Decision Attention was integrated into the multi-modal modeling framework that improves the
comprehension of the information from two modalities. This cross-modal attention mechanism can capture
the complex relationship between modalities then gain better generalization and faster convergence in the
training process. Conducting an experiment, the performance of our novel approach was significantly better
than single-modal and other multi-modal learning approaches in our real case scenario.

INDEX TERMS Smart manufacturing, TFT-LCD, deep learning, multi-modality machine learning, tabular

data, image data and attention mechanism.

I. INTRODUCTION
In thin-film transistor liquid-crystal display (TFT-LCD)
industry, computer vision techniques have been widely
used to help manufacturers monitor abnormalities, identify
potential process bottlenecks, and swiftly respond to process
problems to reduce yield loss. In the earlier years, automatic
optical inspection (AOI) machines have achieved satisfactory
functional defect identification [1], [2]. However, it is
difficult to identify irregular defect such as Mura by using
typical AOI [3]. Therefore, human intervention is required
in Mura defect classification, and successful classification
typically depends on the experience and skill of engineers.

After 2010, the application of artificial intelligence into
many domains have been successful. Deep learning models
are being gradually applied in the TFT-LCD industry for
detecting and identifying panel defects [4]-[7]. The salvation
of high-level products (e.g. 85 inch panel) with defects
becomes possible with the inclusion of a repair station.

Due to the high cost of scrapping, the repair process
has been widely applied [8]-[10] for high-level products,
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which prevents the wasting of expensive material and
process time when defective panels are repaired successfully.
Traditionally, all defective panels identified in the inspection
step are sent to the repair station, but in the final test process,
some repaired panels are still treated as defective. The repair
process can be further improved by identifying which panels
are not worth repairing. The information collected from
previous manufacturing processes can be used to predict
the repair status to gain competitive advantage. However,
it is a challenge to develop a learning based repair status
prediction system by using only image data because it is
difficult to determine the status of repair without other critical
information such as process recipes, defect information or the
measured parameter values collected from the IoT sensors.
The key for solving this complex problem is to leverage
all useful information from collected data then model the
different modalities by considering data with multiple types
from different process steps.

In recent years, multi-model machine learning (MMML)
techniques [11]-[14] with different combination of modal-
ities are widely used in audio-visual speech recognition
(AVSR), event detection, media description, multimedia
retrieval and several medical applications [15]-[25].
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However, multi-modal approaches for tabular and image
data are rare, and the state-of-the-art methods still suffer
from several training issues such as over-parameterized and
over-fitting. This sparked an opportunity to construct a
better learning framework to model tabular and image data
simultaneously, as these data types are commonly collected
during TFT-LCD manufacturing processes.

Additionally, the repair process offers further opportunities
to improve the manufacturing process by identifying which
panels are not worth repairing. In this paper, a novel
deep learning framework is proposed for the repair rate
improvement by utilizing a MMML technique with the
tabular and image data. The main contributions of this paper
are shown as follows:

« A novel deep neural network architecture which can be
trained with multi-modal data is proposed to improve
the repair rate in the real TFT-LCD manufacturing cases.
It is hard to find any other previous MMML or similar
techniques which are designed or implemented for TFT-
LCD applications.

o The proposed model, TabVisionNet extracts a fused
feature map from the tabular and image information and
can be simultaneously trained by an end-to-end training
strategy.

¢ Moreover, a novel cross-modal attention mechanism
called Sequential Decision Attention is proposed to
enhance the information exchange between two modal-
ities then gain more stability and better performance in
the real multi-modal modeling tasks.

The remainder of this paper is organized as follows: Sev-
eral related studies are described and discussed in Section II.
Section III illustrates the proposed multi-modal modeling
method. Section IV demonstrates the experimental results
and analysis. Finally, Section V presents the conclusion of
this paper.

Il. RELATED WORKS

A. ATTENTION MECHANISM

The human perception process [26] can prove that the
attention mechanism is a very important part in recognizing
objects. The attention mechanism biases the allocation of
the most informative feature expression while suppressing
the less useful ones. Recently, many studies have been
made towards applying attention techniques into deep neural
networks to improve performances. The deep Boltzmann
machine (DBM) [27] contains the top-down attention by
its reconstruction process in the training stage. For the
sequential decision processing task, attention mechanism
has also been widely applied in various recurrent neural
networks [26], [28]. The top information is gathered sequen-
tially and decided to attend for the next feature learning
steps. Vaswani et al. [29] proposed a notable multi-headed
self-attention mechanism to extract rich semantic represen-
tation from input data. Moreover, several transformer-like
approaches have been proposed and have achieved great
successful performance in many natural language processing
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(NLP) tasks [30], [31]. The attention mechanism has also
been widely applied to computer vision tasks. Itti et al.. [32]
proposed a bottom-up visual attention computing model
based on biological principles. Antoni et al.. [33] proposed an
efficient de-noising method by replacing the color of a pixel
with an average of the colors of similar pixels. Since the most
similar pixels to a given pixel have no reason to be close at all,
the kernel-based similarity function were used to measure the
relationship of each couple pixels. M. Jaderberg ef al.. [34]
proposed a spatial attention mechanism to enhance rotational-
invariance and scaling-invariance explicitly during training
by using an additional learnable module. Different from the
spatial attention, J. Hu et al.. [35] proposed a channel-wise
attention architectural unit called Squeeze-and-Excitation
(SE) block, which adaptively recalibrates the channel-wise
feature responses by explicitly modeling interdependencies
between channels. Based on this work, several approaches
have been proposed to improve the channel-wised attention.
Gao et al.. [36] modeled the channel interdependencies
by using the second-order information from input feature
maps. Wang et al. [37] proposed an efficient channel-wised
attention module to reduce the computation and gain better
performance by using different CNN architectures. The
mixed approach combines different attention mechanisms
into one framework, which can model a more complex rela-
tionship from the input features and gain better performance.
Sanghyun W. et al.. [38] firstly combined the mechanisms
of the spatial and channel-wise attention by a well-designed
trainable module with two sequential sub-modules for the
channel-wise and spatial attention. Different from sequential
processes for two attention operations, Zhang et al.. [39]
proposed an efficient building block approach to model the
spatial and channel-wise attention in parallel, which adopts
shuffle operation [40] to combine two types of attention
mechanisms effectively. Q. Yang et al. [41] proposed a
novel efficient attention pyramid network (EAPNet) for
semantic segmentation task by combining channel-wise and
spatial attention. The proposed EAPNet can captures multi-
scale context and integrates the low-level feature maps
and spatial location information, which is suitable for the
semantic segmentation application and gains better perfor-
mance than other attention mechanism in their experiment.
Self-attention mechanisms [29] are also applied in many
computer vision tasks to gain better performance [42]-[44].
Based on [29] and [33], Wang et al.. [45] introduced
a general non-local operation framework for capturing
long-range dependencies. This non-local building block
can be plugged into many computer vision architectures,
such as object detection/segmentation and pose estimation.
Cao et al.. [46] analyzed [45] empirically and found that
the global contexts modeled by the non-local network are
almost the same for the different query positions. In order
to solve this problem, they simplified the attention modules
based on a query-independent formulation, which maintains
the accuracy of non-local network with significantly less
computation.
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In this paper, we modified the Global Context (GC) block
described in [46] to a multi-modal version by adding a light-
weight, learnable sub-module. Our cross-modal GC block
can capture the complex interdependencies between two
modalities and gain increased performance in multi-modal
learning tasks. The detailed descriptions of the proposed
attention module are presented in the next section.

B. MULTI-MODAL MACHINE LEARNING
Since significant progress have been made in deep neu-
ral networks (DNNs) techniques, a growing number of
applications via deep learning models have been proposed
and shown notable success in computer vision [47]—-[49]
and natural language processing (NLP) [29]-[31] domains.
However, many applications in the artificial intelligence field
involve more than one input data type, such as audio-visual
speech recognition (AVSR), image and video captioning,
visual question answering (VQA), text-to-image generation
and several medical applications. In order to solve these
complex problems, the studies of multi-modal machine
learning (MMML) techniques aim to build models that can
process and relate the information from different modalities.
The key challenges for constructing a multi-modal learning
algorithm are 1) learning representations from different
types of the input data simultaneously and 2) fusing the
representations of different modalities efficiently [11], [13].
Representations: Good representations (or features) are
important for the performance of machine learning models.
Bengio et al.. [50] identified the properties for good
representations such as smoothness, natural clustering and
temporal/spatial coherence. Srivastava et al. [51], [52]
identified the additional properties for the multi-modal
representations such as the consistency and complementarity.
The multimodal deep belief networks (DBNs) extracts
information from the modalities and then combines them
into a joint representation. Some researchers [15], [53], [54]
proposed end-to-end approaches by using individual neural
layers for each modality followed by the number of shared
layers that project the modalities into a common space.
The joint multi-modal representation can be directly passed
through the subsequent process or prediction. Since the
deep learning approaches require large amounts of labeled
data, some approaches were proposed [55], [56] to encode
the multiple input modalities and represent the extracted
features into a common feature space by using an auto-
encoder approach. The major advantage of the deep joint
representation model is the ability to pre-train a model
on unlabeled data but usually gain superior performance.
However, it is difficult to use joint representation model
when there are any modalities not present during the
training or inference phase. The alternative way is to learn
separate representations for each modality but coordinate
them through a constraint [11]. Instead of projecting all
modalities into a joint space, L. Wang et al. [57] used a novel
large margin objective to coordinate two representations
for image/text retrieval task. For unsupervised pre-training,
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Humam Alwassel et al. [58] proposed clustering-based
self-supervised method to learn coordinated representation
for the downstream task, which is the first approach that
outperforms the large-scale fully-supervised pre-training for
action recognition on the same model architecture.

Fusion strategies: Fusion is another key challenge of
multi-modal learning algorithm, which aims to integrate the
information from different modalities. Fusion strategies in
the multi-modal machine learning field can be divided into
different levels and different ways, corresponding to where
the information is integrated, and how they are combined and
projected into a single compact representation.

Zhou et al. introduced three types of fusion levels in
medical image segmentation: the input-level, layer-level and
decision-level fusion [12]. In the input-level fusion, multi-
modal input data are fused by the channel concatenation,
which directly integrates modalities in the original input
space. Tseng et al. [59] proposed a join sequence learning
and cross-modality approach for biomedical segmentation.
The slices of different MRI images are combined together as
the input data then feed forward to the proposed networks to
learn the multi-modal representation. Kuniaki Noda ez al. [60]
combined multiple signal as the input data then constructed
a deep neural networks model for robot behavior learning.
In the layer-level fusion, each modality first pass through the
individual layers to extract modality-specific features then
be integrated in subsequent shared-weights layers to project
into a joint space. The connections among the different
fusion layers can capture complex relationships between
the modalities. Jose Dolz et al. [61] proposed a hyper-
densely connected architecture for the multi-modal image
segmentation task and yielded significant improvement over
state-of-the-art approaches. H. Prabowo et al. [25] proposed
a novel GPA prediction algorithm by aggregating time series
and tabular data. The information from two modalities was
fused by adding the output of each layer in the LSTM
branch to the output of MLP layer at the same level. In the
decision-level fusion, which is similar to layer-level fusion,
each modality is used as a single input of the single encoder
to extract the modality-specific information, the outputs of
each encoder will be integrated by a final output layer.
The main advantage of decision-level fusion strategy comes
from the ability to learn the complementary information
from the different modalities independently since the latent
information in different modalities can be diverse. The
works of [21], [22], [62] developed multi-modal diagnosis
algorithms by leveraging the representations from both
structured and unstructured data.

Chao Zhang et al. introduced different types of fusion
ways such as the simple operation-based and attention-
based fusion [13]. The simple operation-based fusion ways
most commonly integrates information from multiple modal-
ities because they usually required few or no additional
parameters. Some previous works [15], [59], [62] used the
concatenation operation to combine modalities. An element-
wise multiplication operation [54] was proposed to integrate
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FIGURE 1. Overall architecture of proposed TabVisionNet.

vision and language information for the VQA application.
Xitong Yang et al. [16] designed a temporal fusion model for
the temporal multimodal learning (TML) task. The proposed
model has the ability to learn the joint representation and
temporal dependencies between modalities by adding a
correlate fusion function during the model training. Attention
mechanisms are widely applied for fusion of features, which
aims to generate several suitable dynamic weights for a fusion
operation. RNN-based models were widely used on attention
mechanism. For VQA applications, the hidden states of a
RNN-based model were used to find out the regions in
an image that relate to the question or answer [63], [64].
Different from generating attention weights on one modality
based on information extracted from the others, some
studies [65], [66] used symmetric structures to generate
attention weights on all modalities.

The proposed approach of this paper contains two fusion
strategies, a layer-level fusion was designed with a novel
cross-modal attention mechanism to capture complex rela-
tionship from two modalities. Additionally, a decision-level
fusion with a concatenation operation was applied to project
two modalities into a joint representation space. The detailed
descriptions of the fusion strategies are presented in the next
section.

llIl. PROPOSED APPROACH
A novel deep neural networks architecture is proposed to
combine the information from two modalities based on
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a cross modal attention mechanism. Figure. 1 illustrates
the overall architecture of the proposed approach. The
architecture of the proposed approach contains three main
components: 1) TabNet [67] encoder is used as the tabular
encoder to extract features from the structure data, e.g. the
defect log or parameters collected from the previous process;
2) Convolutional neural networks (CNNs) [68], [47], [48] is
used as the vision encoder to extract the visual features from
the defective images; 3) Finally, a novel attention mechanism
called Sequential Decision Attention is integrated to control
the vision encoder to focus on the suitable visual features
by the given global context information extracted from both
the image and tabular data. The two encoders are jointly and
simultaneously trained with the two modal data. The details
of the descriptions about the proposed approach are presented
in the following subsections.

A. TABULAR ENCODER

First, TabNet, used as a tabular encoder, extracts features from
the tabular data, which had shown competitive performance
compared with the state-of-the-art models in several tabular
datasets [69]-[72]. The main building blocks in the TabNet
encoder are: 1) the Feature Transformer for the feature
transformation task; 2) the Attentive Transformer for the soft-
mask generation task. In each decision step, a soft-mask is
generated by the attentive transformer for the salient feature
selection, similar to the decision trees (DTs) [73]. Then, the
feature transformer extracts sematic information from the
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selected features and divides the processed representations
into the subsequent decision step to be used by the attentive
transformer, as well as the outputs of this step. In the initial
step, the input data is fed to a batch normalization [74] and a
feature transformer to extract the initial tabular features. The
forward computation can be expressed as:

FO = FeatsTransformer (BN (Xiapular)) €))

tabular

where FeatsTransformer is the feature transformer module
that projects the input features into a representation space,
BN is the batch normalization layer and Xygpy4- 1s the input
tabular data. Next, the main encoding computations can be
expressed as:

Fd

tabular

d d—1
=TabNetEncoderBlock (Ftabular) ,d=1,2...,K
2)

whereTaubNetEncoderBlock is the TabNet encoder block that
contains both feature transformer and attentive transformer,
F ;Zbular is the extracted tabular features in the decision

step d.

B. VISION ENCODER
The vision encoder can be any canonical convolution neural
network architectures with several stages. In the end of
each stage, down-sampling operations are applied to reduce
the spatial dimensions of the image, either mathematical or
learnable operations. The fully-connected layers at the end of
the CNN architecture are removed, because only the visual
features are needed for the subsequent fusion. The forward
computation can be expressed as follows:
Fstl ;= CNNSl‘ageBlockS-H (Fisuat) »

visua visual

s=0,1,2,...,K

3)
where FJ, . is the visual features in stages, and
CNNStageBlock? is a set of layers in stages. The original input
image F Sisual is sent to the first stage block CNNStageBlock '
to extract the features F vlim ;- And then, the extracted features
can be the input of the subsequent stage block to get the next-
stage features.

C. SEQUENTIAL DECISION ATTENTION

In order to integrate the tabular features Fi,p,,- and the
visual features Fy;sq1, an efficient fusion method is designed
by combining two fusion strategies, based on the attention
mechanism which is called Sequential Decision Attention.
A novel cross-modal attention mechanism for the layer-
level fusion is applied in each CNN stage for modeling
the relationship between two modalities. There are two
main components in layer-level fusion: 1) The Decision
Aggregation Block is used to stabilize the feature distribution
from the TabNet encoder. 2) The cross-modal GC block is
used to fuse the global information from two modal data.
Finally, a decision-level fusion is applied to be the final fusion
module. The outputs of the final fusion module is connected
to the task-specified head.
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1) DECISION AGGREGATION

An aggregation module is proposed to integrate all tabular
features extracted from different decision steps of the TabNet
encoder. The module contains a transformation block for
the tabular features in each decision step and a concatenate
operation. The forward computation is expressed as:

R = TransBlockfy, (Fiper ) - d=1.2..... K @)

Ag8reprs = Cat (R', R?, ... K) 5)

where Ft‘flbu,ar is the extracted tabular features from (1),

and TransBlockggg is the transformation block for converting
F gzlmlar to the decision representation in step d, denotes as
R“. The transformation block contains a full-connected layer,
batch normalization layer and Swish [75] activation. Finally,
Ag8,eprs 18 the aggregated decision representation for the
subsequent attention module and Cat (.) is the concatenate

operation

2) CROSS-MODAL GLOBAL CONTEXT BLOCK

Following the Global Context modeling framework for
capturing the long-range dependency of input feature maps,
which is described in [46], denoted as:

Zi =f ()Cj, 1) <Zjvzpl ogx)) (6)

where a) ) ejx; denotes the visual context modeling
module which groups the visual features of all positions
together to obtain the global context information; b) & (-)
denotes the feature transform to model the channel-wise
dependency; c) f denotes the fusion function to aggregate the
cross-modal context information to the visual features of each
position.

Figure 2 illustrates the proposed cross-modal GC block
for multi-modal learning, the forward computation can be
expressed as follows:

N,
zi=f (Fvisual,i» 3 <Z=pl @iFvisuarj + 8 (Aggreprx),->> @)

J
eWk Fw’sual,_j
eWk Fyisual,m
attention pooling, and g (+) denotes the linear projection for

where a) aj = is the weights for global
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changing the dimension of Agg,,,, to the channel dimension
of Fyisua. Then an element-wise summation is applied to
fuse the context information from two modalities. b) The
same as [46], § () = W,1ReLu (LN (W, (-))) denotes
the bottleneck transform. c¢) f (-, -) denoted the broadcast
element-wise summation for fusion.

The traditional GC blocks intrinsically produce dynamic
weights based on the input feature maps, which can be
regarded as a self-attention mechanism. The proposed
attention mechanism generates dynamic weights depending
on cross-modal global context information, which can be
regarded as a cross-modality attention mechanism, then the
model can learn more complex interdependencies between
two modalities.

3) FINAL FUSION

A decision-level fusion strategy is proposed to combine fea-
tures extracted from two modalities. The proposed approach
first sums tabular features over each decision step with ReLU
activation to obtain the aggregated decision contribution of
tabular features, denote as:

NS eps
Dcontriv = Zd:’f ReLU(FSzbular) (8)

where Nyeps is the number of decision steps and D,y is the
aggregated decision contribution of the TabNet encoder.

After the feature combination, a non-linear transform is
applied to ensure the output distribution is not skewed for the
stable training, denote as:

Doyr = TranSBIOCkﬁnal(Dcomrib) 9)

where D, is the final decision features from tabular data
and TransBlock g is the non-linear transformation which
contains fully-connected (FC) layer, batch normalization
layer and Swish activation.

For visual features, the global average pooling (GAP) [76]
is used to squeeze the 2D feature maps to a 1D vector. The
operation can be formulized by:

! LI LA
e = HxW Zi:] Zj:l Fvisual(lvj) (10)

where H and W is the height and width of the final feature

maps Fvsimal, and v, is the global statistic of the channel c.
Finally, a concatenate operation is used to integrate two

modalities and apply a linear mapping as the task-specified

head. The forward computations can be expressed as follows:

Ffusion = Cat(Dout» Vour) (11)
Output = Wouthusion (12)
where D,,; is the final decision features extracted from the
tabular data, V,,; = [vi,v2, ..., K, v.] is the final visual

features and, Car (.) is the concatenate operation and W,,;
is the weights of the task-specified layer.
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IV. CASE STUDY

The proposed approach was used in the Polyimide (PI)
process which is a sub-process of the cell process in TFT-
LCD manufacturing. An additional inspection by using AOI
machines was applied for measuring the quality of processed
panels after the PI process. All defective panels are sent to
the repair station and will be re-inspected by another AOI
machine in the final cell test after a few days. Our goal
is to conduct a learning algorithm to identify the repair
status before the repair process. If the repair process is
predicted to be unsuccessful, the process can be preemptively
stopped, then the wasting of material and the process time
can be reduced. The detailed description are presented in the
following subsection.

A. DATA DESCRIPTION

The experimental data that contains tabular data and the
defective images was collected from the online PI process
and the inspection station. The tabular data contains the
information from the manufacturing and repair process such
as chamber temperature and the defect measured size. The
defective images are taken at the inspection station. Both
tabular data and image data are collected automatically by
processing machines and IOT sensors.

Figure 3 illustrates the collected data in the experiment.
A total of 10726 paired samples mixed with different product
and defect types, and only 4% samples are unsuccessful
repairs. Each paired sample consist of one record of a table
and one defective image, denoted as:

X' = (thabular’X\l/isual)’ i=12....K

where i € N are the sample indices.

The collected data has been modified in order to avoid
exposing company secrets. However, to ensure the repair
status is clearly identified, the defect area of defective image
has been left unmodified.

B. EXPERIMENTAL SETTING
In the training process, we implemented deep learning
experiments with two NVIDIA GV100 GPUs. The primary
deep learning framework is PyTorch 1.6, and the software
environment was created by Anaconda with Python runtime.
In order to deal with the imbalance data, stratified
sampling [77] was applied to split training, validation and
testing data, which can ensure the same positive rate in each
split set. 80% of the data were used for training and cross-
validation, and the remaining 20% were used for testing.
A 5-fold cross-validation was applied for hyper-parameter
tuning. The input size of the images was 256 x 256 x 3 and
the number of feature columns of tabular data was 148.

1) BASELINE APPROACHES

In our experiment, four different baseline models were trained
for comparison. For single modal approaches, SVM and
XGBoost [69] were trained with the tabular data X;,p,,,, and
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Processing Processing

Parameter |
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Parameter2

(a) Paired sample

T XooxFwd. File XsoocUp. XxxxCDA Xooox
Mpa Spray Flow GASFlow  Temparature 4
I 0.143 10.9 0.151 223
2 0.139 10.9 0.151 22.1
3 0.092 314 0.153 224
Defect Height
I M 106 35059 03
2 L 141 36076 ol
3 S 166 27898 02

(b) Tabular Data

(c) Defective Images

FIGURE 3. (a) Paired sample, contains one image which is taken from
camera before the repair process, and one record of the tabular data,
which is related to the information of product, defect and measured
process parameters. (b) Samples of tabular data collected from
processing machines and 10T sensors are shown in the above table with
two sections. The upper section are process parameters of the Pl cleaner,
such as the pressure of the forward-direction filter and the chamber
temperature; the lower section are the measured values of the AOI
machines such as the defect size and the measured height (thickness).
(c) Defective images took before repair process.

a canonical convolutional neural network (CNN) was trained
with the image data X,z . For multi-modal modeling,
a common alternative approach was trained by both the
tabular data and image data. For all experiments with deep
learning techniques, the training batch size was set to 512,
exponential scheduler was applied to reduce learning rate
in every epoch, and the optimal early stopping epoch was
determined by cross validation.

First, SVM and XGBoost were trained with tabular data.
One-hot encoding was used for extracting the categorical
features, and the grid search technique with cross validation
was applied to find the best hyper-parameters.

Next, CNN model was trained for image data. ResNet
18 [37] backbone was used as the feature extractor and the
final fully-connected (FC) layer’s dimension was altered to
satisfy our case. In the training process, Adam optimizer [78]
was used with the initial learning rate=1e-3 and the decay
rate=1e-6 to avoid over-fitting.

Finally, an alternative approach denoted as MLP Fusion,
which has been used in other application domains [20]-[22],
was trained with two modalities for the multi-modal modeling
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TABLE 1. Architecture setting for tabnet encoder.

Parameter Value Description
reprs 16 Dimension of the decision representations.
datten 16 Dimension of the attention representation.
Nstep 4 Number of the decision steps.
Nindep 2 Number of step-specified GLU Block.
Nshared 1 Number of shared fc layers cross all steps.
Y 1.3 The relaxation parameter.

baseline. For the vision encoder, ResNet 18 was used as the
backbone and the global average pooling (GAP) was applied
to obtain a 1D vector for subsequent fusion. Embedding
encoding [79] was applied for categorical features to stabilize
the training process and gain better performance. In the
training process, Adam optimizer was used with the initial
learning rate=5e-4 and the decay rate=1e-6 and the dropout
rate=0.3 to obtain the generalized results.

2) PROPOSED APPROACH

For our proposed approach, the TabNet encoder architecture
setting is illustrated in Table 1 with hyper-parameters tuned
to follow the experimental setting. ResNet 18 was used to be
the CNN backbone with Adam optimizer and the embedding
encoding was applied to extract the categorical features,
learning rates were set to 3e-3 and 3e-4 for the tabular encoder
and vision encoder respectively. The loss function to be
optimized by back-propagation algorithm can be formulized
as:

Liotal = Lets + A - Lsparse (13)

where L., is the cross entropy loss for the binary classifica-
tion task, denote as:

[ U i N
Lag ==Y, y'log§ +(1—y)log(1 =3 (14)

where y'and j'are the ground-truth label and the output
probability from the model respectively, and N is the sample
size of data.

Lgparse 1s the regularization penalty to control the sparsity
of the selected features in TabNet encoder [60], denote as:

_ Nstep B D _Mb’j [l] IOg (Mh’j [l] + 6)
Lyparse = Zi=1 Zb=1 Zj=1 Nstep - B

15)

where € is a small number for numerical stability, Ny is
number of decision step of TabNet encoder, B and D are batch
size and the feature dimension of the tabular data respectively.
Coefficient A is a hyper-parameter of the penalty weight.

C. EXPERIMENTAL RESULTS

Different random seeds were used for splitting data and
random initialization of the model weights in the 15 runs
of our experiments. Area under the receiver operating
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TABLE 2. Quantitative evaluation results.

Method AUC (Mean) AUC (Std.)
SVM 0.729041 0.012653
XGBoost 0.738567 0.041910
CNN 0.752486 0.016006
MLP Fusion 0.791517 0.014722
TabVisionNet *0.819157 0.017419
TABLE 3. The statistical test results.
Method T-Test KS-Test
(p-value) (p-value)
SVM **%2.209e-15 **%1.005e-07
XGBoost **%3 341e-07 **%8.771e-07
CNN ***1.061e-10 **%*1.888e-05
MLP Fusion **%3.390e-04 **4.7150e-02

*: P <0.05 (significant), **: P <0.01 (highly significant), ***: P <0.001 (extremely significant)

CNN MLP Fusion TabVisionNet

— test auc — test auc — test auc

080
(I’W\,‘\_\J -

0 20 4 6 8 100 0 W M 0 4 50 0 W 20 B H 50

FIGURE 4. Learning curves of different approaches on testing set.

characteristic curve (ROC-AUC) was used as the evaluation
metric. Table 2 shows the proposed approach outperforms
the other three methods with regard to the AUC score.
Furthermore, statistical tests were conducted in order to
evaluate the reliability of the experiment. Table 3 shows the
statistical evaluation of the XGBoost, CNN, MLP Fusion
models and the proposed model. These comparison results
show that the proposed model significantly gains more
statistical improvement than the other methods.

Figure 4 shows the learning curves of three deep learning
approaches in the experiment (with ResNet 18 backbone) on
the test data set. This result shows that the proposed approach
can gain more robustness than the others. For single-modal
learning, both of the two models performed badly with the
test set because some critical information is contained in
the different data sources. Figure 5 shows that the panel
contains a large defective area but it had passed the final test
inspection.

The panel with the small defect area is still treated as
defective because the defect is too thick so that the repair
process requires more operations, and it also increases the
fail rate. Additionally, the information of defect thickness is
recorded in tabular data. The experimental results show that
it is reasonable to combine the information of the tabular data
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(a) Repair successful (b) Repair failed

FIGURE 5. The left (a) panel has larger defect area but pass the final test
inspection, the right panel (b) has smaller defect area but still be
identified as defective, which means the repair process failed to fix the
defect.

and the image data. In multi-modal learning, we investigated
the MLP Fusion-like approaches which are the main network
architectures trained with the tabular data and the image
data simultaneously. The MLP Fusion model had superior
performance than the single-modal methods by leveraging
more meaningful information from two modalities. However,
the large amount of trainable weights led the model to be
over-fitted on the training set so regularization techniques is
required to be applied carefully during the model training.

The architecture of the proposed model is a bi-branch
structure, the TabNet and CNN encoder are used to extract
the information from the tabular data and the image
data respectively. Additionally, the cross-modal attention
mechanism is applied to integrate the information from two
modalities efficiently, which stabilizes the training process
and gains more generalized results than the multi-modal
approach, MLP Fusion. The experimental results indicated
that the proposed approach can solve complex problems that
were difficult to solve in the past. Due to past works only
considered single-modal data while our approach utilizes
both tabular data and the image data at the same time, gaining
better performances and feature extraction benefits on in the
real TFT-LCD manufacturing cases.

D. EXTEND TO MEDICAL APPLICATIONS

In order to evaluate the generalization ability to other appli-
cations, another experiment was implemented on the medical
open dataset: SIIM-ISIC Melanoma Classification challenge
on Kaggle [80]. In this competition, the competitors need
to identify melanoma by using images and patient-level
contextual information.

In the experimental setting, we only used the training
set of the competition and stratified sampling was applied
for imbalance data. 80% of the data were used for training
and cross-validation, remaining 20% of the data were
used for testing. A 5-fold cross-validation was applied for
hyper-parameter tuning. The input size of the images was
256 x 256 x 3 and the number of feature columns of
tabular data was 5. Four different models were trained for the
comparison. For single modal learning, XGBoost was trained
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TABLE 4. The results of siim-isic dataset.

Method Backbone AUC
CNN ResNet18 0.9201
MLP Fusion ResNet18 0.9282
TabVisionNet ResNet18 *0.9474
CNN ResNet34 0.9062
MLP Fusion ResNet34 0.9479
TabVisionNet ResNet34 *0.9639
XGBoost NA 0.8510

with only tabular data and the CNN models were trained with
only image data. For multi-modal modeling, MLP Fusion and
proposed TabVisionNet were trained with image and tabular
data.

Table 4 illustrates the comparison results of models trained
from scratch with the same dataset. The experimental results
shows that the proposed approach outperforms the other
models, which indicates that the proposed TabVisionNet has
better learning ability without prior information, so that it is
more suitable to be used in the scenarios with less related or
labeled data. This scenario is very common in many domains
such as the manufacturing or medical applications.

V. CONCLUSION

Deep learning techniques are gradually being developed
in the TFT-LCD industry for solving complex problems
in various manufacturing scenarios. However, conducting
a learning based system by using only one modality is
challenging because the discriminated information may be
from multiple data sources. To leverage all useful information
from collected data more efficiently, a novel deep multi-
modal learning approach based on a well-designed attention
mechanism was introduced, which utilizes the information
from both tabular data and image data. The proposed Sequen-
tial Decision Attention captures the complex relationships
between two modalities by a composite modeling strategy,
which produces better joint representations for the multi-
modal learning task. The experiment results proved the
effectiveness of the proposed approach in the real-world
multi-modal task for TFT-LCD repair process. Moreover, the
proposed approach can also be applied in other domain such
as medical applications and get competitive performances.
In future studies, the proposed method can be extended
to other combination of different modalities, such as time-
series or text data, which are the common data sources in
manufacturing scenarios.
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