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ABSTRACT Data privacy regulations like the EU GDPR allow the use of hashing techniques to anonymize
data that may contain personal information. However, cryptographic hashing is well-known to destroy any
possibility of performing analytics. Homomorphic crypto-systems allow computing analytics over encrypted
data, but cannot guarantee privacy compliance without being coupled with specific privacy-preservation
provisions. In this work, we present a novel distance-preserving hashing scheme supporting both regulatory
compliance and collaborative analytics. Our scheme achieves regulatory compliance by relying on standard
cryptographic hashes while preserving a controllable notion of distance between data points.

INDEX TERMS Data privacy, distance-preserving hashing, big data, homomorphic encryption, hashing,

quantization kit.

I. INTRODUCTION

In recent years, organizations and the general public have
become increasingly wary of how their data is being col-
lected and shared [1]. To protect personal data, several
regulations covering various aspects of data privacy have
been introduced, most notably the European Union’s GDPR,
China’s draft Personal Information Protection Law,! and
the Dubai data law, which governs the sharing of data at
the city level. All these regulations encourage protecting
user’s privacy through the use of certified implementations of
proven hashing and encryption techniques. Generally speak-
ing, cloud providers using untried algorithms to anonymize
their customers’ data may fail to achieve regulatory com-
pliance, facing substantial fines and sanctions, regardless of
the algorithms’ actual effectiveness [2], [3] [4], [5]. The
widespread adoption of Machine Learning (ML)-as-a-service
has increased disclosure risk [6], as access to ML models’
parameters can lead to disclosing the data sets used to train
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10n April 29th, 2021, China issued the second version of its Personal
Information Protection Law (‘“‘Draft PIPL”), which is currently in the public
consultation rounds.
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them. Homomorphic Encryption (HE) has been proposed
since long to perform computations over encrypted data, pro-
tecting ML data assets during training and inference [7]. Our
work is motivated by widespread concerns that HE encryp-
tion techniques may not guarantee that encrypted personal
data can be considered as anonymous data, and therefore
processed outside the scope of the data protection regulations
like the EU’s GDPR? [2]. Three relevant factors must be
considered when assessing the level of security of encrypted
data: the strength of the encryption algorithm used, the length
of the encryption key, and the security of encryption key man-
agement [10]. If an organization holds some third party’s data
(acting, in GDPR terms, as the data controller) in encrypted
form but does not hold nor can access the decryption key in
any way, it is reasonable to assume that it will not be able to
access any personal information within the data [5]. In this
case, the controller can safely regard the data as anonymous
and outside the scope of the GDPR. The strength of the

2Differential privacy techniques based on noise addition [8] also allow
data owners to add noise to their data according to a privacy-vs-accuracy
budget, but this budget does not directly reflect the amount of information
released after the noise model is applied [9], and is therefore unfit for
achieving regulatory compliance. Therefore, we do not consider them in this
paper.
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cryptosystem and the assumed separation between encrypted
data and the decryption key, however, need to be verified,
following international standards like NIST FIPS 140-2.3
Currently, no HE implementation has been validated accord-
ing to FIPS 140-2 [11], and homomorphically encrypted per-
sonal data cannot be treated as anonymous information falling
outside the scope of EU GDPR. Of course, HE could be used
in association with verified privacy-preservation techniques
like secure multi-party computation and aggregation [12].
Coupling HE and secure multi-party computation, however,
requires a significant amount of customization to handle het-
erogeneous data types [13]. Cryptographic hashing is a pop-
ular way of anonymizing personal data, as it does not require
verifying any key management scheme. The use of hashes
for data anonymization has been encouraged by international
security agencies. The European Network and Information
Security Agency (ENISA) has released recommendations for
the GDPR-compliant use of hashing for anonymization pur-
poses* and hash functions to be used for data anonymization
have been subject to international standardization.” Today,
several tool-kits are available for inter-organizational hashed
data comparison [14]. Such tools support collaborating orga-
nizations in answering simple questions like “how many
customers do we share?”” while keeping the data anonymous.
We argue that there would be much more value in allowing
data owners (or external services) to seamlessly combine
anonymous data to carry out more advanced data analysis,
involving arithmetic and distance computation. In the after-
math of the COVID pandemics, collaborative analysis-as-a
service on anonymous healthcare data is a very appealing
prospect for cloud providers [15]. However, for data own-
ers to take part in collaborative analysis, data must be
anonymized using techniques whose implementations have
been approved by international standards, preventing any reg-
ulatory hazard. Unfortunately, approved hashing techniques
do not support arithmetic, limiting the value of hashed data
for collaborative analysis. In this paper, we address the chal-
lenge of supporting collaborative, privacy-preserving data
analysis while using approved hash functions. To this end,
we propose a novel multi-hash representation called Hash-
comb, which represents data as a hierarchical (multi-level)
hash generated by quantization of data values using multiple
granularity levels. We validate the performance of our Hash-
combs using two data sets related to online advertisements
that cover different data types (numerical sensor data and IP
network data) and a total of 84 test scenarios.

Il. BACKGROUND
Due to the large body of work surrounding data hashing,
in this Section we will review only hash techniques that show

3Approved encryption methods are documented in the Annex A of
FIPS 140-2.

4https://Www.enisa.europa.eu/publications/recornmendations—on-
shaping-technology-according-to-gdpr-provisions

SA list is available a part of NIST FIPS PUB 180-4 Secure Hash
Standard (SHS).
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some potential for supporting computations on hashed data.
We will use the term hash function to designate any a pro-
cess which transforms a plain-text data input into a fixed
length character series, regardless of the size of input data.
The output is called hash value or digest; for brevity, the
term ‘“‘hash” will sometimes be used both in reference to
the hash function as to the hash value, which is the output
of playing this function on a particular data input. We will
refer to the set formed by all possible inputs as the data
domain or data space, while the set of all possible hash
values will be called hash space. Standard hash functions
approved for data anonymization are purposefully designed
to cause an Avalanche Effect [16], ensuring that changing a
single bit in the input will result in a substantial change in
the corresponding hash value. In the remainder of the section
we review some alternative hashing techniques that organize
the hash space by preserving some information about the data
space distance.

A. DISTANCE-PRESERVING HASHES

Distance-Preserving Hashes (DPHs) differ from classic
hashes inasmuch they map input values that are close to
each other in the data space into neighbours in the hash
space. Distance-preserving hashes can be defined for also
categorical data: a recent work [17] describes how text hashes
can preserve similarity between documents.

Data-dePendent Hashes (DPHs) are a family of hash func-
tions whose hash values depend not only on the inputs,
but also on other points in the data set. Quantization-based
DPHs include an additional quantization step before hash-
ing the data. The quantization step facilitates both compres-
sion and distance preservation. Context-triggered approaches
are DPHs that rely on the occurrence of trigger values
within the data. The time-honored Context Triggered Piece-
wise Hashing (CTPH) [18] is still one of the most pop-
ular similarity-preserving hashing schemes to date. The
algorithm uses a combination of rolling hashing, i.e hash-
ing based on a dynamic window moving over the input
data flow k bits at a time, and traditional hash functions
which is applied to fixed size data chunks when the rolling
hash produces an output that matches a pre-defined trigger
value [19]. Multi-Resolution Similarity Hashes (MRSH) [20]
and MRSH-v2 [21] are variants of context-triggered hashes
that use multiple triggers to reduce the complexity of choos-
ing a suitable trigger value. Additional improvements were
introduced in [22] by coding the hash into a hierarchical
Bloom filter to speed up hash comparisons. bbHash [23]
compares its inputs to randomized data blocks rather than
trying to rely solely on the inputs to compute the hash. Ini-
tially, a sequence of pseudo-random data blocks are generated
and are compared to the input. If the Hamming distance
between the input and the random block is smaller than a
certain value, the output is adjusted accordingly, otherwise no
changes occur. It is noteworthy that the size of the final hash is
not fixed, which could have negative implications on hashed
data indexing. fbHash [24] comes in two variations, called
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FbHash-B and FbHash-S. Both variations are rolling hashes
the former is designed for byte-level similarity detection
while the latter is modified for semantic matching.

N-gram-based hash functions rely on n-element subsets of
the input domain. Typically, they split the data into n-grams,
and then capture the n-gram histogram or some variations
of it. Nilsimsa [25] is an n-gram based distance-preserving
hash which is designed to detect similarity between e-mails.
It uses a five character sliding window which captures tri-
gram combinations and stores them into an accumulator.
N-gram hashing proved effective in preserving e-mail sim-
ilarity against known spamming modification techniques,
and is still popular in network traffic classification appli-
cations [26]. Trend Micro Locality Sensitive Hash (TLSH)
follows the n-gram structure of Nilsimsa but treats inputs as
bytes rather than characters. Furthermore, it uses quartiles
instead of the median when constructing the digest in order
to capture homology in binary data and images [27], [28].
N-gram hashes have been successfully used in applications
such as forensics, spam detection, databases and image
retrieval which require searching over large data sets for
similar files. MvHash-B [29] is a basic quantization based
DPH with low computation time. The core principle is to
partition a binary input into equal sized chunks. Then, the
algorithm runs a majority vote over the chunks to obtain
the dominant bit (0 or 1). This allows for the transformation
of the input into a compressed sequences of identical bits.
The newly obtained file is then processed using run-length
encoding to compute the final hashed value.

A common trait of all the DPH schemes reviewed above
is providing some degree of distance preservation. However,
computing this approximation can be a major bottleneck in
Big Data applications [30]. Literature on Fast Forensic Sim-
ilarity Search (F2S2) [31] argues that trying to find similar
files using distance-preserving hashes over large amounts of
data is very time consuming. The authors propose indexing
digests based on the occurrences of certain trigrams in them.
While F2S2 speeds up the process of finding similarities
and is suitable for forensic applications, the platform must
know which trigrams occur in the digest, potentially giving
away some information about the contents of the plain-text,
which makes it unsuitable for many applications. It is also
important to remark that all hashes discussed so far capture
some statically pre-defined distance. They are designed to
work with certain types of data and capture a limited amount
of information from the plain-text, making them hard to
adaptable to different types of data or distances.

1) DATA-DEPENDENT HASHES

Data-dependent hashing techniques dynamically learn cer-
tain parameters from input data. Techniques that rely on
learning hash codes gained popularity due to their success
in Machine Learning applications. Recently, much focus
has been given to representing the quantization step in
distance-preserving hashes. An example of such work is [32]
which argues that more attention should be given to the
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quantization step of hashing because it has a critical effect
on the performance of the hash function. The work pro-
poses Manhattan Quantization (MQ), which preserves the
binary neighbourhood structure of the plain-text using Man-
hattan distance computed over the natural binary code (NBC).
Another example of explicit quantization is Hamming Com-
patible Quantization (HCQ) [33], which formulates quantiza-
tion as an optimization problem. The work defines and aims
to minimize a distance error functions measured between data
in the euclidean and hamming spaces. An example of these
hashes is Discrete Graph Hashing (DGH) [34] which pre-
serves the neighbourhood structure of the data set by building
a graph based hashing model using anchor graphs. This model
is also able to generate hashes for data out of the training
set by minimizing the distance between a new point and its
neighbours. A popular approach to data-dependent hashing is
deep hashing, which utilizes neural networks to produce effi-
cient hashes. An example is Text Hashing with Convolutional
neural networks (THC) [35]. THC trains a Convolutional
Neural Network (CNN) for generating distance-preserving
hashes of text data. The data set is prepared by embedding the
words using existing, pre-trained word vectors; then, explicit
distance information and features are attached to them to
obtain the final hash. We argue that current learning-based
hashing techniques are unsuitable for general use, as they
must be tailored to specific data types. Also, they are unsuit-
able for collaborative analytics scenarios as they require some
data in plain-text to be available for the hashing function to
learn its parameters.

ill. HASH-COMB

Hash-Comb is a multi-hash data representation scheme sup-
porting computations on hashed data. Hash-Combs rely on
standard-approved cryptography hashes as building blocks
and enable distance computation on hashed data with the
granularity needed to fit the analytics’ privacy requirements
and accuracy constraints. Our scheme works with different
data types, is simple to implement and complies to data
sharing regulations that require the use of specific cryp-
tography techniques [36]. Hash-Comb multi-hash represen-
tation consists of an array of (w) cryptographic hashes,
which - as a whole -captures the distance information from
the corresponding plain-text data item with @ granularity.
Individual hashes within Hash-Combs are referred to
throughout this paper as the “dimensions” of the data
representation. Unlike distance-dependant hashing schemes,
we do not directly encode distance information within our
multi-hash representation. Rather, we introduce a data pre-
processing stage (Quantization Kit). The basic working prin-
ciple of the Quantization Kit is to split the data space into
(C) regions. The configuration of C is tweaked according to
two parameters, y and R which represent the channel size and
the size of data space respectively. This process is repeated
for w iterations with varying C, w and R values. Each of
the resulting w dimensions covers a unique configuration of
the C regions, resulting in a different granularity of distance
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information to be encoded into the final hash. The example in
Figure 1 demonstrates the process of splitting the plain-text
space into a multitude of configurations visualized as layers.
Each data point is represented using  identifiers obtained
from the channel it belongs to within a layer as described

in Algorithm 1.
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FIGURE 1. Generation of a Hash-Comb. Three quantizers capture the data
at three different levels. The top level splits the data into two segments
while the middle level splits it into four and the bottom level splits it into
eight. In this example the resulting Hash-Comb contains three
“dimensions”/elements: hgy, hg;, hgs produced by each quantizer.

Algorithm 1: Generating a Hash-Comb
Input: R, C, w
Output: iy, C, w, ¥, R

for w do
yi="ERIC; = Mk,
for AIl N do
if N; C ch; then
| Ni—> chi;
else
‘ Next;
end
h; = Hash(ch;);
end
end

For clarity, let us consider the example of a Hash-comb
with @ = 3 hashes shown in Figure 1. Each hash captures a
different granularity of distance information from the plain-
text data space, by partitioning it into three layers composed
of C = 2,C = 4 and C = 8 channels respectively. After
defining the regions of the plain-text data space, for each
value in the data set, our scheme performs a cryptographic
hashing process over each channel configuration, producing
the hashes [h,1, hy2, hg3]. This process allows for computing
the (approximate) distance between two plain-text data points
simply by comparing their Hash-combs.

A flowchart streamlining the process of generating a Hash-
comb in a real life scenario is outlined in Figure 4, which
details the execution of our hashing process. It involves a
trusted environment (holding the plain-text data set) and a
semi-trusted environment (the data collection/analysis facil-
ity). The workflow is executed as follows:

1) The first step is to choose a sub-sample from the plain-

text which will serve to fine tune the parameters and
obtain the desirable level of accuracy.
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2) The data is then fed to the Quantization Kit, which is in
charge of splitting the data space into regions accord-
ing to the parameters and requirements. The output of
this stage is a series of ‘‘dimensions” composing the
building blocks for the Hash-Comb.

3) The output obtained from the Quantization Kit is then
fed into an optional “Noise Function”, which selec-
tively adds noise into certain parts of the Hash-Comb’s
dimensions to add a layer of privacy.

4) The final step of generating a Hash-Comb is feeding
the noisy data to the Hash Generator, which applies
a cryptographic hash to every dimension, generating a
series of hashed values.

5) The Hash-Combs are then collected and forwarded as
a batch to the Semi-Trusted Environment.®

6) The Semi-Trusted Environment collects and stores
batches of Hash-Combs from multiple participants via
a secure line.

7) The collected Hash-Combs are then used to com-
pute/train analytics (e.g, machine learning models) that
require distance information.

8) Finally, the results are reported back to the data con-
tributors and participants on another secure line.

A major advantage of Hash-Combs when compared to
classic techniques [20], [29] is that our approach is not
limited to Euclidean data spaces, where distances represent
the shortest path between two points along a straight line.
In fact, Hash-Combs are also suitable for approximating
non-Euclidean geodesic distances [37], which have applica-
tions to network security [38], to tracing paths on 3D mesh
objects [39], to clustering [40] and training Machine Learning
models [41]. Revisiting the example in Figure 4, we can
define a simple distance measure based on an element-wise
equality check. Let us consider two distinct points a and
b, each with a hash-comb #,;, hp; containing a set of three
hashes i = {1, 2, 3}. The distance between the two hashes
is computed by comparing each hash value of h,; with the
corresponding hash value from #p;. This hierarchical com-
parison allows for bounding the distance between two points
with y as the max possible error.” Knowing quantization
ranges as a prior, the data analytics can estimate the distance
range between the two data points through the process of
elimination. In case no match is found, the distance between
the plain-text data points is estimated to be larger than the
largest quantization interval, which makes the distance rela-
tion between the two points irrelevant in most cases. Having
discussed applying our data representation to numerical data,
we move on to discussing the use of Hash-Combs to represent
structured data types of interest.

Many cyber-security applications benefit from merg-
ing Network/Netflow data from multiple data sources for

61t is possible to perform this step in real-time. However, for the sake of
clarity, here we focus on batch collection.

"In our implementation, the hashes are organized by the quantization size,
the first hash is the smallest and the space gradually increases until the last
hash to optimize the comparison step.

VOLUME 10, 2022



A. Aimahmoud et al.: Hash-Comb: Hierarchical Distance-Preserving Multi-Hash Data Representation

IEEE Access

TABLE 1. Notation table.

R 2 Range of the values in the dataset.
N; £ The dataset element at position i.
w 2 Number of hashes.
v % Channel size or channel interval / width.
C 2  Number of channels.
ch; £  Channel number.
h; 2 A hash-comb where 7 is the hash index and w > i > 0.
k£  Number of clusters.
rry 2  The score of a plaintext cluster with the k;;, anonymized

cluster.

joint analysis. However, it is universally agreed that these
types of data contain highly sensitive information. To illus-
trate the application of Hash-combs to Network / Netflow
data type, we focus on the prefix distance in the domain of
IP addresses because it has practical applications® in cyber-
security [42]. For our purposes, prefix distance is interesting
because it requires a different segmentation strategy than
previously described in Figure 1. Let us assume that we want
to compute the prefix distance between the two IP addresses
shown in Figure 2 using Hash-Combs with @ = 4. Each
dimension is then computed as shown in Figure 2: the first
tooth of the Hash-comb is the result of hashing the first IP
block, while the second and third are the results of hashing
both the first two blocks and the first three respectively. The
final tooth is the hash of the full IP address.® Computing the
prefix distance between these two Hash-Combs reveals that
the first three dimensions match each other, while the last one
is different. This allows us to conclude that the prefix overlap
is over a third of the IPs. It is possible to apply the same
principle to define different w and quantization sizes thereby
narrowing the estimate further. Designing the Quantization
Kit in a hierarchical manner rather than segmenting every IP
block in isolation is a design choice discussed in our previous
work [43].

A. DISTANCE-BASED ML USING HASH-COMBS

We now show how to use the Hash-combs prefix dimension
distance to train a simple Artificial Neural Network model
(ANN). Each dimension is encoded as an individual feature
which is then fed individually into the ANN as a normal-
ized numerical value. This embedding process is a simple
translation from the hexadecimal hash value to a numerical
representation. While it is true that this mapping introduces
an ordering between dimensions where a distance could be
computed between hy and /1, the avalanche effect of crypto-
graphic hashing algorithm ensures that the hashed values of
the same dimension are far enough from each other Figure 3.
Thus, the analytics engine can perform dimension-wise
comparison.

8For example, prefix distance can preserve country neighborhoods, which
can be handy for grouping the bulk of botnet traffic.

9We could trivially increase the number of dimensions by segmenting the
IP address into finer grains, which would result in a linear increase in size.
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192.168.1.1 192.168.1.5

M M
192.0.0.0 - Toothl 192.0.0.0 - Toothl
192.168.0.0 - Tooth2 192.168.0.0 - Tooth2
192.168.1.0 - Tooth3 192.168.1.0 - Tooth3
192.168.1.1 - Tooth4 192.168.1.5 - Tooth4

[ Tooth1, Tooth2, Tooth3, Tooth4 } [ Tooth1, Tooth2, Tooth3, Tooth4 ]

FIGURE 2. In this example, the quantizer captures the prefix distance in
© = 4 stages. The first tooth captures the first block while substituting the
remaining with 0. While the second tooth captures the first two blocks
and the third captures the first three blocks. The final tooth captures the
entire IP address.

Hash-Combl = [ho, hy, h, h'3]

Hash-Comb2 = [ho, hy, ha, hs]

Pl

FIGURE 3. Embedding hash values into numerical space introduces an
order between them. However, the diffusion property ensures that
dimensions which are not equal are appropriately far from each other.

IV. EXPERIMENTAL RESULTS AND ANALYSIS

For our validation, we used data sets collected for online
advertisement fraud detection. Advertisers usually commis-
sion online advertisement companies to display their ads
on partnering websites. When a user interacts with, clicks
on or makes a purchase through these advertisements, the
advertising company pays the website owner a fee for that
interaction. Unfortunately, the size of the market and poten-
tial profit invites abuse and fraudulent behavior including
infecting advertisements with malicious code and publish-
ing misleading advertisements. However, the most common
way of committing fraud is using bots to inflate click ad
revenue (traffic sourcing) [44]. In this type of attack, a web-
site owner utilizes bots to generate fake clicks and interac-
tions with advertisements displayed on their own websites
thus forcing advertising companies to pay them for clicks
that never occurred in reality. Our experimental data set is
based on a real data set of user clicks shared by an indus-
trial partner. The data set contains the source (customer)
and destination (site) IP addresses as well as various other
information we do not describe for the sake of conciseness.
In order to control bias in our experiments, we applied our
technique to two versions of the data set. The first version
is composed of >14M (14673922) records, extracted from
raw data without further modification. The second is com-
posed of around 170K (170396) records, selected to con-
tain only unique source/destination IP pairs.!? The rationale
behind this second smaller version of the data set is making

10The significant size reduction is also due to removing a large portion of
the data set.
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FIGURE 4. A workflow describing the proposed solution’s deployment. The workflow is split into two parts, the
first to be executed in a trusted environment (the data owner site) and the second in a semi-trusted platform at the

data analysis facility.

plain-text data as diverse as possible to test our Quantizer’s
ability to group the IP addresses based on their prefix dis-
tance. Both data sets have been used to test the ability of our
proposed hashing scheme in retaining distance in the hashed
data space, in order to verify the performance of a classifier
obtained by training the ANN with labeled Hash-Combs. The
full details of our experimental setup are shown in Figure 5.
Being the experimental data sets unlabeled, our experiment
(Figure 4) starts by automatically generating labels, using
a modified version of the K-Means clustering algorithm.!!

The clustering algorithm was amended to support computing the pre-
fix distance between source and destination IP addresses as described in
Section III.
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The output cluster IDs are converted into labels attached
to the Hash-Combs; then the labeled data set is used to
train an Artificial Neural Network (ANN). The experiment is
intended to verify that the ANN will be able to accurately map
each Hash-Comb back to the cluster of the corresponding
plain-text data point. To this end, the plain-text data is fed to
the Quantizer, which generates multiple variations of Hash-
Combs for experimentation purposes. Group 1 is settow = 4
per IP address (total of 8 for source and destination) and
group 2 is set to w = 8§ per IP address (total of 16). Multiple
data sets are created with a variety of @ values by removing
dimensions gradually from both groups, as shown in Figure 4.
Moreover, alternative configurations are also created, where
dimensions are substituted with random noise. In the end,
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we tested a total of 84 scenarios for both data sets. These
configurations allow us to test the effects of adding more
dimensions and the effects of manipulating them on the accu-
racy and performance of our scheme.

The ANN model was created using Tensorflow [45] and
Keras. The model consists of an input layer (ReLU) which
is adjusted based on the size of w, four layers (ReLU) each
composed of 1000 neurons which feed into two dense lay-
ers (ReLU) each consisting of 500 neurons. A dropout rate
of 0.03 before finally outputting the predicted class. The
performance of this model was tested by measuring the accu-
racy of its classifications compared to the plain-text results.
The results were verified using tenfold cross validation with
record randomization for each data set.

The ANN parameters were chosen based on empirical
experimentation. While it is possible to achieve the same
results with a smaller network, we decided to use a single
model for all Hash-Comb configurations for two reasons. The
first is to have a standardized design to test the performance
and execution times of our scheme. The second is that it is
undesirable from a practical standpoint to have a different
model for each Hash-Comb resolution. The only difference
between models, in this case, is the input layer size which
has to be adjusted to be larger by w.

A. RESULTS

The experimental results for the “Full” dataset are summa-
rized in Figure 6 and 7. Starting with Group 1, we find that
using all w = 8 dimensions /4; through hAg (Column: All
dimensions) results in an accuracy of 97.81% (8 labels),
90.72% (16 labels) and 90.49% (24 labels). This decrease
in accuracy with the increasing number of labels is due to
these labels being generated using a clustering algorithm,
having more clusters will naturally lead to closer borders.
This increases the necessary QR needed to obtain high accu-
racy. Furthermore, classification problems with more labels
are generally considered more difficult.

Removing the dimension in the last position (k4 and hg),
which corresponds to the hash of the full IP address (Column:
Remove Hy | Hg) results in no noticeable change to the the
accuracy (97.88%, 89.28% and 90.67%) which is expected
since removing the last dimension is essentially removing a
small piece of information which only helps in determining
exact equality.

Removing two more dimensions (k3 and hy) starts to
slightly degrade the performance, resulting in 96.91%,
84.77% and 86.79% accuracy (Columns: Remove Hi 4 |
H73g). Only at removing three dimensions does the per-
formance drop (92.86%, 79.08% and 80.78%) (Columns:
Remove H; 3 4 | Hg 7.3). An interesting result can be observed
when removing all the comb’s teeth except for the maximum
OR dimensions (Columns: Remove H; ;3 | Hs 7 where
we see no noticeable degradation beyond the previous case
(92.46%, 81.79% and 78.88%). Intuition tells us that hashing
the full IP address should not be sufficient to obtain per-
formance comparable to the previous cases. However, it is
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FIGURE 6. Summary of the results on the first version of the data
set (part a).

important to note that in the original dataset, the majority
of network traffic tends to flow to a small number of IPs,
which is causing this behaviour. Moving on to Group 2,
we find that using @ = 8 gives a noticeably improvement
to accuracy (98.50% using 16 labels) compared to w = 4
(90.72%) which supports our intuition. We can observe this
improvement across all the remaining tests in Group 2.
Since removing certain dimensions had no significant
effect on accuracy, we can conclude that injecting random
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FIGURE 7. Summary of the results on the first version of the data

set (part b).

noise into those lower tier dimensions will not cause any
significant performance degradation.

The results for the second (‘““Diverse”) dataset, which
only contains unique IP pairs is reported in Figure 8 and 9.
As expected, the accuracy is lower due to the uniform distri-
bution of unique IPs, which makes it harder for the quanti-
zation to group them. The highest accuracy achievable with

= 4 is 92.50% with 8 labels and 87.49% for 16 labels
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FIGURE 8. Summary of the results on the second version of the data
set (part a).

and 74.32% 24 labels. To obtain higher accuracy, we have
to use @ = 8 which produces an accuracy of 93.81% on
16 labels. Unlike the previous data set, this one highlights the
advantage of using quantization as opposed to just hashing the
data where traditional hashing gets an accuracy of 32.93%,
23.84% and 18.91%. The low accuracy is due to removing
repeating IPs causing each hash in the data set to be unique,
with no preserved distance between them.

Generally speaking, our experiment shows that the level of
privacy of Hash-Combs depends on the interaction between
the quantization process and the original - distribution [9].
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Thus, it is possible to tweak the channel sizes to achieve a
configuration that maximizes either accuracy or privacy but

not both simultaneously.

V. CONCLUSION AND FUTURE WORK

In this paper, we addressed the challenge of performing
data analytics on hashed data while complying with data
privacy regulations. We presented Hash-Combs, a hier-
archical distance-preserving hash scheme that can achieve

34402

regulation-compliance by using certified versions of basic
hash libraries. The paper described in detail the generation
of our multi-hash data representation and demonstrated how
it can be used to enable distance-based analytics. Experimen-
tation involved a real data set towards detecting online adver-
tisement fraud and 84 test scenarios. Hash-Combs returned
favourable results of up to 97.88% accuracy compared to the
plain-text analytics under selected configurations.
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