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ABSTRACT Citizen science has emerged in many countries to contribute to the prompt resolution of
individual field problems and has been shifted toward Information System (IS) research. In the domain of IS,
a citizen report mechanism has been introduced in many local governments to understand regional problems
based on the public participation. The rising of social media enforces many organizations including the local
governments to utilize any information from the citizens including texts. Text mining has been utilized in
various types of analyses such as sentiment analysis. However, it shows many challenges when it comes
to the local context. The local context of words could cause various conflation errors that highly affect the
learning task such as classification methods. This study aims to propose a context-based text processing and
feed the proposed approach into a machine learning framework to classify the data of citizen reports-. The
context-based text preprocessing utilized statistical- and semantic-based measurements to extract the local
context and elaborate domain expertise to verify the misinterpretation for further text processing such as
feature extractions. Subsequently, the n-gram languagemodels together with the Term Frequency and Inverse
Document Frequency schemes were performed to build the features. The result showed that the context-
based text preprocessing improved the classification performance in majority classifiers in about 3% with
the combinations of n-gram features.

INDEX TERMS Classification, e-government, public complaint, text mining.

I. INTRODUCTION
Citizen science has emerged as a way for the public to
participate in scientific research. Sometimes, it is described
as ‘‘public participation’’, ‘‘participatory monitoring’’, and
participatory action research. While this emerging field was
initially related to the nature, such as iNaturalist [1], the citi-
zen science becomes important to bridge the society and the
discipline of Information System (IS). A highlighted defini-
tion of citizen science in IS research was provided by [2] that
mentioned ‘‘Citizen science in IS research is a partnership
between IS researchers and people in their everyday lives’’.

Citizen reporting is one of the citizen science phe-
nomena of Internet-based interaction between citizens and
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governments. By means of information and communication
technology (ICT), the reporting Internet-based applications
allow citizens to share information and/or knowledge that is
relevant to the government services via web-based or mobile
platforms [3]. In most of the applications, the platform has
been used to report infrastructure issues at certain locations
using geo-location technology [4] or public administration
issues in the local government [5]. In the context of smart
cities, citizen reporting is important due to the requirement
of local governments to utilize a multitude of data sources to
enhance or expand their services in ‘‘smart’’ ways.

For the citizen report, the use of public social media such as
Twitter and Facebook helps to communicate with the citizens.
Most of the time, the public channels were not found so
efficient to handle citizen reports due to some issues such as
private data and the difficulty to extract the proper data. Some
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city governments developed a dedicated application for the
citizen reporting for example My City Report in Japan, Fix
My Street in some European countries such as UK, Canada,
Norway, etc., Jakarta Qlue [6], and Tangerang Live [7]. The
dedicated application could capture citizen voices based on
their specific regions via built-in social media in Tangerang
media using crowd-sourcing techniques. Since it is denoted
as social media data, the use of text mining for scientific
and social research e.g. to understand the social, economic,
and historical processes is beneficial. Many works dealing
with the citizen report emphasize the topic modeling and/or
sentiment analysis from the public [8].

However, there are a few works on discriminatory analy-
sis to handle problem categorization. To do the discrimina-
tory analysis on problem categorization, there should be a
proper text processing method. The text preprocessing such
as stemming, stop-word removal is not sufficient to extract
the proper feature when the culture and social contexts are
considered for citizen reporting analysis. Local context word
extraction causesmore challenges in extracting and analyzing
the citizen reports. Some works deal with the local such
as Alexandria Contextual Text Analysis (ACTA), probabilis-
tic latent semantic analysis (PLSA) [9], topic-specific net-
works [10], topic-based search engine [11], and temporal text
mining [12]. In a specific language such as the Indonesian
language, there are a lot of differences in terms of morphol-
ogy. For example, changing or adding prefixes and suffixes
in an Indonesian word can refer to meanings. The language
diversity with more than 500 ethnics in such a country as
Indonesia encounters problems to understand the context.

Reference [13] conducted a research in which they cre-
ated a dataset of Bahasa Indonesia shortened terms that may
be used to normalize any truncated words in Indonesian.
Crowdsourcing was chosen as the approach for developing
the dataset since only humans are capable of converting
shortened words to their full form. 1063 of the 1170 sentences
tested were correctly answered, while 107 were incorrectly
answered. This research is about 90.85 percent accurate.
Another study done by [14] focuses on developing a frame-
work for preparing text mining applications by aggregating
frequently used preprocessing methods. This system is orga-
nized around three primary preprocessing tasks: expansion,
removal, and tokenization (ERT). The ERT reads the corpus
and generates a list of tokens; these tokens are equipped
to conduct all learning algorithms. The ERT architecture
enables the rapid and accurate execution of all preprocessing
procedures.

This study aims to propose a novel contextual text
analytical framework to analyze citizen report (i.e. text)
data. To extract the local context, we propose a contextual
text processing approach which combines both statistical-
based and semantic-based techniques. The statistical-based
technique adopts the word cloud while the semantic-
based technique utilizes the morphological analysis to
understand the local words extracted from the word-
cloud technique. The semantic-based technique utilizes
two approaches: acronym2word retrieval and acronym-

misinterpretation removal. In the end, a domain expert is
involved in the analysis to improve the local context word
extraction. To verify the proposed approach, we develop a
machine learning framework and do various experiments to
evaluate its performance. We perform the analysis with the
inclusion of corpus in our context-based approach. At the
stage before the classification, we elaborate the n-gram lan-
guage models and do extensive experiments among several
alternative methods to seek the best classification model.
As a conceptual advance, we collaborate with partner local
governments to enable public engagement under the smart
city framework proposed by Tangerang, Indonesia. Hence,
the contributions of this study are as follows:
• We propose a machine learning framework to classify
citizen reports.

• We propose a context-based approach (called Con-TP)
to minimize various conflation errors due to the exis-
tence of local languages by combining multiple tech-
niques such as statistical-based and semantic-based
analyses.

• We do extensive experiments on discriminatory analysis
with various alternatives of n-gram language models to
display the performance of the proposed context-based
approach.

This paper is organized as follows. Section 2 addresses the
related works. Section 3 explains themachine learning frame-
work proposed in this study. Section 4 displays the report on
using the proposed framework in the case study of Tangerang
city. Finally, section 5 concludes this study.

II. RELATED WORK
A. PROBABILISTIC LATENT SEMANTIC ANALYSIS (PLSA)
Reference [15] proposed a novel unsupervised learning tech-
nique called Probabilistic Latent Semantic Analysis (PLSA),
which is based on a statistical latent class model. The
author claimed that this technique is more principled than
conventional Latent Semantic Analysis since it is statisti-
cally sound. Additionally, the author empirically validated
the potential benefits, generating significant performance
boosts. Thus, Probabilistic Latent Semantic Analysis should
be regarded as a novel unsupervised learning technique with a
broad variety of applications in text learning and information
retrieval.

B. TOPIC-SPESIFIC NETWORKS
Reference [10] demonstrates how to use text mining to extract
topic-specific networks from blogs and how utilizing social
network analysis on these topic-specific networks increases
the efficacy and comprehension of blogger behaviors. Their
solution is applying a topic detection text mining technique
to their blog entries and then categorizes them according to
the themes to which they most closely connect.

C. TOPIC-BASED SEARCH ENGINE
Within the context of topic-based search engines, we are
researching applications for trend detection and analysis.
In trend analysis, we are particularly interested in the tem-
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poral behavior of our system’s automatically produced topic
variables. We used a statistical topic model to analyze data
from financial online newspapers. This model was then used
to investigate the temporal behavior of the themes, which
is the paper’s primary contribution. We have shown that
the model’s subjects may reflect changes in current patterns
and are congruent with popular perceptions of events. This
method of using a search engine to get a better grasp of
the world’s temporal changes is both natural and convenient,
since the need for search technology continues to grow [11].

D. TEMPORAL TEXT MINING
Temporal Text Mining (TTM) is the process of identifying
temporal patterns in text data gathered across time. Due to
the fact that the majority of text content has some type of time
stamp, TTM has a wide variety of applications in a variety of
disciplines, including summarizing news stories and exposing
research patterns in scientific publications. In all of these
instances, it would be advantageous to detect, extract, and
summarize these evolutionary theme patterns automatically
(ETP). Reference [12] examine the difficulty of identify-
ing and summarizing ETPs in a text stream. They define
the problem and present general probabilistic methods for
resolving it by (1) identifying latent themes in text, which
includes both interesting global themes and salient local
themes for a given period; (2) establishing theme evolutionary
relationships and constructing a theme evolution graph; and
(3) modeling theme strength over time and analyzing theme
life cycles.

III. RESEARCH METHODOLOGY
A. SOCIAL MEDIA ANALYTICS
In recent days, social media have been utilized to communi-
cate among societal communities even they have been sep-
arated by a mile or so [16].The fast development of social
media utilization has driven an expanding amassing of infor-
mation which is increasingly known as Social Media Big
Data [17]. The social media utilization creates new opportuni-
ties to analyze several aspects to gain insights into issues, pat-
terns, persuasive actors, and other sorts of data. Social media
have also been a critical driver for acquiring and spreading
data in numerous sectors such a commerce, amusement, sci-
ence, emergency administration, and legislative issues [16].
Social media are often used to express phenomena that hap-
pen in a certain location, so it can deliver exact information.
The use of social media data to produce information that can
be reviewed is called Social Media Analytics (SMA) [16].
SMA has been performed in various sectors such as
tourism (i.e. urban smart tourism ecosystem) [18], hospitality
(e.g. museum) [19], geographic sectors to analyze natural
disaster management [5], healthcare in terms of exploring
the adverse drug reaction of diabetes medicine [6], business
sectors to improve companies’ public relations [7], brand
marketing [9], and national happiness [20].

Social media also enabled citizens to freely report their
concerns via online approach to the respective company,
related organization, or relevant government. There are
several works on social media analytics related to public
complaints. SMA had been implemented by extracting hotel
ratings and reviews from Trip Advisor [21]. Another study
also implemented SMA to understand customer experiences
of the three largest drugstore chains in the United States with
several frameworks such as quantitative analysis, text mining,
and sentiment analysis [22]. This also serves as a roadmap
for the Indonesian government in terms of developing com-
puterized government services. Currently, the majority of
phases in the development of e-government applications in
Indonesia are focused on delivering websites and information
application services [23].

Social media analytics receives the challenge in providing
devices and systems to analyze the data of social media
because each site of social media uses diverse platform vol-
umes, complexity of the information, and unstructured data.
People write words or sentences with errors. In order to let
them write or search with legitimate grammar and structured
sentences, the text mining approach is used. Text mining is
like an intelligence system that extracts appropriate words
or sentences from improper words and then changes those
words into specific suggestions [24]. Text classification is a
mandatory phase in the text mining beside the clustering and
categorization phases that are useful for extracting knowledge
as a starting point in text mining applications. Text classifi-
cation techniques can be divided into statistical and machine
learning (ML) approaches. The statistical techniques purely
fulfill the manual hypothesis, so they require little algorithm.

However, the ML techniques were specifically created for
automation. There are several categories of algorithms based
on the learning criteria i.e. the supervised, unsupervised,
and semi-supervised categories. The supervised classification
algorithms are further divided into two categories based on
the supremacy of parameters in the data namely parametric
(e.g. logistic regression and Naïve Bayes) and non-parametric
(e.g. Support Vector Machine (SVM), Decision Tree, Rule
Induction, K-nn, andNeural Networks). In this study, we used
several types of supervised algorithms that are k-Nearest
Neighbor (kNN), Random Forest, Support Vector Machine
(SVM), Naive Bayes, and AdaBoost to compare the types of
algorithms getting the best text classification results based on
their percentage [25].

B. APPLICATION-BASED PUBLIC COMPLAINTS
Social media are ideal means of information to measure
public opinion on policy from a political sector perspective.
A good citizen complaint and feedback mechanism is an
important aspect of providing quality public services because
it can make the government more effective and responsive to
the needs and demands of the public both in the policy and
political realms. Public complaints are an opportunity for the
government to improve themselves. Nowadays, public com-
plaints are often submitted through various communication
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platforms such as social media managed by the institu-
tion [26]. The use of social media by citizens opens a big
opportunity for public complaint administration bodies. It is
proven by several studies of social media-based public com-
plaints. Marko outlined that the use of social media has a
positive relationship with social capital, civic engagement,
and political participation; while Arturo analyzed the use of
various social media i.e. Facebook and Twitter in terms of
participating in local government issues

[27], [28]. Raimundo described that social media are effec-
tive tools for society, able to set political agenda and influence
political discourse [29]. Social media are said to have the
potential for increasing political participation and discussions
among citizens. The use of social media allows the govern-
ment to know the opinions of the citizens about an issue
so that the government can make the appropriate policies.
This process makes the governance process more effective
and efficient [30]. Good handling of public complaints can
increase the transparency and accountability of the govern-
ment. A transparent organization generates trust, and in the
end encourages citizens to be more involved and participate
in the policy-making process [26].

The information in social media can be filtered by crowd-
sourcing [30]. Several studies using crowd-sourcing have
been found improving government performance by facili-
tating relationships between public professionals and citi-
zens such as Challenge.gov and Next Stop Design which
adopt crowd-sourcing to solve specific public problems in
the United States [31]. In Indonesia, government sectors have
increased the use of social media as their communication
channels. For example, Jakarta Provincial

Government used Qlue and CROP as an information
system in social media platforms to receive the public com-
plaints and improve public participation in the develop-
ment of Jakarta City [6]. There are several text minings on
public complaints in social media such as the case study
on Indonesian-language tweets related to obesity [32], the
text mining case study related to the 2017 round 2 of the
DKI Jakarta regional elections [33], and the text mining
implementation based on Twitter data to analyze information
regarding corona virus in Indonesia [34] in which the whole
study uses the Term Frequencies method. In the case study on
Indonesian-language tweets related to obesity and based on
the level of occurrence of words and visualization, netizens
tend to use words that are relevant to the Indonesian language
(‘‘gemuk’’ or ‘‘gendut’’). The tweet originally used Indone-
sian language preferences and is more commonly used than
the word ‘‘obesity’’ which is a word from a foreign language
uptake [32].

In this study, public complaints on the Indonesian govern-
ment social media will be analyzed. For the analysis, we will
use Sastrawi which is one of the most popular corpus for the
mining in the Indonesian language [32], [35]. This corpus
has a standard in stop-words and is unable to stem some
local or contextual words. According to Arisanti’s research
on the Indonesian language use on Facebook, acronyms

FIGURE 1. Machine learning framework.

and/or slangs are used more frequently on social media
(e.g. Facebook) than standard vocabulary or abbreviations in
Indonesian [36]. The acronyms and/or slangs often hinder the
performance analysis since those words are unrecognizable
by the corpus [37]. To enhance the analysis performance, this
study develops an approach namely context-based text pro-
cessing (Con-TP) to extend the existing corpus (i.e. corpus-
based text processing (Cor-TP) to fit with the contextual
words.

IV. THE PROPOSED FRAMEWORK
This section aims to show a machine learning framework to
analyze the data of public complaints. The proposed frame-
work is as depicted in Fig. 1. The framework starts with data
collection and data cleaning. In term of label aggregation,
it was an elaborated task with domain experts. The cleaned
data feeds into text preprocessing phase before we perform
feature extraction. In the final stage, classification tasks with
various classifiers are performed. The details of each of the
phase will be explained in the later section. In particular, the
detailed explanation will focus on our contribution which is
the Context-based TP (Con-TP).

A. DATA COLLECTION
This study utilizes the citizen reports from two social media
sources of the Government of Tangerang, Indonesia. The
first data were collected from an application named LAKSA
Tangerang LIVE which contains the complaint data from the
citizens of Tangerang City. The second data were obtained
from the Tangerang Government social media through com-
ments or inbox features that contained public complaints.
It should be noted that we utilize the data set from the LAKSA
Tangerang Live application since it contains the categories of
the citizens’ problems.Meanwhile, the data set obtained from
social media has no labels or categories.

B. DATA CLEANING AND LABEL AGGREGATION
The collected data contain inaccuracies, missing data, code
errors, and other problems. Data cleaning plays a major role
in improving the data quality prior to doing the analysis [36].
The data with null values are omitted. For the training pur-
pose, we utilize the data from the LAKSA application which
provides the labels of the citizen problems. To annotate the
citizen reports, we perform label annotation and label aggre-
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gation to each of the citizen reports based on the domain
experts. In this case, we conduct focus group discussions with
some government members to determine the proper labels for
the unstructured data.

C. TEXT PREPROCESSING
The collected data contain inaccuracies, missing data, code
errors, and other problems. Data cleaning plays a major role
in improving the data quality prior to doing the analysis [36].
The data with null values are omitted. For the training pur-
pose, we utilize the data from the LAKSA application which
provides the labels of the citizen problems. To annotate the
citizen reports, we perform label annotation and label aggre-
gation to each of the citizen reports based on the domain
experts. In this case, we conduct focus group discussions with
some government members to determine the proper labels for
the unstructured data.

The text preprocessing step is a phase to perform various
techniques to prepare the data prior to the feature extraction
phase [38]. Generally, the step consists of approaches such as
stemming and stop-word removal, is based on the corpus, and
called the Corpus-based Text Processing (Cor-TP). To handle
the local context of words, this study proposes a phase called
the Context-based Text Preprocessing (Con-TP). The two
phases are consecutive phases with the former being the Cor-
TP and the later the Con-TP.

1) PHASE 1: CORPUS-BASED TEXT PROCESSING (COR-TP)
Phase 1 refers to the Corpus-based Text Processing (Cor-TP)
and utilizes an Indonesian corpus named Sastrawi. Sastrawi is
a library to stem and reflect the Indonesian language (words)
from the base forms [39]. This corpus provides alternative
words in a large corpus to seek proper syntactic patterns that
occur with a seed list of opinion words [40]. This phase con-
sists of five general stages: case folding, filtering, tokenizing,
stemming, and stop-word elimination.

Case Folding is the process of changing all letters in the
text into similar letters [38]. In this case, authors decide to
change all letters to lowercase letters. Filtering process is
performed by removing all non-alphabetic characters [38].
The characters that are all deleted are dots, commas, colons,
and others. Tokenizing is the process of converting sentences
into tokens by separating each word into a token [38]. The
example of tokenizing is the sentence ‘‘I want to complain’’
changed to [‘I’, ‘want’, ‘to’, ‘complain’]. Stemming is a
process in the text preprocessing that aims to decompose the
various forms of a word into its base form by removing the
affixes. In Indonesian languages there are prefixes, suffixes,
infixes and confixes that will make a basic word change
into various forms, and the search of basic words will be
increasingly difficult, so the stemming stage is very necessary
before the text mining process.

In this study, the stemming stage is carried out using the
Sastrawi Indonesian stemmer library which is the newest
stemmer [41]. Stop-word elimination is the stage of elim-
inating meaningless and unimportant words in a sentence.

FIGURE 2. Phase 2: Con-TP.

The word elimination aims to facilitate a program in
understanding the structure and meaning of a sentence [37].
In this study, the elimination stage is carried out using the
Sastrawi Indonesian stop-word remover library.

2) PHASE 2: CONTEXT-BASED TEXT PREPROCESSING
(CON-TP)
Phase 2 refers to the Context-based Text Preprocessing (Con-
TP) and utilizes the elaboration between the statistical- and
semantic-based approaches. The proposed Con-TP aims to
improve the performance of Phase 1 (Cor-TP) and reduce
the ambiguity in the use of slangs/abbreviations/acronyms.
The acronyms and slangs are diverse in accordance to the
geographical areas although the citizens share the same lan-
guage [42]. For example, some of the Americans mentioned
a beverage as ‘‘coke’’,while those from other regions men-
tioned it as ‘‘tonic’’ [43]. It is the same as Indonesian where
there are about 500 different ethnics [44].

This phase consists of four stages as shown on Figure 2:
word-cloud generator with frequency, acronym2word aggre-
gation, acronym misinterpretation removal, and domain
knowledge stop-word removal. The details of each step are
explained in the later section.

3) WORD-CLOUD GENERATOR WITH FREQUENCY
A word cloud is a kind of list for visualizing language or
text data [45]. The word-cloud prototype was originally used
as a graphical map to show the relative sizes of regions in
terms of relative font sizes [46]. Word cloud has a prominent
result to show some important messages such as enrich-
ment analysis [47], hospital admission diagnosis [48], and
customer review [49]. There are two types of word cloud:
visual features of tag cloud and different layouts of tag cloud
comparison [50]. In this study, the type of word cloud used is
the visual features of tag cloud by considering the frequency.
In the frequency type, the font size represents the number of
keywords that appear in the data. The larger the word size is,
the more frequently the words appear so that by looking at
the size, a decision can be made about whether the frequently
appearing data is used, deleted, changed, etc. [51].

This stage is to generate word cloud from the data cleaning
phase. We proceed the repetition process of the phase 1 and
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word cloud generator before entering the next stage. The
result of the word cloud is further checked through the phase 1
(Cor-TP) and fed into the word cloud generator again for re-
check. The involvement of domain experts is necessary to
improve the result of phase 2 in particular the stage of the
word cloud generator.

The word cloud from the data cleaning stage is con-
structed in this stage. Before proceeding to the next phase,
we repeat the first phase procedure with the word cloud
generator. The word cloud outcome is double-checked in
phase 1 (Cor-TP) before being fed back into the word cloud
generator. To improve the results of step 2 particularly the
stage of the word cloud generator, domain experts must be
included.

4) ACRONYM2WORD AGGREGATION
Acronyms are abbreviations that consist of the first letter or
first few letters of words in a phrase commonly used in web
searches, electronic communications, and social media [52].
The use of acronyms is very common due to the practical
typing on mobile devices. There are two types of acronyms,
(1) acronyms in the form of a combination of the initial letters
of a word series (for example BPM, ERP), (2) acronyms in the
form of a combination of syllables or a combination of letters
and syllables from a word series (for example Radar (radio
detection and ranging)) [53].

This stage follows the result of the word cloud. Most of the
words extracted by the word cloud are acronyms due to the
aforementioned reasons. Acronyms evolve dynamically from
day to day andmake themselves ambiguous because the same
acronym has many different meanings. The acronym ‘‘BPM’’
could have different meanings without further explanation.
‘‘BPM’’ can be interpreted as Business ProcessManagement,
while the other meaning is ‘‘Beat PerMinute’’. In Indonesian,
there are many similar cases. ‘‘KKN’’ can be interpreted as
‘‘Korupsi, Kolusi, dan Nepotisme’’ which means corruption,
collusion, and nepotism. In addition, it can also be interpreted
as ‘‘kuliah kerja nyata’’ which isa form of community ser-
vice activities by students with a cross-scientific and sectoral
approach at certain times and regions in Indonesia. Another
example is the ambiguous acronym ‘‘KTP’’ short for ‘‘Kartu
Tanda Penduduk’’ (Identity Card) in the Indonesian language.
When the user types ‘‘Kartu Tanda Penduduk’’, there is a
high possibility of typos such as ‘‘Krtu Tanda Penduduk’’
that may affect the performance such as classification and
text recognition. In addition, the word ‘‘Krtu’’ will initially
be considered differently, while the ‘‘Tanda Penduduk’’ is
still recognized from ‘‘Kartu Tanda Penduduk’’ although the
points are not maximal.

5) FALSE COGNATE REMOVAL
Cognates refer to words extracted from the same [54]. How-
ever, not all cognates have the same meaning. For example,
the words ‘‘camat’’ and ‘‘lurah’’ are the results of stemming
from the Sastrawi library, each of which can be interpreted as

2 words that have different meanings. The Stemmer Sastrawi
library converts ‘‘kecamatan’’ and ‘‘kelurahan’’ into ‘‘camat’’
and ‘‘lurah’’. This is ambiguous because ‘‘kecamatan’’ and
‘‘kelurahan’’ are defined as words that indicate areas, while
‘‘camat’’ and ‘‘lurah’’ are defined as words that indicate
persons. Therefore, the words ‘‘kecamatan’’ and ‘‘kelurahan’’
are manually changed to ‘‘kecamatan’’ and ‘‘kelurahan’’ as
the aggregation of writing addresses or regions.

6) CONSTRUCTION OF A NEW STOP-WORD LIST FOR
REMOVAL
Stop-words are those that appear frequently in the data,
but are meaningless and unimportant for analytical value in
the text mining. This step is made to eliminate words that
should be eliminated by Sastrawi in phase 1. The use of
abbreviations affects the stop-word removal process where
words that should be removed are not detected [55]. For
example, the word ‘‘yg’’ which refers to the abbreviation of
‘‘yang’’. The Sastrawi stop-word eliminates useless words
in common. Common words in text documents such as
prepositions, nouns, etc. which do not give any meaning to
the document [56]. For example, the words ‘‘and’’, ‘‘you’’,
‘‘when’’, ‘‘what’’ are deleted because they are not considered
as important words.

Sastrawi does not eliminate words that specifically lead
to a subject. In this study, words related to public complaint
are not eliminated. In public complaint data, not all words
related to public complaint are needed. Location indicator
words are not needed because this study classifies complaints
only by referring to Tangerang City (sub-district). Some call
words for Tangerang City government officials such as ‘‘Sir’’,
‘‘Mr’’, ‘‘Headman’’ etc. are not so important that they need
to be eliminated.

Word sense disambiguation (WSD) is a fundamental
natural language processing task [57]. Ambiguity exists
when there are many alternatives of linguistic struc-
tures that can be composed for an input language [58].
For example, the word ‘pagi’ in the informal Indone-
sian language interprets 2 meaning: time interpretation and
greetings.

7) FEATURE EXTRACTION
Feature extraction is an important step to perform themachine
learning approach. In the domain of text mining, the extracted
text is transformed into variables on which the machine learn-
ing, such as classification, can be performed. The n-gram
model is one of the approaches to create bag-of-words (BoW)
to represent the sequence of the words regardless of the
grammar and word order [59]. The n-gram calculates the
probability of the extracted features based on the probabilis-
tic function [60]. Unigram represents the n-gram of size 1,
Bigram represents the n-gram of size 2, and Trigram repre-
sents the n-gram of size 3. A higher n-gram represents four-
gram, five-gram, and so on [61]. This study uses n-gram with
the maximum range of n = 3 followed by the combinations
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of TF-IDF.

Unigram : P(w1, . . .wn) =
∏

i
P(wi) (1)

Bigram : P(wi|w1, . . . ,wi−1) ≈ P(wi|wi−1) (2)

P : probability
w : word
Extend to trigram, 4-gram, etc.
Since the general n-gram takes into account the number

of occurrences, it would hinder the classifier when there
are almost similar words. One of the standard tools in doc-
ument classification is Term Frequency Inverse Document
Frequency (TF-IDF). TF-IDF is a statistical measure to assign
a weighting scheme to a word by finding how significant
a word is to a document by giving weightage to a word in
the document [62]. The TF-IDF method usually calculates
the weight of each word to find the priority of the word
in the corpus. The score will be higher when there are words
that appear frequently [63].

tf = fd (w) : frequency of w in document (3)

where tf denotes the term frequency and fd (w) is the frequency
of words in a document. The commonness of a word can
be diminished through the weight of terms that occur very
frequently in the document set and increased the weight of
terms that occur rarely using inverse document frequency
(idf) which is denoted in Equation (4).

idf (w,D) = log
1+ |D|

1+ df (d,w)
(4)

where idf denotes the inverse document frequency, w refers
to word, d refers to a particular document, D is a set of
documents, and |D| is the number of documents in the set. The
recommendedwords can be calculated using term-frequency-
inverse document frequency (tfidf) based on the Equation (5).

tfidf (w, d,D) = tf (w, d)× idf (w,D) (5)

The tfidf is obtained bymultiplying the tf and idf. In this study,
the document refers to a particular complaint from a subject
or a person. The TF-IDF result is then normalized with L2
norm (Equation (6) to understand the variance of the word
variation from the complaint data.

The TF-IDF result is then normalized with L2 norm to
understand the variance of the word variation from the com-
plaint data.

vnorm =
v̂∥∥v̂∥∥2 = v̂

(
∑n

i=1

∣∣v̂∣∣p) 1p (6)

vnorm : normalization vector
v̂ : unit vector
p : Euclidean norm

D. CLASSIFICATION
The classification in the data mining is useful for classifying
each item in a data set into a small data set in a class or group
that has been predetermined [64]. Text classification is one

part of the classification that aims to classify text documents
or natural language into a set of predefined categories and
is often used in the fields of information retrieval, search
engine, question answering system, public opinion analysis,
and emotional analysis [65]. Every technique in the classi-
fication is used to support a learning algorithm to find the
best fit relationship between the attribute set and class label
of the input data [64]. This study used several types of clas-
sification technique algorithms namely k-Nearest Neighbor
(kNN), Random Forest, Support Vector Machine’ (SVM),
Naive Bayes, and AdaBoost.

k-Nearest Neighbor is an instance-based classification
algorithm that converts categorical attributes to numer-
ics [55]. The kNN working principle is by classifying data
based on the distance from each neighbor or the clos-
est class [54]. Random forest is an algorithm based on
ensemble learning that joins different types of algorithms
or the same algorithm multiple times to get a more pow-
erful prediction model (i.e. multiple decision trees) [66].
The more trees there are in the forest, the more robust and
higher the accuracy of the prediction will be obtained [63].
Support Vector Machine (SVM) is a supervised learning
algorithm that is based on a statistical theory. Support vec-
tor machines (SVMs) are a promising machine learning
technique that has demonstrated excellent performance in
the majority of prediction tasks [67]. The experiment done
by [68] was combining SVM with Resnet50 demonstrated
the greatest classification rate in experiments. This algorithm
builds models that assign new data sets into a single category
or makes it a non-probabilistic binary linear classifier [63].
Kernel functions offer the ability of computing data points in
higher Linear, Sigmoid, and Polynomial [69]. Naïve Bayes
provides classification parameters and attributes to label the
occurrences. This algorithm is suitable for moderate or large
training data sets [70]. AdaBoost is an important ensemble
learning method that combines several weak classifiers and
integrates them to be one strong classifier [58].

V. RESULT AND DISCUSSION
This section aims to display the analysis result and discuss
the analysis from the text classification. The analysis result
has been performed using a dataset from one of the city
government in Indonesia. Afterward, we discuss the analysis
result in accordance to the performance of the text classifica-
tion results.

A. DATASET INFORMATION
In this study, we perform the analysis using a data set from
the LAKSA application in Tangerang City. The citizen report
data from the LAKSA application contain 9865 events and
have 320 categories. The category refers to the label for the
classification. According to the domain experts, the data sets
can be aggregated and classified into four (4) maincategories:
disaster, infrastructure, social, and nation-related affairs with
the portions of 4%, 38%, 53%, and 4%, respectively. In the
data cleaning process, we eliminate data without category and
turn them into 6321 events.
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FIGURE 3. The text preprocessing phase 1 (Cor-TP).

TABLE 1. Acronym2Word aggregation.

B. TEXT PREPROCESSING PHASE
The implementation of the Cor-TP with an example of public
complaint ‘‘Penerangan jalan umum di Jl. Raden Fatah Keca-
matan Ciledug banyak yg mati, harap periksa.’’ can be seen
in Figure 3. The results obtained in this stage are described in
Figure 2.

The Cor-TP modified and removed the words of the com-
plaint data as many as 34,453 words from the 172,095
total words in the complaint data or 26% of the total com-
plaint data. In Figure 3, several words do not seem to
have much impact on the classification performance such
as ‘‘yg’’, ‘‘ada’’, ‘‘mohon’’, ‘‘banyak’’, etc. The Cor-TP
changed several words such as ‘‘kecamatan’’ and ‘‘kelura-
han’’ to ‘‘camat’’ and ‘‘lurah’’ which produce false cognates.
Furthermore, the word cloud shows words ‘‘ektp’’ and ‘‘ktp’’
which have the same meaning, and the word ‘‘kartu’’ which
could indicate ‘‘kartu tanda penduduk’’ (ktp).

E-ktp andKTP have the samemeaning as the ‘‘Kartu Tanda
Penduduk’’ (identity card). This can happen because many
people use abbreviated words in the complaint data. When
classified, words that have different forms even though they
have the same meaning will still be considered different,

TABLE 2. The stemming result for the word that has same root.

TABLE 3. The words that are not included in stop words in Sastrawi.

so the unifying word process is needed tomake no differences
in several words that have the same meaning. In this study,
the aggregation Cor-TP was re-applied to the acronyms and
abbreviated words to make their classification more accurate.
The results can be seen in Table 1.

It turns out that the stemming process generates false cog-
nates. The Sastrawi stemmer library, for example, will trans-
form the terms ‘‘kecamatan’’ and ‘‘kelurahan’’ to ‘‘camat’’
and ‘‘lurah’’ The prefix ‘‘ke-’’ and suffix ‘‘-an’’ form the
confix ‘‘kecamatan.’’ The confix ‘‘ke—an’’ is used to classify
words as nouns [71]. As a result, ‘‘kecamatan’’ and ‘‘camat’’
are considered nouns. Despite the fact that both terms are
nouns, the derivation of ‘‘kecamatan’’ from ‘‘camat’’ is indi-
cated by a change in the reference [60]. This appears in the
term ‘‘kelurahan’’ as well.

This is problematic since the nouns ‘‘kecamatan’’ and
‘‘kelurahan’’ are defined as location nouns, whereas the
nouns ‘‘camat’’ and ‘‘lurah’’ are classified as human nouns
(shown in Table 2). This shift in reference implies that the lex-
ical identities of the two lingual forms are distinct [68]. As a
result, stemming was used once more to manually replace
the phrases ‘‘kecamatan’’ and ‘‘kelurahan’’ with ‘‘kec’’ and
‘‘kel’’ as the aggregates of addresses or regions.

The next step is to re-implement the stop-word removal
procedure by including manual stop-words that remove
stop-words that are unused by the Sastrawi library. The name
of the area/city, the word that shows the address/location
indication, the call word, the greeting word, the pronoun, the
question word, and other terms that are considered useless
are among the manual stop-words that are added to be erased.
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TABLE 4. The result of the classification performance by precision.

Table 3. shows the words that are not included in stop words
in Sastrawi

This study uses TF-IDF as a feature extraction which
combines with N-gram. Indonesian words often use 3-letter
acronyms (e.g. ‘‘kartu tanda penduduk’’, ‘‘surat izin menge-
mudi’’). Therefore, the maximum range of N-gram is three
which produces 6 features namely:
• unigram
• bigram
• trigram
• unigram + bigram
• bigram + trigram
• unigram + bigram + trigram

C. CLASSIFICATION RESULT AND PERFORMANCE
The classification performance is measured using several
algorithms. F1-score is treated as the comparison value.
We compare the performance between the Cor-TP and the
Cor-TP+ Con-TP. Before the classification, we split the data
into training and testing data with the 80:20 ratio. We per-
formed the empirical results with different numbers of param-
eters for each algorithm and return the best F1 score results
among the parameter values.

precision =
TP

TP + FP
(7)

TP : True Positive
FP : False Positive

recall =
TP

TP + FN
(8)

FN : False Negative

F1− Score =
2+ precision ∗ recall
precision+ recall

Majority voting is a method that uses multiple machine
learning models that are integrated to produce output predic-
tions based on the majority vote from all the models [72].
To achieve the best results, this technique requires at least
a tree machine learning model [73]. Each base classifier
outputs simply the label for the majority [74]. The best appro-
priate n-grammodel for the categorization will be determined
by the majority voting.

Figure 3 depicts a voting procedure involving a machine
learning model with three computers in this case. First, the
data from the training set will be used to feed into each
learning model. Furthermore, the data will be analyzed using
machine learning to generate predictions for each machine
learning model voting outcomes. Third, once each classifi-
cation model projected results have been obtained, the best
appropriate n-grammodel will be determined by a vote based
on the outcomes of the most votes.

Our analysis shows that, somehow, the classification F1
score with two phases (e.g. Cor-TP and Con-TP) slightly out-
performs the scenario with only the Cor-TP. The result shows
that the combination of the Proposed Framework with three
n-grams gives the best F1 score result among the respective
combinations. Table 4. shows the result of the classification
performance by precision. Table 5. shows the result of the
classification performance by recall. Table 6. shows the result
of the classification performance F1 score.

The results of this study suggest that the classification F1
score with two phases (e.g. Cor-TP and Con-TP) outperforms
the scenario with only the Cor-TP by a small margin. The
study indicates that the Proposed Framework in combination
with three n-grams produces the best F1 score among the
various combinations.

Unit of each algorithm and n-gram. The highest F1 score
is found in the combination of the SVM with the polynomial
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TABLE 5. The result of the classification performance by recall.

FIGURE 4. Classification process.

kernel algorithm and unigram in the proposed framework
which has 81,83% F1 score.

Figure 5, 6, 7 shows that inmajority voting the combination
of unigram, bigram, and trigram has the highest F1 score
compared to the others which is 74,35%. In a single feature,
a unigram has the highest F1 score compared to other single
features: bigram and trigram. In the proposed framework,
a decrease occurs when unigram data sets changed to bigram
data sets. It also occurs when the data sets changed to trigram
data sets. The total decrease from unigram to trigram is 15%.
This also occurs in the Cor-TP with the total decrease from
unigram to trigram is 14%. Oppositely, if unigram data sets

FIGURE 5. The result of the classification performance by precision using
majority voting.

FIGURE 6. The result of the classification performance by recall using
majority voting.

are combined with bigram data sets, there is an increase of
the F1 score compared to a single feature in n-gram data
sets. However, a decrease occurs when the data sets from
the combination of unigram and bigram changed into the
combination of bigram and trigram.
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TABLE 6. The result of the classification performance by F1-Score.

FIGURE 7. The result of the classification performance by F1-Score using
majority voting.

SVM with a polynomial kernel using unigram is imple-
mented on uncategorized data from social media. The uncat-
egorized data from social media are classified as 2% of
disaster, 27% of infrastructure, 61% of social, and 10% of
nation-related affairs. The output shows many of the data are
categorized in social class. It might occur because the training
data have an imbalanced amount of data in each category.
It can also lead to unexpected results.

VI. CONCLUSION
This study aims to propose a context-based text prepro-
cessing by considering four steps; word cloud generator,
acronym2word aggregation, false cognates removal, and
domain knowledge stop-word removal. The result for the
context-based text preprocessing had been forwarded into
feature extractions with n-gram and TF-IDF approaches for
the classifications. The result shows that our proposed frame-
work has a higher Precision, Recall, F1-Score than Cor-TP.
Furthermore, as explained in Tables 4, 5, and 6, the proposed
framework shows more highlighted sections than Cor-TP,

indicating better results. The inclusion of context-based text
preprocessing showed performance improvement onmajority
classifiers in about 3% with the combinations of n-gram
features.

There are several limitations to this study. First, the cre-
ation of the contextual-based text preprocessing is based
on the word-cloud analysis results along with the experts’
opinions. In the future, it is necessary to develop an approach
to automatically add new words in the contextual text pre-
processing. Second, the training data contain imbalanced
class which may affect the performance accuracy. This study
has no consideration on the imbalanced data and leave the
issue for future work. Third, the class label involved the
decision mainly on the experts meanwhile the complaint
labels might be flexibly changed regarding the local needs.
Hence, future work could consider unsupervised learning to
group the relevant classes prior to the classification approach.
At last, the feature extraction is limited to three (3) for the
n-gram features while the local context might provide richer
information with higher numbers. It is possible to extend this
framework to other languages with the similar structure and
semantics with Indonesian language (for example, Malay,
or Tagalog). In addition, other variant of feature extraction
would be interesting for future exploration.
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