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ABSTRACT Computer-aided diagnosis (CAD) systems have been the focus of many researchers in both
computer and medical fields. In this paper, we build two convolutional neural network (CNN) based CAD
systems for diagnosing lumbar disk herniation from Magnetic Resonance Imaging (MRI) axial scans. The
first one is a disk herniation detection CAD system which is a binary CAD system that determines whether
the case image contains disk herniation or not. The second system is a disk herniation type classification
CAD system which can determine the type of the disk herniation in the image if one exists. To train and
test the proposed systems, an image set is built and annotated with the help of a radiologist. In order to
get rid of the ‘‘noisy’’ parts of the input images and reduce their complexity, we experiment with different
ROI extraction methods. The image set is also preprocessed and enlarged using augmentation techniques
to make it suitable to be used with CNN. There are many novel aspects of this work. First, the problems
of disk herniation detection and recognition from axial scans are not well-studied in the literature. Second,
we use deep learning techniques which produces ground-breaking results in many image processing tasks,
but are yet to reach their full potential with medical image processing in general. Finally, we explore the use
of many innovative techniques such as data augmentation and transfer learning, which greatly improves the
accuracy of our models. The results of our systems are impressive with a 95.65% accuracy for the detection
problem and a 91.38% accuracy for the recognition problem.

INDEX TERMS Axial scans, augmentation, deep learning, disk herniation, transfer learning.

I. INTRODUCTION
Lower Back Pain (LBP) is negatively affecting the lives of
people around the world due to the chronic pain it causes.
LBP is considered the second most common neurological
ailment as 80% of the people experience it in their lives in
the United States, according to the American Academy of
Orthopedic Surgeons (AAOS) [1]. One of the major causes
of LBP is intervertebral disk herniation [2].

This paper focuses on a type of intervertebral disk her-
niation known by many names such as lumbar disk hernia-
tion, sciatica and radiculopathy. Similar to compressing the
padding out of a donut, a herniated disk is a disk with its
center gel-like material is compressed through fissures in its
tough outer wall. In some conditions, pain is caused if this
material places enough pressure on spinal nerves which give
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rise to nerve inflammation and swelling [3]. The reason for
building a computer-aided diagnosis (CAD) system is not to
replace, but to aid, physicians (in our case, radiologists) in the
diagnosis process. Providing the radiologists with quick and
accurate aids, such as highlighting the region of interest (ROI)
in a medical image, can improve their efficiency. Further-
more, including CAD systems into the diagnosis process can
improve many managerial aspects such as generating clinical
reports. Finally, CAD systems provide a great platform for
teaching, self-learning, and research purposes [4].

The CAD system we are considering in this work can be
considered as an image classification system. Image clas-
sification is one of the core problems in computer vision
and it represents the task of assigning an input image one
label from a fixed set of available categories (Classes). In our
work, two problems are considered: the first problem is to
be able to classify the axial MRI images to abnormal (the
disk herniation exists) or normal (the disk herniation not

VOLUME 10, 2022
This work is licensed under a Creative Commons Attribution-NonCommercial-NoDerivatives 4.0 License.

For more information, see https://creativecommons.org/licenses/by-nc-nd/4.0/ 32315

https://orcid.org/0000-0002-1071-7713
https://orcid.org/0000-0002-9843-9219


M. Alsmirat et al.: Deep Learning-Based Disk Herniation Computer Aided Diagnosis System From MRI Axial Scans

FIGURE 1. Spine MRI different views.

exist). The second problem is to recognize the type of the
disk herniation. For the second problem, we consider seven
different types of abnormalities.

Convolutional neural networks (CNN) are deep (The term
‘‘deep’’ usually refers to the use of large number of hidden
layers in the neural network) artificial neural networks (NN)
that are widely used to solve different image related problems
such as classification, object recognition, and many more.

In this paper, We build a CNN for each of the two problems
under consideration: disk herniation detection and recogni-
tion. We experiment with various issues affecting the accu-
racy of ourmodels such as ROI extraction and different values
for model hyper-parameters.

Due to the limited availability of participating patients and
due to the high expenses needed to collect patient images,
we could only collect a small image set of usableMRI images
within the limited available funds and participating person-
nel. To overcome the problem of the small size of our dataset
and the sensitivity of deep learning techniques in general to
the size of the dataset, we utilize a technique called data aug-
mentation. Data augmentation is a technique used to increase
the size of the dataset using a set of image transformation
techniques before feeding them to train the system. It is very
well known in the literature [5] that augmentation always
increase the accuracy of CNN because it increases the size
of the training data and it is currently one of the well known
deep learning hyper parameters that can be tuned to enhance
the deep learning accuracy [6].

To enhance the accuracy of our models, we use transfer
learning which recently become popular approach in deep
learning. Transfer learning is to reuse pre-trained models in
neural networks that are used to accomplish different task [7].
The use of this technique in the proposedmodels significantly
improves the results.

The results of our experimentation revealed many inter-
esting observations. Comparing the different ROI extraction
techniques shows that, although the fixed cropping technique
is the most basic one, it gives the best results. It increases
the accuracy of the detection system to 95.65%. On the other
hand, the accuracy of the detection system when using one of
the other two ROI extraction techniques (the heuristic based

technique and the SIFT based technique) is 89.13%. For the
type classification system, the accuracy reaches 91.38% with
the use of data augmentation and transfer learning.

The rest of this paper is organized as follows. Section II
discusses background knowledge necessary to understand
this work. Section III presents a group of related works
and defines the new value that is added through this paper.
Section IV describes the dataset in detail. Section V explains
the methodology and how we implement the proposed work.
Section VI lists and analyzes the experiment results for the
proposed work. Finally, Section VII summarizes the achieved
work and lists the possible work that can be done in the future.

II. BACKGROUND INFORMATION
A. LUMBER DISK ANATOMY
There are two MRI views that are usually used to diagnose
lumbar disk herniation; sagittal and axial [8]. Figure 1 shows
these two views. Sagittal view is usually used to determine
if the lumbar disks of different vertebrae are normal or not
and can be used to locate the herniated disks (if any) [8]. The
axial view scans usually provide more information about disk
problems [8]. Each axial view scan contains only one disk.
By examining these scans, physicians can determine if the
disk is herniated or not in addition to determining the type of
the disk herniation.

In this work, we are interested in diagnosing the types
of disk herniation. In general, herniated (Abnormal) disk is
divided into two types. [8]:

1) Diffuse: Diffuse disk bulge that can compress thecal sac
and cause narrowing of both exit canals. In this type,
changes occur in the basic disk structure and the disk
bulges from all sides relative to the thecal sac region,
which can cause narrowing or cutting (in the difficult
cases) of both nerve exit canals and compressing on
both nerve roots (the problem in all regions). Some-
times the disk may bulge without significant compres-
sion on the thecal sac or narrowing in the exit canals
and which indicates Mild Diffuse form that could be
considered within normal cases.

2) Focal: disk protrusion in a specific focal area. This form
includes different types such as:
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• Left: disk protrusion in the left side of spinal canal.
In this type, there could be narrowing of the left exit
canal with possible pressure on the spinal nerve
roots located there.

• Right: disk protrusion in the right side of spinal
canal. In this type, there could be narrowing of the
right exit canal with possible pressure on the spinal
nerve roots located there.

• Central: disk protrusion on the central region of the
spinal canal, where the spinal cord or nerve roots
are located. In some cases, diffuse and focal types
can coexist in the same case.

B. ROI EXTRACTION TECHNIQUES
The Region of Interest (ROI) is a subset of an image identified
for a particular purpose. ROI extraction sometimes is the
hardest stage in a CAD system and it greatly determines
its accuracy. Different ROI extraction techniques are used
in this paper. The first used technique is the fixed cropping
technique which, simply, crops a square that represent 40% of
the the image around the middle area. After that, the cropped
image is resized to 100 × 100 in order to be able to feed
it into the CNN. This is done over 2 steps because images
in the image set may have different dimensions. The second
ROI extraction technique, used and tested in this work, is the
extraction technique that was proposed by Alawneh et al. [9].
The third technique tested in the work is the ROI extraction
technique proposed by Al-Ayyoub et al. [10] which is a SIFT
based extraction technique.

III. LITERATURE REVIEW
Most of the work that can be found in literature deals with
sagittal view of the disk area for diagnosis purposes [1],
[11]–[24], segmentation and visualization of the disk [20],
[25]–[30] and few researches used neural network in their
work [31]–[33] for different purposes such as lower back pain
diagnosis in general or segmentation. Table 1 summarizes
some of the details of these works.

According to our knowledge, only [9], [34] try to perform
diagnosis on MRI axial images and only [35] try to use CNN
in the diagnosis of lumbar disk herniation from MRI axial
scans.

Salehi et al. [35] used Alexnet based CNN to classify the
cases MRI axial scan into one of 4 classes: Normal, Bulge,
Protrusion and Extrusion. They achieved an accuracy of
87.75%. The works in [9] are based on only image processing
techniques and they try to classify the cases into 4 classes
and they have achieved around 75% accuracy. In this work,
we classify cases into more classes and we have achieved
better accuracy.

Al Kafri et al. [34] in 2017 used the Centroid Distance
Function to detect the lumbar disk herniation using the axial
view MRI images.This work is only an initial work as the
authors assumed a perfect segmentation of the disk area
which is from our experience is a very hard thing to achieve.

IV. THE DATASET
In this paper, a dataset is created consisting of axial MRI
scans of human spines images acquired from King Abdul-
lah University Hospital (KAUH), Irbid, Jordan. The original
scans are stored as DICOMDIR files. DICOM viewer is used
to extract the images in JPEG format after the radiologist
specified the best slice to be extracted and its diagnosis. Our
dataset consists of 164 512 × 512 images distributed among
the different classes under consideration as shown in Table 2.

V. THE PROPOSED DEEP LEARNING BASED DISK
HERNIATION DIAGNOSING SYSTEMS
In this paper, we have built two CNN based diagnosing
systems. The first one can diagnose the cases as normal or
abnormal, and we call it Disk Herniation System, while the
second one can classify the type of the abnormal cases aswell,
and we call it Disk Herniation Type Classification System.

A. DISK HERNIATION DETECTION
For the disk herniation detection problem, we first create a
convolution neural network (CNN) in MATLAB using the
following steps:

1) Loading the dataset and storing it as an image datastore
object. The images are used as gray images in this part
of the work.

2) Dividing the dataset into training and validation
datasets. This step is implemented in MATLAB using
‘splitEachLabel’ function which splits the datastore
into two new datastores. The data is split randomly to
75% as training dataset and the remaining as the test
dataset.

3) Since our dataset is not large enough, the real-time
MATLAB image augmenter is used. It automatically
applies different random transformations on the train-
ing images to create many new versions of each image
with the same label. This way, the size of the dataset
is significantly increased. We use the ‘augmentedIm-
ageDatastore’ function to generate batches of aug-
mented image data with ‘imageDataAugmenter’ object
to configure image data augmentation and specify its
parameters. Since the used dataset in this paper is very
sensitive to image transformations,We use the augmen-
tation parameters provided byMATLABwith care. For
all augmentation parameters, we visually inspect the
impact of these parameters to decide on the suitable
ranges as detailed in Table 3.

4) Design the CNN architecture. In this part of this paper,
the architecture of the CNN is designed as a modi-
fied version of the AlexNet architecture as shown in
Figure 2. It consists of 26 layers of seven different types
distributed as five Convolutional layers, three Max
Pooling layers, five Batch Normalization layers, seven
ReLU layers, two Dropout layers with 0.5 probability,
three fully Connected layers and a single SoftMax
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TABLE 1. Summary of previous works on disk herniation.

Layer, in addition to the input layer and the classifi-
cation layer.

5) Training the network. Before training the network
using ’trainNetwork’ function, the training options
must be specified. The first option we specify is
choosing the solver, which is the Stochastic Gradient
Descent (SGD) optimization algorithm. In each step,

the solvers update the parameters by uses a subset
of the data, called a mini-batch. The mini-batch size
is specified using the ’MiniBatchSize’ option. Each
parameter update is called an iteration. A full pass
through the entire dataset is called an epoch and the
option ’MaxEpochs’ specifies the maximum number
of epochs to train for. In addition to that, there is an
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TABLE 2. The classes in the disk herniation recognition part.

FIGURE 2. The architecture of disk herniation detection CNN.

option to specify the initial learning rate (the amount
the weights are updated with), and ’Verbose’ which is
an indicator to display training progress information.
The training of the network stops if the training reaches
the maximum number of epochs or if the validation
loss error value becomes greater or equal to the current
value in five iterations (five is the default; you can
change it using the ’ValidationPatience’ option).

1) ANALYSIS OF DATA AUGMENTATION TECHNIQUES
USING T-TEST
To study the impact of data augmentation techniques on our
network, the network is trained and tested with and without
data augmentation. After that, a paired t-test is applied to
determine whether there is a statistically significant evidence
that data augmentation improves the performance of the
detection CNN. The CNN is trained 30 times with augmented
data and 30 times without augmented data. The test accuracy
is recorded for each training session. Hence, we have 30 pairs
of accuracies to be used in the t-test.

The t-test stands on two hypotheses. The first one is the
Null Hypothesis, which assumes that there is no difference
between the means of the two groups of accuracies we have.
It is represented by Equation 1. The second hypothesis is

the Alternative Hypothesis that assumes there is a differ-
ence between the means of the two groups of accuracies we
have [36]. It is represented by the Equation 2.

H0 : µ1 = µ2 (1)

H1 : µ1 6= µ2 (2)

whereµ1 stands for themean for the first events andµ2 stands
for the mean of the second event. To compute the t-test, the
following are needed.

1) The degree of freedom (df), which represents the num-
ber of independent pieces of information that can go
into the estimate of a parameter. It is equal to n − 1,
where n is the sample size, which is 30 in our 30 case.

2) The significance level (α), which refers to the likeli-
hood that the random sample you choose (for example,
experiment accuracies) is not representative of the pop-
ulation. The lower the significance level, the more con-
fident you can be in replicating your results. The most
commonly used significance levels in the literature are
0.05 and 0.01 levels. In our work, α is chosen to be
0.05.

3) P-value, which is the smallest level of significant that
would lead to rejection of the null hypothesis H0 with
the given data, where if it is lower than α the H0 is
rejected. Equation 3 illustrates how to compute this
value.

P = 2P(tn−1 > |t0|) (3)

4) The Confidence Interval (CI) of a mean is a region
within which a score may be said to fall with a certain
amount of ‘‘confidence.’’ The CI uses sample size and
standard deviation to generate a lower and upper limits
such that you can be 95% sure will include any sample
you take from a set of data. This interval is calculated
by the following equation.

x̄ = tα/2,n−1S/
√
n ≤ µ ≤ x̄ + tα/2,n−1S/

√
n (4)

t value, which is needed to find the probability of the
significant value that must be compared with α to be
able to judge the hypothesis. It is computed by the
following equation.

t =
xd − H0value

sd/n
(5)

where xd is themean of the difference of the two sample
of the data, sd is the standard deviation of the difference
of the two sample of the data. Finally, Microsoft Excel
was used to perform this task.

B. DISK HERNIATION TYPE CLASSIFICATION
Because the CNN used for disk herniation detection gives
excellent results for detection purposes, it was the first CNN
that is tested, for the disk herniation type classification, after
modifying the classification layer to be able to classify the
available different disk herniation classes. Unfortunately, the
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TABLE 3. Summery of used MATLAB augmentation parameters.

detection CNN failed to reach any reasonable accuracy level.
For that reason, Many modifications are made in order to
improve the results. These modifications includes changing
with many parameters turnings, preprocessing of the image
set, pre-augmentation on the image set that is inspired by [5],
and followed the suggestions in Brownlee’s blog [37]. The
following are the details of the full proposed model.

To train the proposed model, we use modified dataset after
performing pre-augmentation. This process is performed
using rotating images around their center with a speci-
fide angle. Each image in the ‘‘minority’’ classes, which
are: Right, Left, Central, Diffuse+Left, Diffuse+Right and

Diffuse+Central, is rotated 10 degrees to create a new image
and -10 degrees to create another. Then, the resulting images
are added to the data. So, the counts of the images in these
classes become 15 images in the Right class, 30 in the Left
class, 21 in the Central class, 12 in the Diffuse+Left class,
12 in the Diffuse+Right class and 18 in the Diffuse+Cenral
class. Consequently, we have 236 in total.

The pretrained model used in the proposed model is the
pretrained AlexNet model that is pretrained using the Ima-
geNet dataset. It consists of 23 layers in addition to the image
input layer and the output classification layer. Illustration of
the used AlexNet is shown in Figure 3. AlexNet is trained on
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FIGURE 3. The architecture of AlexNet.

our data with an initial learning rate of 0.001, max epochs of
40, and mini-batch size of 16.

VI. ANALYSIS AND RESULTS
MATLAB is used to build the CNN and realize the proposed
architecture. Python language is used to prepare the dataset.

A. DISK HERNIATION DETECTION RESULT
This section presents the results of our disk herniation detec-
tion experiments, which are divided into two parts. The first
one is dedicated to show the impact of the ROI extraction
techniques on the results and the second one is dedicated to
show the impact of the data augmentation technique.

1) RESULTS OF USING DIFFERENT ROI EXTRACTION
TECHNIQUES
After we train the detection CNN on the images extracted by
fixed cropping technique, we get a test accuracy of 95.65 %
and a loss error of 0.18. While training the network on the
images using the heuristic based ROI extraction technique,
we get 89.13% test accuracy and 0.42 loss error. Finally, the
results of using the SIFT based ROI extraction technique is
a test accuracy of 89.13% test accuracy with 0.37 loss error.
Figure 4 shows these results.

After careful investigation in our image set, it is found that
the reason behind the differences in the results of using fixed
cropping and of using the other two techniques is that the
fixed cropping technique produce an ROI that includes all the
important regions, while the other ROI extraction techniques
produce an ROI that includes only parts of the important
regions for some images.

FIGURE 4. Accuracies when using different ROI extraction techniques.

TABLE 4. The results of applying the t-test.

FIGURE 5. The confusion matrix of disk herniation recognition.

2) RESULTS OF THE DATA AUGMENTATION TECHNIQUE
In order to prove that data augmentation is indeed useful,
we perform 30 pairs of experiments, where each pair is simply
training the disk herniation detection CNN with and without
augmented data. Then, we use Microsoft Excel to conduct
a t-test and compute all values related to it. The results are
shown in Table 4. As we can see in the previous table, the
mean and the standard deviation of the difference between the
two samples of the data are 8.39 and 5.60427 respectively.
The t value is 4.26 and the probability of the t value is
0.0002, which is significantly smaller than 0.05. Therefore,
the null hypothesis is rejected, which means that there is a
huge difference between the augmented data accuracy and
the original data accuracy. There is a strong evidence that
the Alternative Hypotheses is acceptable in our case and the
accuracies returned when using the augmented data is better
than the ones returned when using the original data.

B. DISK HERNIATION TYPE CLASSIFICATION RESULTS
The best accuracy we achieve in this part from training the
network architecture described in section V.B is 91.38% and
a loss rate of around 0.103. The confusion matrix of the
different classes is shown in Figure 5.
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As shown in Figure 5, the number of images in the test set
is 58 images. 54 images are classified correctly (sum of the
images inside the diagonal) while only 4 images are classified
incorrectly.

VII. CONCLUSION AND FUTURE WORK
In this paper, CNN models are built for the automatic diag-
nosis of disk herniation, by detecting it or recognizing its
type. The best model for detecting disk herniation has 95.56%
accuracy, while the best model for recognizing the type of
disk herniation has 91.38% accuracy. Different ROI extrac-
tion techniques were tested, the results showed that although
the fixed cropping ROI extraction technique is the most
direct, obvious and generic approach, it gave the best results
(95.65% accuracy) whereas accuracies were 89.13% for each
of heuristic based and SIFT based techniques. In addition,
the models discussed in this paper benefited from hot and
promising techniques such as data augmentation and transfer
learning. The results showed a clear advantage of using these
techniques.

As the future work, we intend to increase the size of
our dataset, especially, for the ‘‘minority’’ classes. More-
over, we intend to use unsupervised deep learning networks,
such as DBN [38] and Gated autoencoder [39], to extract
good features and use them with different classifiers such
as SVM [40] and others. Finally, Generative Adversarial
Networks (GANs) [33] seems like a very promising future
direction for our work.
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