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ABSTRACT Spin-Transfer Torque Magnetic Random Access Memory (STT-MRAM) is a promising
emerging memory technology for on-chip caches. It has a low read access time and low leakage power.
Unfortunately, however, STT-MRAM suffers from its long write latency and high write energy consumption.
This paper proposes a cache management technique called Proactive Invalidation (PROI) that proactively
invalidates dead blocks in advance to enable fast writes in the STT-MRAM caches. Experimental evaluation
shows that the proposed technique improves performance by 14% on average compared to the baseline STT-
MRAM cache. This paper also proposes two optimization techniques called Proactive Invalidation-aware
Data Encoding (PIDE) and Narrowness-aware Partial Write (NPW) to minimize the energy overheads of
Proactive Invalidation. Experimental results demonstrate that the total energy consumption of the STT-
MRAM cache with PROI is only 1.8% higher than the baseline when PROI is applied with PIDE and NPW.

INDEX TERMS On-chip cache, non-volatile memory, STT-MRAM, dead block, narrow-width value.

I. INTRODUCTION
Modern processors integrate multiple cores to meet the high-
performance and low-power computing requirements. As the
number of cores in a processor increases and the working set
size of the applications increases, larger on-chip caches are
required for the multi-core processor. However, the current
on-chip caches have a limit on scalability because of the
high leakage power consumption and large cell size of
the SRAM, which is a conventional memory technology.
Recently, non-volatile memories have been considered as
an alternative to traditional memory technologies such as
SRAM and DRAM. The Spin-transfer torque random access
memory (STT-MRAM) is one of the emerging non-volatile
memory technologies that can be used for on-chip caches
since its access time is comparable to SRAM, and it has
low leakage power [1], [2]. Furthermore, STT-MRAM is
considerably smaller than SRAM, enabling it to contain
more data within the same chip area. Therefore, STT-MRAM
could be a promising memory technology for large last-level
caches (LLC) with these attractive characteristics.
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Unfortunately, however, write latency and write power
consumption of the STT-MRAM are much higher than those
of the SRAM [3]. To tackle these limitations of the STT-
MRAM, many prior works have proposed circuit-level or
architecture-level techniques to reduce the write operations
on the STT-MRAM caches or reduce the write energy
of the STT-MRAM cell [4]–[14]. In many architecture-
level techniques, the LLC comprises SRAM banks and
STT-MRAM banks and allocates the write-intensive cache
blocks (i.e., frequently updated cache blocks) to the SRAM
banks [6]–[11]. This approach’s effectiveness can vary
depending on the fraction of the write-intensive cache blocks
and the size of the SRAM banks. The circuit-level techniques
reduce the write energy of the STT-MRAM by terminating
the write operations as soon as data is written to the STT-
MRAM [4], [5]. Even if this approach reduces the write
energy consumption of the STT-MRAM caches, it can not
reduce the write latency.

In this paper, we propose a novel last-level cache (LLC)
management technique called Proactive Invalidation (PROI)
that exploits an asymmetric characteristic in the write
operation of the STT-MRAM to address its longwrite latency.
The write latency of the STT-MRAM is different depending
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FIGURE 1. STT-MRAM structure: (1a) MTJ switches to parallel state when applying a write current
from bit line to source line. (1b) MTJ switches to anti-parallel state when applying a write current
from source line to bit line.

on the type of resistance state transition. The write latency
is high when an STT-MRAM’s resistance state is changed
to the anti-parallel state from the parallel state. On the
other hand, when the resistance state is changed to the
parallel state from the anti-parallel state, the write latency is
low [4], [15]. To exploit this characteristic, PROI proactively
invalidates cache blocks if predicted as dead blocks. When
invalidating the dead block, PROI switches all STT-MRAM
cells of the corresponding cache entry to the anti-parallel
state. If a cache entry is proactively invalidated, there will be
no slow transitions (i.e., parallel states to anti-parallel states),
resulting in fast writes on the cache entry.

Even if PROI can enhance the performance, it can increase
write energy consumption due to the additional writes
involved in the invalidation operations. To reduce the impact
of PROI on the write energy consumption, we propose
two optimization techniques: Proactive Invalidation-aware
Data Encoding (PIDE) and Narrowness-aware Partial Write
(NPW). In many prior works, the parallel state represents
binary ’0,’ and the anti-parallel state represents binary ’1’.
However, we found that this data encoding scheme is
inefficient in terms of energy consumption when applying
the PROI. PIDE encodes data in such a way that minimizes
the frequency of the state transitions to the anti-parallel state
by considering the distribution of binary ’0’ and ’1’ in data
stored in the LLC. The second optimization technique, called
NPW, avoids the redundant write operations to reduce energy
consumption further. It is well known that a wide range
of applications frequently uses narrow-width values whose
upper bits are all zeros [16]–[19]. By exploiting narrow-width
values, NPW avoids unnecessary write operations on some
STT-MRAM cells if the data stored in the cache entry is
narrow-width.

Experimental evaluation using a system-level and proces-
sor simulator with SPEC CPU2006 [20] and PARSEC [21]
benchmark suites show that PROI achieves a performance
improvement of 14% on average with a small energy
overhead (1.8%) compared to a baseline STT-MRAM cache.

In this paper, we make three main contributions
1) We propose a new cache management technique for the

STT-MRAMcaches by exploiting the inherent physical

properties of the STT-MRAM cell and characteristics
of the LLC data access pattern.

2) We propose two optimizations to reduce the impact
of the proposed technique on energy consumption.
In the first optimization, data is encoded before
written to the cache in such a way that minimizes the
frequency of the transitions to an anti-parallel state. The
second optimization partially updates cache contents
by exploiting the narrowness of the data written to the
caches.

3) We evaluate the performance and energy efficiency
of the proposed technique with a system-level and
processor simulator with the multi-programmed and
multi-threaded workloads.

II. BACKGROUND AND MOTIVATION
A. STT-MRAM
Spin transfer torque magnetic random access memory (STT-
MRAM) is a promising emerging non-volatile memory
technology where data is stored in a ferromagnetic layer
of MTJ (Magnetic Tunnel Junction). STT-MRAM has
advantages such as higher density, non-volatility, high soft
error endurance, and low power consumption [22]. However,
although STT-MRAM has many attractive features, it suffers
from high write energy consumption and high write latency.

In STT-MRAM, data stored in a cell is represented as two
different resistance states of the MTJ. As shown in Figure 1,
the MTJ consists of a thin interlayer oxide insulator (MgO)
and two ferromagnetic layers: free and reference layers. The
magnetization direction of the free ferromagnetic layer can be
changed. On the contrary, the magnetization direction of the
reference layer is not changed. By applying a write current
between the source line (SL) and the bit line (BL), we can
change the magnetization direction of the free layer.

The resistance of an MTJ is determined by the relative
magnetization directions of the two ferromagnetic layers.
If the magnetic directions of the two layers are different
(i.e., anti-parallel state), the resistance of the MTJ is high.
In contrast, if the magnetic directions of the two layers are
the same (i.e., parallel state), the resistance of the MTJ is low.
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FIGURE 2. Performance impact of the LLC’s write latency.

Thus, we can use one of two states of the MTJ to represent
binary ’0’ or ’1’.

B. A CHALLENGE: WRITES ON STT-MRAM ARE EXPENSIVE
As explained in section II-A, the STT-MRAM suffers from
long write latency and high write energy consumption even
if its read latency and read energy consumption are similar
to those of the SRAM [23]. The long write latency has a
significant negative impact on cache performance because
the long write operations prevent subsequent cache accesses,
reducing the cache bandwidth and potentially offsetting the
capacity benefit of the STT-MRAM. Furthermore, the long
write latency also leads to significant energy consumption as
a high switching current flows through the STT-MRAM cell
until it is switched to the target resistance state [15].

Figure 2 shows the impact of the LLC’s write latency
on the system performance. As shown in the figure, the
execution time significantly increases for most memory-
intensive workloads as the LLC’s write latency increases.
On average, when the LLC’s write latency increases from
20 cycles to 60 cycles, the execution time increases by 59%.
This result demonstrates that the impact of LLC’s write
latency on performance is undoubtedly significant and critical
for system performance.

C. OPPORTUNITIES FOR REDUCING STT-MRAM COSTS
To mitigate the long write latency and high energy consump-
tion of the STT-MRAM when designing STT-MRAM-based
LLCs, we exploit circuit-, architecture-, and software-level
characteristics.

1) CIRCUIT-LEVEL CHARACTERISTIC: ASYMMETRICAL WRITE
LATENCY
STT-MRAM has an asymmetry in the write latency when
switching it to either the parallel or anti-parallel state [4],
[15], [24]. Switching the STT-MRAM to the parallel state
is faster than switching it to the anti-parallel state. This
asymmetry in the STT-MRAM’s write latency is mainly due
to asymmetric characteristics of the MTJ and the access
transistor. The MTJ has an inherent torque asymmetry since
it has two different mechanisms to switch the magnetic
orientation of the free ferromagnetic layer. When switching
theMTJ to the parallel state, the same spin direction electrons
as the magnetic orientation of the reference layer are applied.

TABLE 1. MTJ switching latency [4].

FIGURE 3. Life cycle of cache block.

In contrast, switching the MTJ to the anti-parallel state is
performed by applying the opposite spin direction electrons.
When the spin direction of the electrons is opposite to the
magnetic orientation of the reference layer, they are reflected
at the boundary of the interlayer oxide insulator and the
reference ferromagnetic layer [25]. Thus, switching the MTJ
to the anti-parallel state takes more time and consumes more
energy than switching it to the parallel state. The voltage
degradation in the access transistor also contributes to the
asymmetric characteristic of the STT-MRAM in the write
latency. With the voltage degradation in the access transistor,
write current is reduced while switching the MTJ to anti-
parallel state [4].

In general, as shown in Table 1, without the access
transistor, the write latency for switching the MTJ to the anti-
parallel state is 1.46 times greater than the writing latency
for switching the MTJ to the parallel state. With the access
transistor, the write latency for switching the MTJ to the
anti-parallel state is 2.48 times greater than the latency for
switching the MTJ to the parallel state.

The asymmetry in the write latency gives us an opportunity
to reduce the write latency of the STT-MRAM caches.
As shown in Table 1, switching to the anti-parallel state are
much slower than switching to the parallel state. Therefore,
if we eliminate the state transition to the anti-parallel state
(i.e., slow writes) as much as possible from the critical path
of the write operations in the STT-MRAM caches, we can
reduce their overall write latency.

2) ARCHITECTURE-LEVEL CHARACTERISTIC: DEAD BLOCK
Dead block has been studied well and exploited in many
prior works to improve the efficiency of the on-chip caches
[26]–[29]. The dead block is a cache block that is not going
to be referenced shortly before being evicted from the on-
chip caches. After the cache blocks are stored in the caches,
they are generally accessed at a regular interval, and then they
will remain in the cache without any re-references as shown
in Figure 3. In the LLCs, only a small fraction of the cache
blocks hold data that will be referenced before eviction [28]
and most of them stay in the cache without any re-references.
The dead blocks lead to poor cache efficiency because they
waste the capacity and energy of the LLCs. They occupy
many cache entries of the LLC and move from the MRU
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FIGURE 4. Percentage of dead LRU blocks.

FIGURE 5. Cache block with narrow-width value.

(most recently used) to the LRU (least recently used) position
before it is evicted from the cache [26].

In general, the dead blocks are predicted by learning the
past access pattern of the cache blocks. Various dead block
prediction algorithms have been proposed [27], [29], [30].
Trace-Based Predictor [27] collects traces of the instruction
addresses that access a particular block. If the trace results
in the last access to one block, the same trace will result
in the last access to other blocks. Some cache blocks are
predicted as dead by indexing the sum of these instruction
addresses. Time-based dead block predictor [30] predicts a
block as dead if it is not accessedmore than twice the live time
by collecting each block’s number of live cycles. Counting-
based predictor [29] predicts the dead block if a block has
been accessed more times than the previous generation or
has been accessed the same number of times in the last
two generations. To this end, it employs a predictor table
composed of a matrix of the access counters.

Figure 4 shows the percentage of the LRU blocks that
are already dead when another block in the same cache set
is referenced (i.e., read or write). As shown in the figure,
on average, 93.9% of the LRU blocks in each cache set are
dead blocks, meaning they are not re-referenced until evicted
from the LLC. For the gcc benchmark, 99.3% of the LRU
blocks are dead.

In this paper, we exploit this observation to enhance the
write performance of the STT-MRAM caches. To enable fast
writes, a cache block is invalidated in advance if the block is
predicted as a dead block. Since the dead blocks are not re-
referenced in the future, invalidating them from the cache in
advance will not impact the system performance.

FIGURE 6. Proportion of narrow-width value and non-narrow-width
value.

3) SOFTWARE-LEVEL CHARACTERISTIC:
NARROW-WIDTH VALUE
In many applications, operands of the arithmetic operations
and the data stored in memory are usually much smaller than
the full data width (i.e., 32 bits or 64 bits) of the processors.
These small values are called narrow-width values. This well-
known characteristic of the applications has been utilized
frequently in many prior works for power, performance, and
fault-tolerance optimizations [16], [18], [19], [31], [32]. In a
narrow-width value, high-order bits (i.e., most significant
bits) are all zeros. In this paper, we consider 64-bit word as
the narrow-width value if its high-order 32 bits are all zeros.

Figure 5 shows a cache block (64 bytes) composed of eight
words (8 bytes). Each word of a cache block can be either the
narrow-width value or non-narrow-width value. For example,
in the figure 5, the sixth word (denoted byW5) is the narrow-
width value since its high-order 32 bits are all zeros while the
third word (denoted by W2) is the non-narrow-width value.

Figure 6 shows the percentage of the narrow-width
values among the data written to the LLC. On average,
47% of the data is the narrow-width value for SPEC
CPU2006 benchmarks, as shown in the figure. Especially
for some benchmarks such as GemsFDTD, gcc, and canneal
benchmarks, the narrow-width values account for more than
80% of the data. Many prior works have shown similar
observations. In [32], it is pointed out that more than 40% of
the data is the narrow-width value. In [19], it is also pointed
out that around 50% of the instructions use the narrow-width
values as their operands.

The observation on the narrowness of data gives us an
opportunity to reduce the write energy consumption of the
STT-MRAM-based caches by skipping the state switching for
the high-order 32 bits of the 64-bit word.

III. PROPOSED CACHE MANAGEMENT TECHNIQUE
A. OVERVIEW
The observations on the asymmetric write latencies of the
STT-MRAM and the prevalence of the dead blocks motivate
a novel cache management technique called Proactive
Invalidation (PROI). While a new block is installed in a
cache set, PROI proactively invalidates a dead block from
a cache entry of the same cache set and makes the entry as
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the invalid state. At this time, all STT-MRAM cells of the
cache entry are switched to the anti-parallel state as shown
in Figure 7. Since all STT-MRAM cells of the proactively
invalidated cache entries are in the anti-parallel state, the
future writes on the cache entries will involve only the anti-
parallel to parallel state transition, enabling fast writes in the
STT-MRAM caches. In addition, even if PROI invalidates
some blocks early from the cache, its performance impact can
be trivial because it invalidates only the dead blocks that will
not be re-referenced before being evicted from the cache.

FIGURE 7. STT-MRAM write operations.

FIGURE 8. Memory hierarchy with PROI (Proactive Invalidation).

Figure 8 shows a memory hierarchy with PROI that
employs additional three components: dead block predictor,
proactive invalidation unit, and narrow-with value handler.
Dead block predictor keeps track of the access status of
the individual cache block to determine when each block
becomes dead. When installing a new block in a cache
set, the dead block predictor detects a dead block in the
same set. The proactive invalidation unit sends an invalid
signal to the cache to proactively invalidate the dead block.

Finally, the narrow-with value handler prevents unnecessary
bit flipping on high-order 32 bits by detecting the narrow-
width values when performing the proactive invalidations or
regular writes. In the following subsections, we will describe
each component in more detail.

B. DEAD BLOCK PREDICTION
PROI relies on the dead block prediction technique to select
cache blocks that will be invalidated early from the LLC.
If a dead block prediction is wrong, a live block can be
evicted, increasing the miss rate of the LLC. Therefore,
to avoid subsequent cache misses caused by the incorrect
invalidations, PROI should employ an accurate dead block
prediction technique. At the same time, we also consider
the area and energy overheads involved with the dead block
prediction. To meet this conflicting requirement, we propose
a simple yet effective dead block prediction technique.

Our dead block predictor uses a saturating counter, called
locality counter, per each cache set to monitor the hit
rate of the individual cache set. The counter is initialized
to its maximum value, incremented for a cache hit and
decremented for a cache miss. While installing a new cache
block in a cache set, if the counter value of the set is smaller
than a threshold, the dead block predictor chooses one of the
cache blocks in the set as the dead block. To choose the dead
block, our simple predictor uses the replacement information.
In the LRU (least-recently-used) replacement policy, the LRU
block is evicted from the cache to make room for a new cache
block. When the LRU block is evicted from the cache, the
dead block predictor selects the second LRUblock as the dead
block.

In some cases, using the locality counter may fail to predict
the presence of the dead blocks. For example, when only
one cache block within a cache set is frequently accessed,
the locality counter value will be greater than a threshold.
In this case, a dead block that may exist in the set will not
be invalidated. Even in this case, however, our dead block
predictor will not reduce the potential performance gain of
PROI. This is because it is not necessary to proactively
invalidate a block for the cache set since new cache blocks
will be rarely installed.

Figure 9 shows an example of the proposed dead block
prediction and proactive invalidation. In this example,
we assume that the STT-MRAM cache is a 4-way set-
associative cache with four sets. We represent the recency of
each block with the color brightness in the figure; the block
with lighter red is more recently used than the block with a
darker red. At time 0, only set 1 has four valid blocks: block
A, B, C, and D. Initially, block A is the most-recently-used
(MRU) block while block D is the least-recently-used (LRU)
block in set 1. A read request for block E, which is also
mapped to set 1, misses on the cache because the block does
not exist in the cache at time 0. To accommodate block E,
block D, which is the LRU block of set 1, is evicted from the
cache at time 1. Once block D is evicted, block E is installed
in the cache entry associated with the evicted block D (i.e.,
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FIGURE 9. An example of dead block prediction and proactive
invalidation. The operations at time 2-1, 2-2, and 2-3 are performed at
the same time.

Way3 of the Set1). At the same time, the dead block predictor
selects block C, which is the next LRU block, as a dead
block and invalidates it in advance from the cache. While
invalidating block C, all STT-MRAMs of the cache entry that
holds the block is switched to the anti-parallel state. At time
3, another miss occurs while accessing block D, which is not
in the cache and is also mapped to set 1. At this time, block D
is installed with a shorter write latency than normal since the
block is written to the entry that was proactively invalidated.

C. PROACTIVE INVALIDATION (PROI)
In this subsection, we describe the proactive invalidation
technique (PROI) in more detail. The primary goal of PROI is
to shift the STT-MRAMs of cache entries to the anti-parallel
state in advance so that the upcoming write operations on the
invalidated cache entries involve only anti-parallel to parallel
state transition. Since there will be no transitions from the
parallel state to the anti-parallel state, which is much slower
than the opposite direction transition, the write operations
on the proactively invalidated cache entry can be performed
in a much shorter latency than normal. As we discussed in
the previous section, the write latency of the transition to the
parallel state is 3.9 ns, while that of the transition to the anti-
parallel state is 9.7 ns. So, the latency of a write operation
performed on the invalid cache entry can be reduced to around
40% compared to the write operation on the valid entry.

PROI enables a fast write operation for the next cache
fill operation by installing a new cache block into one of
the proactively invalidated cache entries. Since the write
operations installing new cache blocks account for more than
64% of the total writes in the LLC on average (Figure 10),
reducing the write latency for the cache fill operations will
have a high impact on the performance. Figure 11 shows
a flow chart of the write operation with PROI. If the write
operation is due to the cache fill that installs a new block in the
cache, the cache controller searches for an invalid cache entry
in the corresponding cache set. If there is an invalid entry, the
new block is written to it, which can be performedwith a short
write latency (fast write, ¶). If there is no invalid entry in the

FIGURE 10. Breakdown of write operations in LLC.

FIGURE 11. Flow chart of the write operation with Proactive Invalidation.

set, a victim block is evicted from the set, and the new block
is written to the set. If it is the case, the write operation is
performed with a normal write latency (slow write,·). In the
case of a write hit, the write operation is always performed
with a normal latency (slowwrite,¹). During the slowwrites,
a dead block is detected by the dead block predictor, and
an invalid signal is sent to the cache I/O unit to invalid the
dead block so that the corresponding cache entry becomes
invalid (¸).

Even if PROI can reduce the average write latency, it can
incur negative side effects if it is naively applied to the STT-
MRAM caches. The first negative side effect is the additional
write operations involved in the invalidation operations. The
conventional cache uses a valid bit per each cache entry
to indicate whether the content stored in the entry is valid
or not. While a data block is written to a cache entry, the
corresponding valid bit is set to 1. On the contrary, when
invalidating the block from the cache, the valid bit is set
to 0. Conventionally, the invalidation operation only updates
the valid bit placed in the tag array. However, the proactive
invalidation updates the contents stored in the cache entry
as well as the valid bit to switch all STT-MRAM cells to
the anti-parallel state. This will involve the additional write
operations.

1) INVALIDATE DURING WRITE
To hide the performance penalty due to the additional writes,
the proactive invalidation is performed while a cache block
is written with a normal write operation. In the conventional
caches, write operations are involved when installing new
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blocks to the cache (i.e., cache fill) or when writing back the
dirty victim block from the upper-level cache to the current
level (i.e., writeback). For both cases, PROI invalidates one of
the dead blocks in the set where the normal write operation
is performed. By performing the normal write operation and
the invalidation simultaneously, we can hide the performance
impact of the proactive invalidation.

FIGURE 12. Cache Architecture with PROI. The tag array is extended to
have locality counters used along with the LRU counter for dead block
prediction. The NVV is used to indicate whether the corresponding words
of a cache block are the narrow-width value or not.

Figure 12 shows a cache architecture with PROI. The tag
array is extended to have a locality counter per each set.
On cache access, all tag entries of a cache set are read to
check whether the requested block resides in the set or not.
At this time, the dead block detector selects a dead block by
referring to the LRU counter fields of the cache entry and the
locality counter of the set. When the locality counter value
is lower than a threshold value, the LRU block of the set is
selected as a dead block. Suppose it is the case and the current
access involves a write operation (i.e., write hit or cache fill,
¶). In that case, the proactive invalidation unit generates an
I/O control signal to invalidate the dead block from the set
(·). The proactive invalidation does not require any content
written to the STT-MRAM cells. Thus, it can be implemented
with a minor modification to the I/O circuits for injecting a
write current with the same direction to all STT-MRAMcells.

2) READ DURING INVALIDATION
The second negative effect is the additional read operations
due to the invalidation of dirty blocks. For example,
in Figure 9, block C is predicted as dead, and it is evicted from
the cache. At this time, if block C is dirty, a read operation
is involved in writing back the updated block C to the main
memory. Due to this read operation, the proactive invalidation
can increase the write latency of the STT-MRAM cache.

To hide the performance penalty due to the additional read
operations, we exploit an attractive characteristic of the STT-
MRAM cell. When performing a write operation on the STT-
MRAM cell, the current state of the cell can be read in the
early stage of the write operation [5]. This is because the
read operation is the same as the write operation; both read
and write operations are performed by injecting a current to
the STT-MRAM. Furthermore, in a write operation, the free
layer’s direction is changed near the end of the operation [33],

meaning that an STT-MRAM cell holds its previous value
in the early stages of the writing operation. For example,
the previous work demonstrates that a read operation can
complete less than 1ns while a write operation consumes
10ns [5]. By exploiting this characteristic, a dirty dead block
is read in the early stage of the invalidation. Then it is latched
in the I/O circuit (i.e., the sense amplifier), hiding the latency
for reading the dirty dead block from the critical path of the
invalidation operation.

D. PROACTIVE INVALIDATION-AWARE DATA
ENCODING (PIDE)
Aforementioned above, PROI can efficiently reduce the write
latency of the STT-MRAM caches. Unfortunately, however,
the additional state transitions involved in the invalida-
tion operation can increase the energy consumption. This
subsection describes the first optimization called Proactive
Invalidation-aware Data Encoding (PIDE) that reduces the
additional state transitions caused by PROI.

Considering almost all modern high-performance proces-
sors are 64-bit architecture, the size of the word (i.e., the
basic unit of data) is 64 bits. Meanwhile, many data processed
by arithmetic units and stored in caches are small in many
applications. Therefore, a large portion of data stored in a
cache is a narrow-width value, as discussed in section II-C3.
To further study and confirm this characteristic, we observe

the size of data stored in the LLC for SPEC CPU2006 and
PARSEC benchmarks. As shown in Figure 6, almost all data
in GemsFDTD, gcc, and canneal benchmarks are narrow-
width values. On average, the parentage of the narrow-width
values is around 47% across all benchmarkswe observed. The
prevalence of the narrow-width value intuitively indicates that
the percentage of ’0’ bits in a cache is higher than ’1’ bits.
Figure 13 shows the percentage of ’0’ and ’1’ bits in the LLC
for SPEC CPU 2006 and PARSEC benchmarks. As shown,
around 73% of bits stored in the LLC are ’0’ bit.

FIGURE 13. Percentage of ‘‘0’’ bits and ‘‘1’’ bits in the LLC.

This characteristic suggests an encoding scheme that uses
the anti-parallel state to represent binary ’0’. In many prior
works [1], [34], [35], the parallel state is generally used
to represent binary ’0’. However, if we use this encoding
scheme, there will be many bit flips from binary ’0’ to binary
’1’ in the invalidation operation because it switches all STT-
MRAM cells to the anti-parallel state representing binary ’1’.
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Thus, to reduce the additional state transitions caused by the
invalidation, it is more efficient to use the anti-parallel state to
represent binary ’0’ and the parallel state to represent binary
’1’. With this encoding scheme, we can reduce unnecessary
state transitions (i.e., P → AP) in the invalidation operations
since most STT-MRAM cells (i.e., around 73%) are already
in the AP state representing binary ’0’.

E. NARROWNESS-AWARE PARTIAL WRITE (NPW)
This subsection describes the second optimization called
Narrowness-aware Partial Write (NPW) that reduces the
energy overhead of PROI by exploiting narrow-width values.

As described before, in the narrow-width values, the high-
order 32 bits of the 64-bit word are zero. Therefore, if a
significant amount of data stored in a cache are narrow-width
values, the high-order 32 bits are rewritten to zero repeatedly.
For example, in a typical program, an array with 64- or
32-bit data elements are initialized to zero, and the value in
each element is accumulated within a for-loop. During the
early iterations of the for-loop, the values are very small,
meaning their high-order 32 or 16 bits are rewritten to zero
repeatedly.

It is evident that repeatedly rewriting zero to the high-
order bits is not necessary. The narrowness-aware Partial
Write (NPW) technique employs a narrow-width value
handler to avoid the unnecessary writes on the high-order bits
in the invalidation and regular write operations. If a 64-bit
word of a cache block is a narrow-width value, the high-
order 32 STT-MRAM cells that hold the high-order 32 bits
of the word are already in the anti-parallel state when PIDE
is applied. Thus, if the 64-bit data stored in the cache is the
narrow-width value, the narrow-width value handler does not
inject the write current for the high-order 32 STT-MRAM
cells when performing the proactive invalidations and regular
writes. To this end, the access transistors of the high-order
32 cells and those of the low-order 32 cells are controlled
independently with two individual local wordlines.

FIGURE 14. Implementation example of narrow-width value handler.

Figure 14 shows an implementation example of the narrow-
width value hander that supports the narrowness-aware

TABLE 2. System configuration.

partial write. A 512-bit cache block is divided into eight
64-bit words. When the block is written to a cache entry,
a narrow-width value detector checks whether each word
of the block is narrow or not, and an 8-bit narrow-width
value vector (NVV) is generated. In the example shown in
Figure 14, the NVV of the new block is 10101101, meaning
the first (W0), third (W2), fourth (W3), sixth (W5), and eighth
(W7) words are the narrow-width value. The NVV of the new
block that will be stored in a cache entry is compared with
the NVV of the block currently stored in the cache entry.
By comparing these two NVVs, an 8-bit write control signal
is generated and latched in a write control register. Each bit of
the control signal is used to control the access transistors of
the high-order 32 STT-MRAM cells. If a bit of the control
signal is 0, the corresponding access transistors are turned
off. Each tag entry is extended to accommodate the NVV as
shown in Figure 14.

IV. EVALUATION METHODOLOGY
To evaluate the performance and the energy efficiency of
the proposed technique, we use gem5 simulator [36] in
SE mode extended to model the STT-MRAM-based last-
level cache (LLC) in the memory hierarchy. Table 2 lists
the simulated system configuration. The level 1 (L1) and
level 2 (L2) caches are assumed to be conventional SRAM-
based caches, while the LLC is the STT-MRAM cache.
The baseline LLC is configured to have 20 cycles of read
latency and 49 cycles of write latency. In the LLC with PROI,
the write latency is assumed to be 20 and 49 cycles for
the fast and slow writes, respectively. Handling the narrow-
width value is on the critical path of the read operation, and
thus we conservatively assume that the read latency of the
STT-MRAM cache with PROI is 1-cycle longer than the
baseline.

PROI introduces some hardware overheads due to the
additional components such as the Narrow-width value
vector (NVV) and Locality counter. We use NVsim [37] to
estimate the impact of the PROI on the design parameters
of STT-MRAM caches such as area, per-access dynamic
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TABLE 3. Design parameters of STT-MRAM caches.

TABLE 4. Workload mixes.

energy (for read andwrite), and leakage power. Table 3 shows
the STT-MRAM cache’s design parameters obtained with
NVsim modified to model the PROI. As shown in the Table,
PROI increases the chip area, dynamic write energy, dynamic
read energy, and leakage power of LLC by 3%, 2%, 10%,
and 5%, respectively. These estimated parameters are used
to evaluate the total energy consumption of the STT-MRAM
caches in the system-level simulation with gem5. As will
be described in Section V-D, even if PROI’s overheads on
the per-access read energy and leakage power are relatively
high, their impact on the LLC’s total energy consumption
is insignificant. This is because the contribution of dynamic
read energy to total energy consumption is small, and PROI
reduces the execution time, resulting in less leakage energy
consumption.

For evaluations, we use 16 memory-intensive workloads
from the SPEC CPU2006 [20] and PARSEC [21]. We warm
up the LLC for 10 billion instructions and perform the
detailed simulation for 200 Million instructions. We execute
the SPEC CPU2006 benchmarks in rate mode, where all
cores run the same benchmark, and mix mode, where each
core runs different benchmarks. As shown in Table 4, the
SPEC CPU2006 benchmarks are randomly selected in the
mix mode.

V. SIMULATION RESULTS
A. PERFORMANCE
Figure 15 shows the speedup of PROI when compared to
a baseline configuration where the proactive invalidation is
not applied. PROI achieves a speedup of 14% on average.
For 17 of 26 workloads (65%), the speedup with PROI
is more than 10%. The performance results show that the
GemsFDTD, libquantum, and mix1 benchmarks benefit the
most from PROI due to the dramatic reductions in the slow
writes on the STT-MRAM-based LLC. These benchmarks
suffer from frequent LLC misses as shown in Figure 16,

FIGURE 15. Performance.

FIGURE 16. LLC MPKI (misses per kilo-instruction).

FIGURE 17. LLC Miss rate.

meaning there are many dead blocks in the cache, and
new cache blocks are frequently installed into the cache.
With PROI, the subsequent write operations involved in the
block installation can be performed with a shorter write
latency than normal (i.e., fast write). Thus, PROI reduces
the average write latency significantly for the benchmarks
with high MPKI (Misses per Kilo-Instructions), resulting in
a significant speedup.

B. MISS RATE
PROI evicts some blocks from the LLC in advance, and thus
it can increase the miss rate. Figure 17 shows the impact of
PROI on the miss rate of the LLC. As shown in the figure,
even if PROI proactively invalidates some blocks from the
cache, its impact on themiss rate is negligible. This is because
the majority of LRU blocks are dead as shown in Figure 4
and accurately predicted as the dead block with our simple
predictor. Since the dead blocks are not re-referenced in the
future as described in section II-C2, proactively invalidating
them from the cache does not increase the miss rate of
the LLC.
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FIGURE 18. Breakdown of state transitions. The number of state transitions in PROI, PROI+PIDE and PROI+PIDE+NPW are
normalized to the baseline.

FIGURE 19. Breakdown of LLC energy consumption. LLC energy consumption with the proposed techniques is normalized to
the baseline.

C. STATE TRANSITION ANALYSIS
Figure 18 shows the breakdown of state transitions in
the STT-MRAM caches with and without the proposed
techniques. In the baseline, the parallel (P) to parallel (P) state
transitions are dominant (62% on average). This is because
a large portion of bits stored in the LLC is ’0’ bits, and the
’0’ bits are repeatedly written several time as we discussed
in section III-D. When the PROI is applied, the total number
of state transitions is increased compared to the baseline due
to the additional write operations involved in the proactive
invalidations. PROI switches the STT-MRAM cells to the
AP state when it proactively invalidates the cache entries
holding the dead block. Thus, the number of state transitions
to the anti-parallel (AP) state (i.e., P → AP and AP →

AP) are increased, especially for the benchmarks such as
GemsFDTD, libquantum, mcf, and milc that have a high LLC
miss rate. PROI also increases the numbers of state transitions
to the P state from AP state. This is because the STT-MRAM
cells in AP state (i.e., binary ’1’) of the invalidated cache
entries are frequently switched to P state (i.e., binary ’0’).

The additional state transitions due to proactive invali-
dations can increase the energy consumption, offsetting the
performance benefits of the PROI. To address this limitation,
we can use the PIDE and NPW techniques. When the PROI
is applied with PIDE, the AP to AP state transitions become
dominant because the PIDE uses the AP state to represent

binary ‘‘0’’. Since many bits stored in a cache are ‘‘0’’ bit,
the proactive invalidation increases the AP to AP transitions
which can be reduced by using the NPW.

When applying NPW and PIDE, the AP to AP state
transitions are significantly reduced for all benchmarks. As
shown in the figure, when NPW is enabled, the total number
of state transitions decreases by 21% on average compared
to the PROI+PIDE configuration. NPW reduces the AP
to AP state transitions for the write operations involved
in both regular writes (i.e., writeback and cache fill) and
invalidations. Since many values stored in the cache are
narrow-width, there are many AP to AP state transitions.
Thus, NPW efficiently eliminates these unnecessary state
transitions.

D. ENERGY CONSUMPTION
Figure 19 shows the breakdown of LLC energy consumption.
In the baseline, on average, the leakage energy accounts for
61%, the dynamic read energy accounts for 5%, and the
dynamic write energy account for 34% of the total LLC
energy consumption. The P to P state transition is dominant
among the state transitions because ’0’ bits are frequently
written to the cache as described in Section V-C. Thus its
contribution to the total energy consumption is much higher
than others (21% on average).
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FIGURE 20. Sensitivity to various parameters of LLC with PROI.

As discussed, the proactive invalidation increases the
state transitions, increasing the LLC energy consumption
significantly. With the PROI, LLC energy consumption is
12.3% higher than the baseline on average. As discussed in
Section V-A, the PROI reduces the execution time, resulting
in less leakage energy. However, it significantly increases
dynamicwrite energy consumption due to the state transitions
to AP state and the state transitions from AP to P states.

NPW with PIDE efficiently addresses the PROI’s energy
overhead. PIDE uses the AP state to represent binary ‘‘0’’.
Since many bits stored in the cache are zero, PIDE converts
the additional state transitions due to PROI into the AP to
AP transition. As discussed, without any control mechanism,
the AP to AP transition unnecessary consumes energy. NPW
reduces these unnecessary energy consumptions by removing
the state transitions for the narrow-width values in the write
operations involved in invalidations and regular writes. As a
result, when PROI is applied along with PIDE and NPW to
the LLC, the LLC energy consumption is only 1.8% higher
than the baseline.

E. SENSITIVITY ANALYSIS
1) IMPACT OF WRITE BUFFER
Many high-performance processors employ a write buffer to
hold write requests, allowing the subsequent read requests
to be serviced ahead of the preceding write requests.
In such architecture, the impact of the long write latency on
performance can depend on the depth of the write buffer.

Figure 20a shows the speedup of PROI over the baseline
for different numbers of write buffer entries. As shown in
the figure, PROI provides almost constant performance gain
for the configurations with different write buffer entries.
In the case of SPEC benchmarks running on rate mode (i.e.,
SPEC_RATE), PROI provides slightly higher performance
for the write buffer with fewer entries. This is because the
write latency can be more sensitive to the performance when
there are small entries in the write buffer.

2) IMPACT OF PREFETCHER
Figure 20b shows the speedup of PROI for the LLC with
different prefetchers. PROI shows better performance than
the baseline for all prefetchers. Prefetcher can increase the

number of write operations in the LLC to install more blocks
to it, making the LLC more sensitive to the write latency.

PROI’s performance gain is higher when a more accurate
prefetcher is employed for the LLC. This is because an
accurate prefetcher reduces the miss rate of the LLC, and
thus the write latency of the LLC becomes more critical to the
performance. On average, PROI achieves a speedup of 16%,
16.5%, and 20% for the LLC configuration with Stride [38],
Indirect [39], and Tagged [40] prefetchers, respectively.

3) IMPACT OF LOCALITY COUNTER THRESHOLD
Our proposed dead block predictor determines whether a
cache set contains a dead block by comparing a per-set
locality counter to a threshold value. Thus, the effectiveness
of PROI can be affected by the threshold value. As the
threshold value increases, more sets are considered to have
a dead block, invalidating the dead blocks more frequently.
Figure 20c shows the effect of the locality counter’s threshold
value. As shown in the figure, PROI delivers better perfor-
mance for the configurations with higher threshold values.
This is because the majority of LRU blocks in a set are
dead, as we described in Section II-C2. As a result, aggressive
invalidations have a minor impact on the LLC miss rates
while increasing the chances of having an invalidated entry
in a cache set.

VI. RELATED WORK
A. DEAD BLOCK DETECTION
Several dead block predictors have been introduced in
previous works and applied to address the cache efficiency
issues. Tian et al. proposed a dead block predictor that
samples the program counter to determine when a cache
block is likely to be dead [26]. The access pattern is learned
by a predictor and used for dead block replacement and
bypass optimization. Chen et al. proposed an adaptive block
placement and migration technique for an STT-MRAM-
Based hybrid cache [41]. By identifying write patterns in the
LLC, the proposed technique bypasses dead-on-arrival blocks
to the main memory to reduce redundant write operations
to the LLC. Similarly, Ahn et al. proposed a dead block-
aware redundant write elimination technique for the STT-
MRAM-based LLC. In [27], dead-block-aware prefetchers
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were proposed by Lai et al. The proposed technique gathers
traces of instruction addresses that access a specific block. If a
trace returns the last access to one block, it will also return the
last access to other blocks. Thus, the dead blocks are detected
by indexing the sum of these instruction addresses.

B. NARROW-WIDTH VALUE
Several researchers have attempted to take advantage of the
properties of narrow-width values. For instance, a technique
to enhance processor power and performance dynamically
by using narrow-width operations and sub-word parallelism
inside the core is proposed in [19]. Chen et al. [42] exploited
the narrow-width values to optimize the main memory. Their
proposedwrite technique detects whether a block is a ‘‘Sparse
Block’’ (i.e., a block whose upper halves are all zeros). If so,
the non-zero part of the block is used as a block’s base to
encode the block to reduce the write energy consumption and
improve the performance. Hu et al. [43] proposed a technique
to mitigate the soft error in register files, issue queues, and
caches. When the data is narrow-width, its lower half is
duplicated to the upper half. By comparing upper and lower
parts when reading data from the storage elements, soft errors
can be detected.

C. ASYMMETRIC WRITE PROPERTY OF STT-MRAM
Bishnoi et al. proposed static and dynamic circuit-level
approaches to decrease overall write latency in [4]. By boost-
ing the write current exclusively for slow writes, the static
approach reduces the write latency for the slowest transition
(i.e., transition from P to AP). The dynamic approach
gradually boots the write current to decrease the negative
impact of the random write margin. Kim et al. [44] proposed
two novel techniques to decrease the average written current
of STT-MRAM: bit-line voltage clamping and 2T-1R dual-
source line bit cell. The Bit-line voltage clamping technique
can limit the current flow from the bit line to the source line
by replacing the analog multiplexer with a pass transistor.
This allows a bit cell to be clamped to a lower voltage when
transitioning from the P to AP. Lee et al. [45] proposed
a bit-line and word-line biasing technique to eliminate the
asymmetric write property of the STT-MRAM.

VII. CONCLUSION
In this paper, we proposed a new cache management mecha-
nism called Proactive Invalidation (PROI), which improves
the performance of STT-MRAM caches by proactively
invalidating dead blocks to enable fast write operations. After
combining two optimization techniques such as Proactive
Invalidation-Aware Data Encoding (PIDE) and Narrowness-
aware Partial Write (NPW), the Proactive Invalidation
improves the performance by 14% with a small energy
(1.8%) and area (3%) overheads. PROI provides an efficient
framework for STT-MRAM caches by enabling fast writes
and by eliminating unnecessary state transitions.
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