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ABSTRACT This paper introduces a new fuzzy monotone relationship and its associated method, which are
applied to feature selection and correlation analysis. Specifically, after the concept of a fuzzy monotone is
introduced, this paper first defines a new fuzzy monotone relationship between inputs and output. Second,
a fuzzy inclusive monotone model is constructed on inclusion degree through several proved propositions,
together with presenting a fuzzy inclusive monotone decision membership function. Third, a new algorithm
is developed according to the proposed model for feature selection or correlation analysis. Compared with
several methods, the proposed algorithm has been validated on several data sets. The results indicate that
the proposed algorithm is effective for the selection of numeric attributes, and the correlation analysis. The
novel fuzzy monotone relationship and the method are validated through theoretic proof and experimental
results.

INDEX TERMS Fuzzy relations, fuzzy monotone, inclusion degree, feature selection and correlation
analysis, information system.

I. INTRODUCTION
For a multi-input and output system, it is important to deter-
mine which inputs are important to the output. If the trans-
fer function for a system is given, it is easy to specify the
relationship between its inputs and output. In real applica-
tions, such inputs and output are, however, complex with
nonlinear relationships. When an output attribute is discrete,
many classificationmethods are available for dealing with the
problem. When an output attribute is numeric or continuous,
some models such as regression are used instead. However,
this is not always effective, particularly for the complex
nonlinear relationship of inputs and output. On the other
hand, it is not always effective to identify the reduced number
of important input attributes with respect to numeric output
attributes. After Zadeh [1] introduced fuzzy sets, some fuzzy
sets methods have been introduced to deal with some nonlin-
ear relationships. Although some papers [2], [3] introduced
that fuzzy rough set methods can be directly applied to con-
tinuous data, they basically refer to the input continuous data,
when the output data is continuous, they always have the con-
tinuous output data discretized and classified first, and trans-
form the problem to the classification problem, however, this
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process would result in information loss and errors [3]–[5].
In information systems, the main goal of the attribute reduc-
tion classification methods is to remove redundant informa-
tion, so that a correct decision can quickly be made while
preserving or even improving the classification ability [6].
However, it is unclear whether the continuous quantity vari-
ations of numeric decision attributes are dependent on the
reduced condition attributes or not in these methods. The
monotonicity is always used to describe the quantity variation
relationship between the continuous input and output ends,
and it is also an important property between the input and
the output. The fuzzy and monotone technologies are some-
times combined together in some applications. Edward [7]
introduced the fuzzy monotone function, together with logic
control applications. Many papers [8]–[21] have discussed
themonotonicity property in the fuzzy inference system (FIS)
includingMamdiani, TSK and etc. Some papers [8]–[19] dis-
cussed various useful mathematical conditions to satisfy the
monotonicity property for different fuzzy inference systems’
models; Some paper [21] discussed the data driven monotone
fuzzy system. And the monotonicity is also discussed as an
important property in aggregation functions too [20]. These
works on fuzzy with monotone focus mainly on constructing
an input and output model or introducing the fuzzy monotone
function by using the fuzzy logic and language, not focus on
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the data analysis for feature selection or correlative analysis.
Here we mainly focus on the data analysis combining with
monotone and fuzzy technologies between the continuous
input and output ends. Since traditional monotone and other
some relationships are not directly suitable to deal with non-
linear data well, and few relationships can directly be applied
to select a reduced number of important input attributes or
find correlative input attributes very well from the continuous
output data because of complexity nonlinear relationship.
This paper will introduce a new fuzzy monotone relation-
ship, which differs from the traditional monotone one and
is suitable to deal with nonlinear data. Based on this new
concept, we develop a method that is able to select a reduced
number of important input attributes from the continuous
output data, and research the correlative analysis for partial
dependence relationship between the continuous input and
output ends. And the new method based on the novel fuzzy
monotone relationship can describe the continuous quan-
tity variation relationship between the continuous input and
output ends.

The rest of this paper is organized as follows. In Section II,
we review some concepts of decision tables, inclusion degree,
and correlative fuzzy concept. In Section III, we present a
novel fuzzy monotone relationship model, discuss the mono-
tone mapping relationship, and define the fuzzy inclusive
monotone dependence relationship. We then construct the
fuzzy inclusive monotone model between inputs and an out-
put after some propositions and proofs. In Section IV, a new
algorithm is presented according to the fuzzy inclusive mono-
tone model. In Section V, the new algorithm is applied to sev-
eral continuous data sets to validate its effect, and compared
with the other methods. The advantages of the method are
then discussed. Section V concludes this paper.

II. PRELIMINARY
In this section, we review several relevant basic concepts and
preliminaries.

A. DECISION TABLE
An information system is defined as S = (U ,A,V ,F),
where U = {e1, e2, . . . , en} is a finite set of objects called
the universe (n is the number of objects), A a finite set of
attributes, V =

⋃
a∈A

Va is the range of A, and f : U × A→ V

is an information function that assigns an information value
to each object, i.e., ∀a ∈ A, e′ ∈ U , f (e′, a) ∈ Va. If an
attributes in A can be divided into two sets of condition
attributes C and decision attributes D, i.e., if A = C ∪ D
and C ∩ D = ∅, then the information system S is called a
decision system or decision table [22]–[33]. Here we further
suppose C = {C1,C2, . . . ,Cm} and D = {D1,D2, . . . ,Dk},
with each element having their attribute value sets Civ =
{xi1, xi2, . . . , xin} and Djv = {yj1, yj2, . . . , yjn}, 1 ≤ i ≤ m,
1 ≤ j ≤ k , where Civ is a value set of condition attribute
Ci and Djv for decision attribute Dj. For ∀ei ∈ U , we have
f (ei,Ci) = xii ∈ VCi and f (ei,Dj) = yji ∈ VDj .

B. INCLUSION DEGREE CONCEPT
The concept of an inclusion degree comes from the includ-
ing measure among sets. If I (B/A) denotes the degree
for set A included in set B, then the following properties
hold [34], [35]:

1) 0 ≤ I (B/A) ≤ 1;
2) If A ⊆ B then I (B/A) = 1; and
3) If B1 ⊆ B2 then I (B1/A) ≤ I (B2/A) holds.
For ∀A,B ∈ U , whereU is a set, we define I (B/A) = |A∩B|

|B|
as an inclusion degree. In a case of B = ∅, we set I (B/A) = 1.

C. CORRELATIVE FUZZY CONCEPT
We suppose that F is a fuzzy set on U . In terms of a relevant
crisp universal set, each fuzzy set is defined by a function
that is similar to the characteristic function of crisp sets. This
function is called a membership function. To define a fuzzy
set F on a given universal set U , we assign each member
x of U a real number in the unit interval [0,1] by using a
membership function. This number is viewed as the degree
of membership x in A. Denoting a membership function of
a fuzzy set F as µF , we have µF : U → [0, 1]. For each
x ∈ U , the value µF (x) is the degree of membership x in F ,
with the form of µF : x → µF (x). In an alternative notation,
the membership function denoted by F has the same form
F : U → [0, 1]. Clearly, F(x) is the degree of membership
of x in F [36][37].

In this paper, we mainly review the intersection character-
istic of fuzzy sets. Given two fuzzy sets F1 and F2 defined on
the same universal set U , their standard intersection F1

∧
F2

is defined by the equation (F1
∧
F2)(x) = min(F1(x),F2(x))

for each x ∈ U , where min is the minimum operator. The
intersection operation can be extended to a finite number of
fuzzy sets, so a concept of the degree of membership in a
fuzzy set can be introduced. A membership function on U
is denoted as µ. For each x ∈ U , µ(x) is the degree of
membership x in U , µ(U ) the intersection of µ(x), and the
form is µ(U ) =

∧
x∈U

µ(x). Similarly, µ(F) =
∧
x∈F

µ(x) is the

degree of membership in the fuzzy set F [36].

III. FUZZY MONOTONE MODEL BASED ON INCLUSION
DEGREE
A. FUZZY MONOTONE RELATIONSHIP
The existing monotone relationship is described as follows:
With A1 and B1 as two sets, ≤A1 and ≤B1 are two separate
linear ordering relationships, and f : A1 → B1, for any
x1, x2 ∈ A1. If x1 ≤A1 x2 and f (x1) ≤B1 f (x2), we then call
f the monotonically increasing. In contrast, if x1 ≤A1 x2 and
f (x2) ≤B1 f (x1), then f is called the monotonically decreas-
ing. Note that A1 refers to a value set of a certain condition
attribute or input attribute, B1 a value set of a certain decision
attribute or output attribute, and f the monotone relationship
in a decision table or information table. However, the existing
traditional monotone relationship is just used to describe the
linear correlation phenomenon, and too strictly to describe
nonlinear correlation phenomenon, which is very popular

28248 VOLUME 10, 2022



J. Liang, Z. P. Zhang: Novel Fuzzy Monotone Relationship Method With Its Application on Inclusion Degree

in our life. And the sentence patterns ‘‘the more . . . the
more. . . ’’ and ‘‘the more. . . the less. . . ’’ are always used to
describe the correlation phenomenon. In order to describe the
nonlinear correlation and deal with the correlative data well,
an idea of the fuzzy monotone was first presented in [37],
which is different from the existing monotone relationship.
In this paper, we present a new fuzzy monotone relationship
according to the idea.

There exists a monotone quantity-dependent relationship
between an input and an output according to the law of con-
servation of energy. An increase in the value of an input, for
example, will lead to the increase in values of some outputs.
Note that the relationship between the input and output is
different from the existing monotone relationship. This new
monotone relationship cannot be described by the existing
monotone relationship directly. As we know, the disturbance
influence of an attribute’s value is in a certain range. Based on
this fact, our observation is as follows: more than half output
values in an interval range A′ appear to be larger than or equal
to more than half output values in the other interval range B′,
when more than half input values in A′ appear to be larger
than or equal to more than half input values in B′. We call this
phenomenon as a fuzzy monotonically increasing between
an input and an output. Similarly, if more than half output
values in A′ appear to be larger than or equal to more than
half output values in B′ when more than half input values in
A′ appear to be smaller than or equal to more than half input
values in B′, we call the relationship as a fuzzy monotonically
decreasing between the input and output.Why we select ‘‘half
values’’ to describe the phenomenon, because less than half
values as limit is uncertain to describe the phenomenon, such
as the sentence ‘‘ more than 40 percentage values in A′ are
larger than or equal to more than 40 percentage values in B′’’,
there exist some contradiction situations in this description,
for example, possibly there exists ‘‘more than 45 percentage
values in A′ are larger than or equal to more than 45 percent-
age values in B′ ’’, however, this possibly means that ‘‘55
percentage values in A′ are less than or equal to 55 percentage
values in B′’’, then it is uncertain to describe whether is the
‘‘the more. . . the more. . . ’’ or ‘‘the more . . . the less. . . ’’.
When the comparison limit is over half, the description range
becomes narrow compared with the limit as half, and the
situation can certainly be described by the limit as half too.
Then it is reasonable to select the half as the comparison limit.
Obviously, the new concept of a fuzzy monotone relationship
is different from that of the existing monotone relationship.
In the following, we provide an example to illustrate this new
relationship.
Example 1: Suppose a decision table given in TABLE 1:
From TABLE 1, we can see that there is no mono-

tone relationship between decision attribute D and
condition attributes C1 or C2. But when we par-
tition the nine samples into three intervals, namely
U = {{e1, e2, e3}, {e4, e5, e6}, {e7, e8, e9}}, C1 =

{{1.2, 1.5, 1.45}, {1.47, 1.7, 1.65}, {1.71, 1.75, 1.73}}, C2 =
{{2.4, 0.6, 1.5}, {1.1, 0.5, 1.8}, {0.9, 1.7, 0.2}}, D = {{1.7,

TABLE 1. A numeric decision table example.

1.9, 1.93}, {1.92, 2.1, 2.0}, {2.2, 2.15, 2.3}}, and denote the
first interval as IV1, the second interval as IV2 and the
third interval as IV3, then most values in the interval IV2 of
C1 are bigger than those values in the interval IV1 of C1.
Similarly, most values of the interval IV3 are bigger than
those of the interval IV2 in C1. Accordingly, most values
in the interval IV2 of D are bigger than those values in
the interval IV1 of D, and so are for the intervals IV3 and
IV2 in D. Thus, we call that condition attribute C1 has a
fuzzy monotonically increasing relationship with decision
attribute D. But apparently the condition attribute C2 has no
such a relationship with the attribute D.
In order to identify a fuzzy monotone relationship between

any two sets E and F , we define a fuzzy monotone relation-
ship as follows.
Definition 1: For any two partial order sets E and F ,

suppose E = {x1, x2, . . . , xn}, F = {y1, y2, . . . , yn}, where
n is an integer. There is a one to one mapping f , f :
E 7→ F . We order E in ascending order to produce a
new set of Ea = {xa1 , x

a
2 , . . . , x

a
n }. Through the mapping

f : Ea 7→ Fa, we obtain the corresponding Fa =
{ya1, y

a
2, . . . , y

a
n}. If there exists such a partition l of Ea with

Epa = Ea1
⋃
Ea2

⋃
. . .

⋃
Eal and Epa = {Ea1 ,E

a
2 , . . . ,E

a
l },

where Epa is the l partition of Ea, 2 ≤ l ≤ n, for any i, j and
1 ≤ i < j ≤ l, then we have that the values of elements in Eaj
are all bigger than or equal to those in Eai and Eai

⋂
Eaj = φ,

through the mapping f , a partition of Fa noted Fpa forms, and
Fpa = Fa1

⋃
Fa2

⋃
. . .

⋃
Fal and Fpa = {Fa1 ,F

a
2 , . . . ,F

a
l }.

There are corresponding Fai ,F
a
j ∈ Fpa, suppose ∀yt ∈ Fai ,

∀ys ∈ Faj , two sets S≥ = {ys, yt |ys ≥ yt } and S≤ =
{ys, yt |ys ≤ yt } are defined. For S≥, two fuzzy membership
functions µS≥ (ys) = |ys|/|F

a
j | and µS≥ (yt ) = |yt |/|F

a
i | are

defined; for S≤, two fuzzy membership functions µS≤ (ys) =
|ys|/|Faj | andµS≤ (yt ) = |yt |/|F

a
i | are defined, where |ys|, |yt |,

|Fai |, and |F
a
j | respectively represent the cardinal number of

ys, yt , Fai , and F
a
j for S≥ or S≤. If certainly having

µS≥ (ys) ≥ 0.5 and µS≥ (yt ) ≥ 0.5 (1)

then the relationship between the sets of E and F is a fuzzy
monotonically increasing relationship under the partition l
and mapping f . Otherwise, if we have

µS≤ (ys) ≥ 0.5 and µS≤ (yt ) ≥ 0.5 (2)

then the relationship between the set E and F is a fuzzy
monotonically decreasing relationship under the partition l
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and the mapping f . Then (1) represents that the percentage
of some elements in Fai is bigger than or equal to 0.5, and
those elements whose values are smaller or equal to some ys
in Faj , whose percentage in Faj is also bigger than or equal
to 0.5. In other words, (1) represents the percentage of some
elements in Faj that is bigger than or equal to 0.5, and these
elements’ values are bigger than or equal to most elements’
values in Fai , similarly to (2).

Some properties of Definition 1 are discussed as follows:

1) The number 0.5 is a suitable limit in Definition 1
When we set the limit lower than 0.5, such as 0.4, then
there are some uncertain situations, µS≥ (ys) ≥ 0.4 and
µS≥ (yt ) ≥ 0.4 cannot deduce that the relationship is
certainly to be fuzzymonotone increasing, for example,
when µS≥ (ys) = 0.45 and µS≥ (yt ) = 0.45, then
µS≤ (ys) ≥ 0.55 and µS≤ (yt ) ≥ 0.55, which means
the relationship is fuzzymonotone decreasing not fuzzy
monotone increasing.Whenwe set the limit higher than
0.5, the result of judging the relationship can also be
judged by the limit 0.5.

2) The character of strong or weak of the relationship
The bigger the values of µS≥ (ys) and µS≥ (yt ) are, the
stronger of the fuzzymonotone increasing is; the bigger
the values of µS≤ (yt ) and µS≤ (yt ) are, the stronger of
the fuzzy monotone decreasing is. However, the strong
or weak character of the relationship is not only related
to the values of fuzzy membership function, but also
related to the range of partition l. The discussion is as
follows.

3) A supposition of the value variation of fuzzy member-
ship function according to the partition
We suppose that the effect of disturbance is limit, and
the effect of disturbance is relatively weaker in the large
range partition than in the small range partition, then
the values of fuzzy monotone membership function are
relatively bigger in the large range partition than in the
small range partition in the general tendency.

4) The tendency of the value of fuzzy membership func-
tion according to the partition
We cannot deduce whether there exists fuzzymonotone
relationship or not between the input and output accord-
ing to only once partition. According to item 3, if the
values of fuzzy membership function are increasing
in the general tendency with the partition range from
small to big, then we can judge that there exists the
fuzzymonotone relationship between the input and out-
put. The values of fuzzy membership function may be
fluctuation in the increasing course of general tendency
when the input is nonlinear with the output.

The differences between two kinds of these relationships
can be summarized as follows: A monotone relationship is
used to describe every value pairs between the input and
output in linear order. A fuzzy monotone relationship, on the
other hand, is used to characterize the element monotone
relationship between different subset values of input and

output sets, which are separated into some sets. Thus, a novel
fuzzy monotone dependent relationship is introduced here.
Because the fuzzy monotonically decreasing is similar to
the fuzzy monotonically increasing, sometimes we just dis-
cuss the fuzzy monotonically increasing relationship in the
following.

B. MONOTONE AND MAPPING
There certainly exists a one-to-one mapping among objects,
condition attributes’ values, and decision attributes’ values in
a decision table. If any object es ∈ U , then there certainly
exist relevant xis ∈ Civ and yjs ∈ Djv. The monotone
relationship between Ci and Dj is described by the below
definitions.
Definition 2: For any ek , el ∈ U , if there exists

yjk ≥ yjl ⇒ xik ≥ xil , then the relationship between decision
attributeDj and condition attribute Ci is called monotonically
increasing dependence.
Proposition 1: For any ek , el ∈ U , if yjk ≥ yjl ⇒ xik ≥

xil , then xik ≥ xil ⇒ yjk ≥ yjl .
Proof: If xik ≥ xil ⇒ yjk ≥ yjl does not come into

existence, then there exists xik ≥ xil and yjk ≤ yjl , because
yjk ≤ yjl ⇒ xik ≤ xil leads to a contradiction with xik ≥ xil .
Thus, the proposition holds.
According to the above supposition, not only the value

but also the order should be taken into consideration. Thus,
there certainly exists mapping f1 : Djv 7→ Civ. For any
k ∈ {1, 2, . . . , n}, yjk ∈ Djv, xik ∈ Civ, there is f1(yjk ) = xik .
Certainly, there also exists inverse mapping f −11 : Civ 7→
Djv. Then we have f −11 (xik ) = yjk . Similarly, there exists
mapping g : U 7→ {Djv,Civ}. Then we have g(ek ) =
{yjk , xik} and existing inverse mapping g−1(yjk , xik ) = ek .
The relationship among objects, condition attributes’ values,
and decision attributes’ values is apparently a one-to-one
mapping relationship in a decision table, because the order
is also taken into account except for the value.

C. FUZZY MONOTONE DEPENDENCE RELATIONSHIP IN A
DECISION TABLE
We define a fuzzy monotone dependence relationship in a
decision table according to intervals as follows:
Definition 3: For any condition attribute Ci ∈ C and

decision attribute Dj ∈ D in a decision table, suppose
that with n objects in U , there exist a set of Ci values
Civ = {xi1, xi2, . . . , xin} and a set of Dj values Djv =
{yj1, yj2, . . . , yjn}. If there is such a partition p that Civ and
Djv satisfy Definition 1, the relationship between condition
attributeCi and decision attributeDj is then a fuzzymonotone
dependence relationship with respect to the partition p.

After reordering Djv and Civ separately in ascending
order, we can obtain two sets of new data values: D′jv =
{y′j1, y

′

j2, . . . , y
′
jn} and C ′iv = {x

′

i1, x
′

i2, . . . , x
′
in}. Similarly,

a new set data of values Cd
iv = {x

d
i1, x

d
i2, . . . , x

d
in} is formed

by reordering Civ in descending order. Using the above
mapping g−1, we form three new sets of reordered objects:
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UDj = {eD1, eD2, . . . , eDn}, UCi = {eC1, eC2, . . . , eCn} and
Ud
Ci = {e

d
C1, e

d
C2, . . . , e

d
Cn}, wherewe have g

−1
: D′jv 7→ UDj ,

g−1 : C ′iv 7→ UCi and g−1 : Cd
iv 7→ Ud

Ci . There is a
partial order relationship among elements in UCi , UDj and
Ud
Ci . If the partial order relationship is removed from UCi ,

UDj ,U
d
Ci andU sets, then these sets would become equal sets.

For searching for the inclusion degree in the corresponding
intervals of UCi , UDj and U

d
Ci , we discuss the fuzzy inclusive

monotone relationship in the following.

D. FUZZY INCLUSIVE MONOTONE RELATIONSHIP MODEL
AND MEMBERSHIP FUNCTION
We partition UCi , UDj and Ud

Ci into intervals according
to the element number k(1 ≤ k ≤ xn/2y) for each
interval. Then there are p = pn/kq intervals after this
partition. As a result, let U ′Dj = UD1

⋃
. . .

⋃
UDp and

U ′Dj = {UD1,UD2, . . . ,UDp} corresponding to UDj , where
UDv = {eD(k∗(v−1)+1),...,eD(k∗v)}, 1 ≤ v < p and
UDp = {eD(k∗(p−1)+1),...,eDn}. let U

′
Ci = UC1

⋃
. . .

⋃
UCp

and U ′Ci = {UC1,UC2, . . . ,UCp} corresponding to UCi ,
where we have UCv = {eC(k∗(v−1)+1), . . . , eC(k∗v)}, 1 ≤
v < p and UCp = {eC(k∗(p−1)+1), . . . , eCn}. let U

dp
Ci =

Ud
C1

⋃
. . .

⋃
Ud
Cp and Udp

Ci = {U
d
C1,U

d
C2, . . . ,U

d
Cp} corre-

sponding to Ud
Ci , where we have Ud

Cv = {e
d
C(k∗(v−1)+1),

. . . , edC(k∗v)}, 1 ≤ v < p and Ud
Cp = {e

d
C(k∗(p−1)+1), . . . , e

d
Cn}.

Then a partial order relationship exists among these par-
titioned intervals. We denote the partition as the p par-
tition. Here, we define an inclusion degree µ(A,B) =
|A

⋂
B|

|A| = I (B/A),A,B ⊆ U , where |A| is the cardinal
number of A. Let A = φ then we have I (B/A) = 1.
Then when we use the inclusion degree to conclude a fuzzy
monotone relationship. A fuzzy monotone relationship is
also called as a fuzzy inclusive monotone relationship here.
Apparently, a fuzzy inclusive monotone relationship is cer-
tainly a fuzzy monotone relationship.

According to the above Djv, Civ, D′jv, C
′
iv, C

d
iv, mapping g

and g−1, UDj , UCi , U
d
Ci , U

′
Ci , U

′
Dj and U

dp
Ci , we present two

propositions as follows:
Proposition 2: After the p partition for UCi , UDj and U

d
Ci ,

for any two UDq,UDr ∈ U ′Dj , q < r , there are two

UCh,UCl ∈ U ′Ci , h < l, and two Ud
Cs,U

d
Ct ∈ U

dp
Ci , s < t .

If µ(UDq,UCh) ≥ 0.5 and µ(UDr ,UCl) ≥ 0.5, then
the relationship between decision attribute Dj and condi-
tion attribute Ci is a fuzzy inclusive monotonically increas-
ing relationship with respect to the p partition. Otherwise,
if (µ(UDq,UCl) ≥ 0.5 and µ(UDr ,UCh) ≥ 0.5) or
(µ(UDq,Ud

Cs) ≥ 0.5 and µ(UDr ,Ud
Ct ) ≥ 0.5), then

the relationship between decision attribute Dj and condition
attribute Ci is a fuzzy inclusive monotonically decreasing
relationship with respect to the p partition.

Proof: Apparently, UDq and UDr are included in U .
When µ(UDr ,UCl) ≥ 0.5 and µ(UDq,UCh) ≥ 0.5, then
the intervals of UDr and UCl have most common objects
with respect to the partition of the decision attribute and

the condition attribute, which are similar to UDq and UCh.
Because q < r , h < l, and sets of D′jv and C ′iv are
in ascending order, through the mapping g, Djv and Civ
are suited to (1) in Definition 1. Then the relationship
between Djv and Civ is proved to be a fuzzy inclusive
monotonically increasing dependence relationship. Similarly,
when (µ(UDq,UCl) ≥ 0.5 and µ(UDr ,UCh) ≥ 0.5) or
(µ(UDq,Ud

Cs) ≥ 0.5 and µ(UDr ,Ud
Ct ) ≥ 0.5), Djv and

Civ satisfy (2) in Definition 1. Then the relationship between
Djv and Civ is a fuzzy inclusive monotonically decreasing
dependence relationship.
Propostion 3: After the p partition for UDj , UCi and U

d
Ci ,

for any x, y and z, where 1 ≤ x ≤ p, 1 ≤ y ≤ p, 1 ≤ z ≤ p,
UDx ∈ U ′Dj , UCy ∈ U ′Ci , U

d
Cz ∈ Udp

Ci . If and only if x = y,
and there exists µ(UDx ,UCy) ≥ 0.5, then the relationship
between the decision attribute Dj and the condition attribute
Ci is a fuzzy inclusive monotonically increasing relationship
with respect to the p partition. Otherwise, if and only if x = z,
and there exists µ(UDx ,Ud

Cz) ≥ 0.5, then the relationship
between the decision attribute Dj and the condition attribute
Ci is a fuzzy inclusive monotonically decreasing relationship
with respect to the p partition.

Proof: First, we prove the condition for the fuzzy inclu-
sive monotonically increasing relationship, for any x ′, which
is the suffix of a set inU ′Dj and x

′
6= x, if µ(UDx ,UCy) ≥ 0.5,

then we can conclude that µ(UDx ′ ,UCy) ≤ 0.5. Similarly,
for any y′, which is the suffix of a set in U ′Ci and y

′
6= y,

there certainly exists µ(UDx ,UCy′ ) ≤ 0.5. According to
Proposition 2, if x = y, we have µ(UDx ,UCy) ≥ 0.5. Then
the conclusion is proved. Thus, we just need to search for
the case of x 6= y and µ(UDx ,UCy) ≥ 0.5. Let x < y, for
any x1, where 1 ≤ x1 < x. There exists y1, where 1 ≤
y1 < y and µ(UDx1 ,UCy1 ) ≥ 0.5. Otherwise, the relation-
ship is apparently not one of fuzzy inclusive monotonically
increasing dependence. This is because in the case of y < y1
and µ(UDx1 ,UCy1 ) ≥ 0.5, the conditions x1 < x, y < y1,
µ(UDx ,UCy) ≥ 0.5, and µ(UDx1 ,UCy1 ) ≥ 0.5 would lead
to contradicting the fuzzy inclusive monotonically increasing
relationship in Proposition 2. Then there certainly exists a y2
satisfyingµ(UDx1 ,UCy2 ) ≤ 0.5 for any x1, where 1 ≤ y2 < y,
because x < y, according to the pigeonhole principle of com-
binatorics. Thus, there is only one possibility of being a fuzzy
inclusive monotonically increasing relationship between Dj
and Ci; that is, there exists a certain x ′′ where x ′′ > x and
µ(UDx ′′ ,UCy2 ) ≥ 0.5. However, if µ(UDx ′′ ,UCy2 ) ≥ 0.5,
because of x ′′ > x, y2 < y, and µ(UDx ,UCy) ≥ 0.5, it would
lead to the contradiction of the fuzzy inclusive monotonically
increasing relationship in Proposition 2. Then the relationship
between decision attribute Dj and condition attribute Ci is
not a fuzzy inclusive monotonically increasing relationship
according to Proposition 2. Similarly, in the case of x > y,
the relationship between the decision attribute and condition
attribute is also not a fuzzy inclusive monotonically increas-
ing relationship according to Proposition 2. Thus, if and only
if x = y, there exists µ(UDx ,UCy) ≥ 0.5, then the rela-
tionship between decision attributeDj and condition attribute
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Ci is a fuzzy inclusive monotonically increasing relationship
with respect to the p partition. Similarly, we can prove that
if and only if x = z, there exists µ(UDx ,Ud

Cz) ≥ 0.5, and
then the relationship between the decision attribute Dj and
the condition attribute Ci is a fuzzy inclusive monotonically
decreasing relationship with respect to the p partition. The
proposition holds.
According to Proposition 3, we can write the fuzzy inclu-

sivemonotonically decisionmembership function (FIMDMF)
between decision attribute Dj and condition attribute Ci as
follows:

µ
p
(Dj,Ci) =



p∧
v=1

µ(UDv,UCv), µ(UDv,UCv) 6= 0, FI

p∧
v=1

µ(UDv,Ud
Cv), µ(UDv,Ud

Cv) 6= 0, FD

0, others, NM

(3)

where the FI represents the fuzzy inclusive monotonically
increasing in (3),the FD represents the fuzzy inclusive mono-
tonically decreasing in (3), and the NM represents none of
the monotone. Thus (3) denotes that the relationship between
Dj and Ci is a fuzzy inclusive monotonically increasing or
decreasing relationship or none of the fuzzy inclusive mono-
tone relationship.
Proposition 4: A monotone relationship is a special case

of its corresponding fuzzy inclusive monotone relationship.
Proof: In the case of p = n and µ

p
(Dj,Ci) =

p∧
v=1

µ(UDv,UCv) = 1, the relationship between decision

attribute Dj and condition attribute Ci apparently is a mono-
tonically increasing relationship. In the case of p = n and

µ
p
(Dj,Ci) =

p∧
v=1

µ(UDv,Ud
Cv) = 1, the relationship between

decision attribute Dj and condition attribute Ci apparently is
a monotonically decreasing relationship.

E. DISCUSSIONS ON CORRELATIVE PARAMETERS OF THE
FUZZY INCLUSIVE MONOTONE MODEL
In this section, we discuss how the element number k of
one interval and interval partition number p to influence the
degree of fuzzy inclusive monotone relationship. If the rela-
tionship between decision attributeDj and condition attribute
Ci is certainly a fuzzy inclusive monotone, the range of
intervals will become relatively smaller and the influence of
disturbances will become relatively stronger with the smaller
k and larger p. The value of FIMDMF will then become
relatively smaller. Thus, if the value of FIMDMF is larger
than or equal to 0.5 in case k is between 1 and xn/2y, and the
value of FIMDMF tends to become larger with the increasing
k , then the relationship between decision attribute Dj and
condition attribute Ci is possibly a fuzzy inclusive monotone
relationship. If the value of FIMDMF is larger than or equal
to 0.5 in case k is around xn/2y, then the degree of the

fuzzy inclusive monotone relationship is, however, relatively
weak and easily disturbed. On the other hand, if the value of
FIMDMF is larger than 0.5 in case k is far away from xn/2y,
then the degree of the fuzzy inclusive monotone relationship
is strong and not easily disturbed. In addition, it is obvious
that the larger the value of FIMDMF, the stronger the degree
of the fuzzy inclusive monotone relationship is. Because the
pth interval is a remainder interval and the element number of
the interval is mostly less than k , when happened, we mainly
consider the values of FIMDMF of intervals’ number
from 1 to p− 1.

IV. FIMDMF ALGORITHM
According to the proposed fuzzy inclusive monotone model,
an algorithm called FIMDMF is presented to determine
whether decision attribute Dj is fuzzy inclusive monotone
with condition attribute Ci or not. If does, the attribute Ci
will be included in the reduced fuzzy inclusive monotoni-
cally increasing or decreasing attribute sets according to the
attribute Dj. The algorithm details as follows:

Algorithm 1 The FIMDMF Algorithm

Output: a set of fuzzy inclusive increasing or decreasing
reduced condition attributes with respect to the decision
attribute.

1: Initialized: fuzzy_increasing = {}; fuzzy_decreasing =
{}.

2: for each Ci ∈ C do
3: Form three new sets D′jv, C

′
iv and C

d
iv by ranking the

decision attribute value set Djv in ascending order, and
the condition attribute value set Civ in ascending and
descending order, respectively.

4: Rank objects in the U set according to the decision
attribute value set D′jv and the condition attribute value
set C ′iv and C

d
iv, respectively. Three reorder objects sets

UDj , UCi and U
d
Ci are then formed.

5: for k ← 1 to xn/2y step 1 do
6: if (n mod k) = 0 then F mod is calculating

residue
7: p← n/k
8: else
9: p← pn/kq− 1
10: end if
11: U_Ci[k]←

p∧
v=1

µ(UDv,UCv)

12: if U_Ci[k] ≥ 0.5 then
13: monotone[k]← 1

14: else if
p∧
v=1

µ(UDv,Ud
Cv) ≥ 0.5 then

15: U_Ci[k]←
p∧
v=1

µ(UDv,Ud
Cv)

16: monotone[k]← 2
17: else
18: U_Ci[k]← 0
19: monotone[k]← 0
20: end if
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21: end for
22: count1← 0
23: count2← 0
24: for k ← xn/2y to xn∗ sty step − 1 do F st is

the percent between 1% and 50%, and assigned a value
according to the situation

25: if U_Ci[k] = 0 then
26: break
27: else if monotone[k] = 1 and U_Ci[k] ≥ sn

then F sn is a number bigger than 0.5, and assigned a
value according to the situation

28: count1← count1+ 1
29: else if monotone[k] = 2 and U_Ci[k] ≥ sn

then
30: count2← count2+ 1
31: end if
32: end for
33: if count1 ≥ sc then F sc is a number

between 1 and (xn/2y − xn ∗ sty), and assigned a value
according to the situation

34: fuzzy_increasing← fuzzy_increasing
⋃
Ci

35: else if count2 ≥ sc then
36: fuzzy_decreasing← fuzzy_decreasing

⋃
Ci

37: end if
38: end for

The time complexity of the algorithm is mainly in the
number 2 line circulation and the number 5 line circulation.
The circulation number in the 2 line is m and the circulation
number in the 5 line is bn/2c. Thus, the time complex of the
algorithm is about O(m ∗ n/2).
Example 2: We use the example given in TABLE 1 to

explain our FIMDMF algorithm. After ranking the value
sets of C1,C2,C3 and D in ascending order, respec-
tively, we can get UC1 = {e1, e3, e4, e2, e6, e5, e7, e9, e8},
UC2 = {e9, e5, e2, e7, e4, e3, e8, e6, e1}, UC3 =

{e2, e4, e6, e1, e3, e5, e9, e7, e8}, and UD =

{e1, e2, e4, e3, e6, e5, e8, e7, e9}. We just select the ele-
ment number k from 3 to 4. when k = 3, and
p = 3, then the C1,C2,C3 and D is partitioned
into UC1 = {{e1, e3, e4}, {e2, e6, e5}, {e7, e9, e8}},
UC2 = {{e9, e5, e2}, {e7, e4, e3}, {e8, e6, e1}}, UC3 =
{{e2, e4, e6}, {e1, e3, e5}, {e9, e7, e8}}, and UD =

{{e1, e2, e4}, {e3, e6, e5}, {e8, e7, e9}}, respectively.We sim-
ply express them as UC1 = {UC11,UC12,UC13}, UC2 =
{UC21,UC22,UC23}, UC3 = {UC31,UC32,UC33}, and UD =
{UD1,UD2,UD3}. Apparently, we have µ(UD1,UC11) = 2

3 ,
µ(UD2,UC12) = 2

3 , µ(UD3,UC13) = 1, µ(UD1,UC21) = 1
3 ,

µ(UD2,UC22) = 1
3 , µ(UD3,UC23) =

1
3 , µ(UD1,UC31) =

2
3 , µ(UD2,UC32) =

2
3 and µ(UD3,UC33) = 1. We then

have µ
p
(UD,UC1) =

3∧
v=1

µ(UDv,UC1v) = 2
3 ≥ 0.5,

µ
p
(UD,UC2) =

3∧
v=1

µ(UDv,UC2v) = 1
3 < 0.5 and

µ
p
(UD,UC3) =

3∧
v=1

µ(UDv,UC3v) = 2
3 ≥ 0.5. When k = 4,

and p = 3, then the partition result for C1,C2,C3 and
D is that UC1 = {{e1, e3, e4, e2}, {e6, e5, e7, e9}, {e8}},
UC2 = {{e9, e5, e2, e7}, {e4, e3, e8, e6}, {e1}}, UC3 =
{{e2, e4, e6, e1}, {e3, e5, e9, e7}, {e8}}, and UD =

{{e1, e2, e4, e3}, {e6, e5, e8, e7}, {e9}}, similarly we can

compute µ
p−1

(UD,UC1) =
2∧
v=1

µ(UDv,UC1v) = 3
4 ≥ 0.5,

µ
p−1

(UD,UC2) =
2∧
v=1

µ(UDv,UC2v) = 1
4 < 0.5 and

µ
p−1

(UD,UC3) =
2∧
v=1

µ(UDv,UC3v) = 0.5 ≥ 0.5, then a

decision filtration rule is designed as when k ≥ 3, the values
of FIMDMF must be bigger than or equal to 0.5 for fuzzy
monotonically increasing. According to the rule, C1 and
C3 are included in the reduced condition attribute set for
fuzzy monotonically increasing, while C2 is not. The degree
of C1 fuzzy monotonically increasing with D is apparently
stronger than that of C3.

By using this algorithm, we can easily find out which
fuzzy monotonically increasing or decreasing of condition
attributes are important for the certain decision attribute and
compute the association degree of those condition attributes.
We can then determine those important condition attributes
for the decision attribute and obtain a reduction set of con-
dition attributes for the decision attribute.In addition, we can
analyse the partial correlative dependence between the input
and output ends by using our proposed method.

V. EXPERIMENTS
Themethods of dominance and fuzzy neighborhood rough set
often deal with the continuous data sets in the OIS [24]–[31].
In this section, we compared our method named FIMDMF
with them. The method of the variable-precision-dominance-
based rough set (VPDRS) [25]–[31] is suitable for dealing
with continuous data in ordered information systems. The
fuzzy neighborhood rough method (FNRS) [24] deals with
the continuous input data under a precondition of classified
output decision data. Then the continuous data at both inputs
and output were directly done in the experiments on the
VPDRS method, and the experiment was done on the FNRS
method after having the output decision data set classified
through the dominance method. First, we describe the core
part of VPDRS as follows:
Definition 4: Let S = (U ,At

⋃
D,V ,F) be a decision

information table. For ∀R ⊆ At , the β-dependency degree
of R with respect to D is defined as follows [27], [28], [31]:

DEPR�β
(D) =

1
r

∑
Dj∈U/D�

|R�β (Dj)|

|U |

where U/D� = {D1,D2, . . . ,Dr } consists of decision
classes induced by a dominance relationship, for ∀a ∈ At−R,
the β-dominance significance measure of a in At is defined as

Sig�β (a,R,D,U ) = DEP(R⋃
a)�β

(D)− DEPR�β
(D)

Second, the core part of FNRS was described as follows:
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Definition 5: Let S = (U ,At
⋃
D,V ,F) be a decision

information table. Given a neighborhood radius λ, and B ⊆
AT , and the fuzzy decision {D̃1, D̃2, . . . , D̃r } induced by D.
NB is the fuzzy similarity relation on U induced by B. Then
the variable precision lower and upper approximations of D
with respect to B are defined as follows, respectively [24],
[27], [28], [31].

Nλ,αB (D) = {Nλ,αB (D̃1),N
λ,α
B (D̃2), . . . ,N

λ,α
B (D̃r )}

N
λ,β

B (D) = {N
λ,β

B (D̃1),N
λ,β

B (D̃2), . . . ,N
λ,β

B (D̃r )}

where we have

Nλ,αB (D̃i) = {xi ∈ Di|I ([xi]λB, D̃i) ≥ α}, 0.5 ≤ α ≤ 1

N
λ,β

B (D̃i) = {xi ∈ Di|I ([xi]λB, D̃i) ≥ β}, 0 ≤ β ≤ 0.5

and Nλ,αB (D) =
⋃r

i=1 N
λ,α
B (D̃i), the variable precision depen-

dency of D on B is defined as

σ
λ,α
B (D) =

|Nλ,αB (D)|
|U |

for ∀a ∈ At − B, the significance of a with respect to B in At
is defined as

SIGλ,α(a,B,D) = σ λ,αB
⋃
{a}(D)− σ

λ,α
B (D)

More details of VPDRS and FNRS are referred
to [24]–[31]. Because the optimized feature selection was
proved to be a NP-hard problem through rough sets meth-
ods [23], [33], the heuristic algorithms were adopted in
almost all feature selection or attribute reduction methods
based on rough set theory. So did the VPDRS and FNRS
methods. The heuristic algorithms in VPDRS and FNRS have
several steps. The first step is to set the R and B to respective
null set according to Definitions 4 and 5. The second step
iteratively searches for the significance of each a in At − R
and At − B, and selects the a with the biggest significance
value into R and B separately. The third step is that the
iteration is ended for VPDRS until the significance of each
a in At − R is equal to zero, and for FNRS until the signif-
icance of each a in At − B is smaller than or equal to zero.
Finally, the R and B become the reduction set for VPDRS
and FNRS, respectively. Matlab was adopted to do the
experiments.

For the attribute reduction, we conducted the experiments
to validate our FIMDMF method, and compare it with
VPDRS method, FNRS method, and the method denoted as
FMF in [32], respectively. The decision filter rule used in
FIMDMF for the experiments is that the FIMDMF values of
the input condition attribute a are not equal to zero, and at
least one-third FIMDMF values are bigger than 0.545 when
the element number k of partition intervals is between bn/2c
and bn/2c − b0.02 × nc, where the a is selected to the cor-
responding reduction set. In order to verify the effectiveness
of the methods, not only the runtime, but also the error rate
are used for experimental metrics. The error rate is defined as
follows: suppose the core attributes reduction set is denoted

TABLE 2. FIMDMF result.

TABLE 3. FMF result.

TABLE 4. VPDRS results.

as core, the attribute reduction set for one method is denoted
as ars and the error rate as er , then the er is expressed as er =
|{core−ars}

⋃
{ars−core}|

|core| , where |{ars− core}
⋃
{core− ars}| is

the cardinal number of the symmetric difference between ars
and core, and |core| the cardinal number of core. The core
attributes reduction set is gained from the known documents.
The lower the error rate is, the better the method is. For cor-
relation analysis, we compare our method with the Spearman
and Pearson methods [38]–[40]. Because these two methods
are popular in correlation ananlysis.

A. COMPARISONS AGAINST THE DATA IN TABLE 1
In order to illustrate the variation relationship between condi-
tion attributes and decision attributes, we transform the data in
TABLE1 by using y = (x−min(a))/(max(a)−min(a)), where
x, max(a) and min(a) are respectively a value, maximum
value, and minimum value in the attribute a values’ set. Fig.1,
Fig.2 and Fig.3 show the respective relationship between
condition attributes C1, C2, C3 and decision attribute D.
From the three figures, we can easily find that the variation
tendency of C1 and C3 apparently is similar to that of D
except for C2. Then the selected core condition attributes are
C1 and C3.

The experiment results on compared algorithms are
reported in TABLE 2 to TABLE 5, respectively. From the
results, FIMDMF performs in the shortest running time with
no errors. However, the VPDRS and FNRS methods have the
higher error rates. The FIMDMF and FMF methods are more
effective in this case.

For correlation analysis, the experiment results of Peason
and Spearman methods are reported in TABLEs 6 and 7.
From TABLE 6, only the input C1 is correlated with D by the
Pearson method because the p-values of C2 and C3 are bigger
than 0.05. From TABLE 7, both C1 and C3 are considered to
be correlated with D because their r-values are bigger than
0.7 when their p-values are smaller 0.05. So the FIMDMF,
FMF and Spearman methods have the same correct result in
this example.
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FIGURE 1. Variation tendency between C1 and D.

FIGURE 2. Variation tendency between C2 and D.

B. COMPARISONS AGAINST UCI WATER TREATMENT DATA
In this experiment, we use the UCIMachine Learning Repos-
itory wastewater treatment data set [41]. We removed the
incomplete data to obtain a complete decision table. After
pre-processing, the dataset in this experiment consists of
380 data objects with 38 attributes. The 38 attributes contain
22 input condition attributes and 7 output decision attributes.
The 24th attribute called DBO-S (output biological demand
of oxygen) is an important one in the wastewater treatment.
Therefore, the DBO-S attribute acts as a decision attribute to
determine important input condition attributes from 22 input
condition attributes. The details of the 22 condition attributes
and decision attribute DBO-S in UCI water treatment data are
listed in TABLE 8

Because the maximum of the DBO-S samples is three
times more than that of the other DBO-S samples,
we excluded the DBO-S samples with maximum val-
ues. Then we conducted the experiments on the rest of

TABLE 5. FNRS results.

FIGURE 3. Variation tendency between C3 and D.

TABLE 6. The results of Pearson between the inputs and output D.

379 samples. From the reported results of water treat-
ment [42], [43], we know that the important core input
attributes for the DBO-S output include biological demand
of oxygen, chemical demand of oxygen, suspended solids
and sediments. These core inputs to the secondary settler
are more important than to the primary settler. As such,
we denote the set of the core input attributes as the core =
{4, 5, 6, 8, 11, 12, 14, 17, 18, 19, 21}.
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TABLE 7. The results of Spearman between the inputs and output D.

TABLE 8. UCI water treatment data information.

TABLE 9. FIMDMF result for DBO-S.

TABLE 10. FMF result for DBO-S.

TABLE 11. VPDRS results for DBO-S.

The results of the attribute reduction experiments for
DBO-S are reported in TABLEs 9 to 12.

From TABLEs 9 to 12, we conclude that the FIMDMF is
better than the VPDRS and FNRS in the attribute reduction.

The experiment results of Pearson and Spearman methods
are shown in TABLE 13. From TABLE 13, we found that
the Pearson and Spearman methods could not find out the
correlated input attributes of the output DBO-S attribute,
because almost all absolute r-valuse of Pearson and Spearmn
methods are smaller than 0.5. The Pearson and Spearman
methods are not effective in this example. This is because
almost all the input attributes are nonlinear with the output
attribute DBO-S.

However, we can easily plot the variation tendency of
input attributes’ FIMDMF values according to FIMDMF
experiment results. We plot the FIMDMF values of DBO-P,
DBO-D, DQO-E and DQO-D as examples in Fig.4 and Fig.5,
and so do other input attributes. From the Fig.4 and Fig.5,
DBO-P, DBO-D, DQO-E and DQO-D are strongly positively
correlated with the DBO-S. DBO-P is positively correlated
with DBO-S stronger than DBO-D, while DQO-E is stronger

TABLE 12. FNRS results for DBO-S.

TABLE 13. Results of Pearson and Spearman between 22 inputs and
output DBO-S.

than DQO-D. These results are consistent with the real situa-
tion in the water treatment, because the biological demand of
oxygen and chemical demand of oxygen to the secondary set-
tler are more important than to the primary settler for DBO-S
in practice. Compared with other methods, the FIMDMF
can easily identify the correlation variation tendency in spite
of the nonlinear relationship among different attributes. The
results are consistent with the parameter discussion of the
fuzzy monotone inclusive model in Section III-E.

C. COMPARISONS AGAINST UCI CONCRETE
COMPRESSIVE STRENGTH DATA
In this experiment, UCI Concrete Compressive Strength data
set [44] was used and the data information was described in
TABLE 14. According to [45], all input attributes affect the
concrete compressive strength apparently except for the fly
ash. So the core input attributes to the concrete compressive
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FIGURE 4. FIMDMF values of DBO-P and DBO-D correlation variation
tendency for DBO-S.

FIGURE 5. FIMDMF values of DQO-E and DQO-D correlation variation
tendency for DBO-S.

strength is core = {1, 2, 4, 5, 6, 7, 8}. The FNRS is ineffec-
tive for this dataset. We report the attribute reduction results
in TABLE 15 to TABLE 17 only for FIMDMF, FMF and
VPDRS.

From the results in the tables, the FIMDMF performs best
in terms of the error rate and better in the runtime for the
attribute reduction.

For correlation analysis, the experiment results of Pear-
son and Spearman methods are shown in TABLE 18. From
TABLE 18, we found that Pearson and Spearman meth-
ods could not find out the correlative relationship between
eight inputs and the output(Concrete compressive strength),
because most absolute r-values are smaller than 0.5. The
Pearson and Spearmanmethods are not effective in this exper-
iment because the concrete compressive strength is a highly
nonlinear function of age and ingredients according to the
data description [44].

TABLE 14. UCI concrete compressive strength data information.

TABLE 15. FIMDMF result.

TABLE 16. FMF result.

TABLE 17. VPDRS results.

TABLE 18. Results of Pearson and Spearman between the 8 inputs and
the output.

However, we can easily plot the variation tendency of input
attributes’ FIMDMF values according to FIMDMF experi-
mental results. According to TABLE 15, we plot the positive
correlation or fuzzymonotone increasing input attributes with
the output attribute(Concrete compressive strength) in Fig.6,
and the negative correlation or fuzzy monotone decreasing
input attributes in Fig.7. As x-axis values, the element number
k of partition intervals is between bn/2c − b0.02 × nc and
bn/2c(495 to 515). From the Fig.6 and Fig.7, we found
that the FIMDMF method can easily reveal the positive or
negative correlation variation tendency between the nonlinear
inputs and output, and easily find which inputs is stronger
in positive or negative correlation with the output. From
the two figures, the cement is the strongest positive cor-
relation with the concrete compressive strength, while the
water is the strongest negative correlation with it within the
certain range, which is consistent with the actual situation.
However, Pearson, Spearman and other compared methods
have no such feature. The results are consistent with the
parameter discussion of fuzzy monotone inclusive model
in Section III-E.

D. DISCUSSIONS
According to our experimental results on the continuous input
and output data, we can conclude that FIMDMF is able to
achieve the small error rate and use less runtime in feature
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FIGURE 6. FIMDMF values of 1,2,5, and 8 inputs positive correlation
variation tendency for the output.

FIGURE 7. FIMDMF values of 4,6, and 7 inputs negative correlation
variation tendency for the output.

selection, compared with other three methods for the con-
tinuous data [24]–[32]. In addition, the output of selected
attributes by FIMDMF is easily explained in terms of which
reduction attributes are more important in the set of core
reduction attributes.

Based on the element partial order relationship, a fuzzy
monotone relationship has a little similarity to the dominance
relationship of rough sets. In fact, their differences are as
follows: (1) The fuzzy monotone relationship is based on
the fuzzy and monotone, rather than the rough sets theory.
In contrast, the dominance relationship is based on the rough
sets theory; (2) The fuzzy monotone relationship is used to
search for a multielement relationship among different inter-
vals for one attribute, while the dominance relationship is for
a binary relationship among some attributes; (3) For feature
selection or attribute reduction, the fuzzy monotone relation-
ship methods can be used to determine whether the quantity
variation of an input condition attribute is similar to that of the
certain output decision attribute or not, by considering input

condition attributes one by one. However, the dominance
relationship methods determine whether some attributes’
classification approximates the certain decision attributes’
classification for objects or not; and (4) The fuzzy mono-
tone method achieves feature selection or attribute reduction
without using heuristic methods. But the dominance rela-
tionship methods always use heuristic methods, because it
is a NP-hard problem to find optimized feature selection or
attribute reduction set in the rough sets theory [23], [33].

Compared with both other monotone test methods, one
is presented in [32] named FMF above, the other is pre-
sented in [21]. This paper method FIMDMF is a little sim-
ilar as the method FMF, and FMF method is to select a
minimum value in one interval to compare with the values
of neighbor partition interval to gain the value of fuzzy
monotone test, however, FIMDMF method is to measure the
elements’ partial order to gain the value of fuzzy monotone
test between the two neighbor intervals at the same time,
and the partition interval methods of FMF and FIMDMF
are different too. The FIMDMF method is very different
from the method presented in [21]. Some different fea-
tures are discussed as follows: (1) FIMDMF method mea-
sures the elements’ partial order relationship between the
two partition neighbor interval, then gain values of fuzzy
monotone test through all two partition neighbor intervals
for many times interval partition, but the method in [21] is
to measure total neighbor elements’ relationship to gain a
value of monotone test; (2) FIMDMF method is presented
according to the third property of Definition 1; (3) FIMDMF
method can be used to analyze the nonlinear relationship
through the variation tendency of different partition values
of fuzzy membership function, however, the method in [21]
can attain only one value for monotone test and cannot be
used to analyze the nonlinear relationship. And the method
in [21] cannot be used to describe the fuzzy monotone
relationship.

Compared with feature selection or attribute reduction
methods for classification, the FIMDMF method is based on
the fuzzy monotone relationship. The purpose of the other
methods for classification is to find out a set of the reduced
condition attributes with similar classification discrimina-
tion capabilities with respect to the decision attribute. But
they cannot be used for finding out the quantity variation
of the reduced input condition attributes correlated with the
output decision attribute. In contrast, our method is able to
achieve this. So some characteristics of FIMDMF method
are summarized as follows: (1) Based on the novel fuzzy
monotone relationship, it is not for the classification; (2) It
can directly be applied to numeric or continuous attributes
without any discretization; and (3) It does not aim to find
the reduced number of condition attributes with the sim-
ilar capacity of classification discrimination with respect
to a decision attribute. Rather, it finds the reduced num-
ber of condition attributes that mostly affect the continu-
ous quantity variation of a decision attribute in a set of
continuous data.
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Compared with the correlation analysis methods Pearson
and Spearman, the fuzzy monotone relationship method can
be directly applied to deal with nonlinear relationships, and
the FIMDMF method can easily reveal the correlation varia-
tion tendency among the different attributes and easily do the
analysis in spite of the linear or nonlinear relationship.

VI. CONCLUSION
In this paper, we have introduced new concepts of the
fuzzy monotone and the fuzzy inclusive monotone, and
defined a fuzzy monotone relationship based on an inclusion
degree. For deeply examining the fuzzy monotone relation-
ship between input and output attributes, we have presented
and proved several propositions. A decision membership
function is then deduced from these propositions. According
to the proposed decision membership function, a new algo-
rithm has been presented. Against several sets of continuous
or numeric data in both input and output ends, the experiment
results and comparisons indicated that the proposed method
is effective for feature selection or attribute reduction. The
fuzzy monotone relationship can be directly applied to non-
linear relationships for correlation analysis. It is suitable for
revealing the correlation variation tendency in the linear or
nonlinear relationship among different attributes.Then this
paper presents a new effective way to correlation analysis,
especially for nonlinear correlation analysis. It also presents
a new effective way to feature selection or attribute reduction
for continuous data set in both input and output ends. Our
future work will further research and apply the fuzzy mono-
tone relationship together with its methods to more and more
fields.
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