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ABSTRACT Detection of humans accurately in aerial images is critical for various applications such as
surveillance, detecting and tracking athletes on sports fields, and search and rescue operations (SAR). The
goal of SAR is to assist, detect, and rescue people who have had accidents in themountains or other hazardous
environments. By using drones in SAR applications, it is desirable to minimize the cost and time spent on
SAR operations. In this paper, we present a convolutional neural network-based model for the detection
of humans in aerial images of mountain landscapes acquired by unmanned aerial vehicles (UAVs) used in
search and rescue operations. Detection of humans in aerial images remains a complex task due to various
challenges such as pose and scale variations of humans, low visibility, camouflaged environment, adverse
weather conditions, motion blur, and high-resolution aerial images. Due to imaging from high altitudes,
in most high-resolution aerial images captured by UAVs, only 0.1 to 0.2 percentage of the image represents
humans. To solve the problem of low coverage of the object of interest in high-resolution aerial images,
we propose to implement a deep learning-based object detection model. In this paper, we propose a novel
method for the detection of humans in aerial images based on the EfficientDET architecture and ensemble
learning. The method has been validated on the HERIDAL image dataset. By implementing the proposed
methodologies, we achieved an mAP of 95.11%. To the best of our knowledge, this is the highest accuracy
result for human detection on the HERIDAL dataset.

INDEX TERMS Deep-learning, detection of humans, EfficientDET, ensemble learning, HERIDAL dataset,
image analysis, search and rescue (SAR) operations.

I. INTRODUCTION
Object detection is one of the most researched areas in com-
puter vision. It is the process of determining where exactly
the object is in the scene or image and what object has been
detected. Object detection refers to finding different types of
objects in the scene such as peoples, cars, animals or other
existing objects present in the scene [1]–[3]. While normal
ground-to-ground imagery has yielded promising results in
object detection, detecting objects in aerial imagery is still
considered a difficult task [4], [5]. One such important task
is to rescue people in search and rescue (SAR) operations
from aerial images without loss of life. SAR operations are
conducted in wide-open spaces, such as mountains, lowlands,
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cities, disaster scenarios [6] and marine rescue. In general,
search and rescue operations need to be conducted as quickly
as possible to identify missing persons. It can be highly
expensive and requires distinct types of activities such as
sending people in large groups, sniffer dogs and various types
of ground and air vehicles such as cars and helicopters.

Object detection in aerial images depends on several
factors such as low visibility due to varying altitudes, the
object-of-interest, variations in pose and scale, camouflaged
environment with rocks and trees, and high-resolution aerial
images [4], [7], [8] as shown in Fig. 1. It is expensive
and time-consuming to capture aerial images based on
these parameters. For example, the UK National Police
Air Service (NPAS) logged over 17, 000 of mission hours
in 2016/17, with each hour of flight operations costing
an estimation of £3000 [9]. To avoid the high costs and
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FIGURE 1. Few drawbacks of aerial images showing snow and shadow (top-left), scale and pose variations (top-middle), the camouflaged environment
with rocks (top-right) and trees (bottom-left), motion blur (bottom-middle), and low illuminance (bottom-right) in the HERIDAL dataset [39], [40].

time commitments associated with traditional SAR methods,
we will employ consumer drones in SAR operations, which
are readily accessible in the market and significantly less
expensive than conventional SAR methods. We can easily
identify humans by using drones and various approaches
such as machine learning algorithms [10] or thermal imaging
cameras [11]. Machine learning is a technology used for
a wide range of applications on the road and in the air,
such as autonomous driving, mapping a specific region with
drones, or finding humans in SAR operations. In machine
learning-based human detection, we require a large amount
of aerial data to train and detect the humans.

The selection of aerial datasets for training is very crucial in
machine learning-based human detection. Detecting humans
in aerial images can be carried out in two different ways as
offline and onboard detection methods. In offline methods,
we need to collect or find the available open-source well-
annotated aerial image datasets, train them using a machine
learning algorithm and test them with other aerial images.
For on-board detection methods, human detection must be
carried out live onboard and the data is transmitted to the
ground station. The live data stream can be a significant
problem due to various drawbacks such as lack of cellu-
lar networks, limited bandwidth, the distance between the

drone and the ground station, high resolution and numerous
images [11]. Given these limitations for the onboard detec-
tion system, we preferred to use an offline human detection
method for SARoperations described in the proposed section.
However, testing the detection models in offline mode is
always a safe and prerequisite step before deploying the
models online. The other method for human detection in
aerial images is to use thermal cameras attached to UAVs and
obtain their live feedback. As thermal infrared cameras (TIR)
have fewer pixels compared to RGB images, it is easy to get
the transmission. The use of thermal cameras is not feasible
always, because detecting people with thermal cameras is
reliable with weather conditions. In winter or cold regions,
the normal temperature of the human body is higher than
the environment, so humans appear bright and clear using
thermal imaging. While in summer and tropical areas the
body temperature is much lower than the environment, so it
will be difficult to detect humans in such environments. Using
thermal infrared cameras (TIR) [12] for object detection can
also have the drawback of carrying heavy cameras. The other
reason not to consider thermal imaging in the paper is, the
HERIDAL dataset [39]considered for training the model in
the below section doesn’t have any thermal imaging aerial
pictures.
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Considering all the above mentioned drawbacks of thermal
camera detection and onboard human detection methods,
we can conclude that offline human detection is the most
reliable method for detecting humans in SAR operations.
Using offline human detection, one of the crucial drawbacks
to consider is how we can train deep learning architectures
for huge image resolutions by minimizing the training costs
with better accuracy. This paper considers the drawback of
high-resolution aerial images with a small object of interest
for search and rescue (SAR) operations. It is challenging to
detect and locate humans when the object of interest occupies
a minuscule percentage (0.1− 0.2%) of a huge aerial image.
The paper is organised into five sections and an appendix.

The introduction section explains the object detection draw-
backs in aerial images and the problems in SAR operations.
The next related work section is divided into three sub-
sections. The subsections are explained as handcrafted object
detectors, deep learning object detectors, and deep learn-
ing object detectors for SAR operations. The third section,
methodology explains into four sub-sections as the selection
of aerial dataset, dataset preparation, proposed method, and
the metric calculation. The section explains the implementa-
tion of the ensemble learning model based on Bi-FPN and
FC-FPN. Section four, experiments and results explain all
the experiments in three sub-sections as experiments with
BIFPN, FC-FPN and, final results and discussion. The last
section, the conclusion explains the main contribution of
the paper and the future work. At the end of the paper,
an appendix section is also described with some extra clear
figures of EfficientNET backbone with Bi-FPN and FC-FPN.

II. RELATED WORK
A. HAND CRAFTED OBJECT DETECTORS
Object detection has been a significant research area in
computer vision over the past two decades. As part of this
extensive research, several papers have been published on
the detection of objects with exceptional results [13]–[15].
However, most of these papers were focused on detecting
objects captured from ground images. When it comes to
aerial images, it is still a complicated task because there are
many factors and drawbacks to consider, such as small object
detection and high resolution of aerial images. Detection of
small objects in huge aerial images that represent less than 1%
of the size is much more challenging than detecting objects
on the ground. Before the evolution of convolutional neural
networks, one of the most influential papers proposed for
real-time recognitionwas fromViola-Jones (VJ) in 2001 [16],
[17], which has quite impressive results for face recognition.
Some researchers have also presented the use of thermal
imaging techniques by using thermal infrared (TIR) cameras
to detect humans from the aerial images [18]. One such paper
is from Burke et al. [12], who explains the limitations and
requirements of thermal object detection for effective search
and rescue in marine and coastal environments. Another
paper by Doherty et al. [19], explains the detection of human

by using a simple hardware-based onboard model using ther-
mal and colour imagery.

B. DEEP LEARNING OBJECT DETECTORS
The efficiency of object detection has evolved signifi-
cantly with the emergence of convolutional neural networks
(CNNs) [20], [21]. AlexNet [22] is one such model which has
been shown to outperform most handcrafted models such as
the VJ detector [16], [17], the Scale Invariant Feature Trans-
form (SIFT) [23], and the Histogram of Oriented Gradients
(HOG) [24], [25]. Since then, CNNs havemade a huge leap in
object detection and many other computer vision applications
such as feature extraction, autonomous driving, and others.
Based on the region of interest (ROI) [13], most deep learning
architectures are categorized into two types: one-stage and
two-stage architectures [13], [14]. Single-stage detectors are
directly approached models without any intermediate object
proposals called end-to-end object detection models whereas,
two-stage object detection models have a two-way approach
with a regional proposal stage followed by object detection
and bounding box regression. For the regional proposal stage,
there are few methods considered such as Mean Shift [26],
Region Proposal Network (RPN) [27], and Feature Pyramid
Network (FPN) [28]. The main difference between these
stages is the accuracy and the use of the application, two-stage
detectors are considered to be more accurate as compared to
the one-stage detectors while single level detectors are better
in real-time applications.

There are many papers proposed on both one-stage and
two-stage object detectors [13], [14], but most of them are
based on Faster RCNN [27], FPN [28], EfficientDET [29],
[30], YOLO [31]–[33], and SSD [34] through various mod-
ifications and improvements. Most CNN’s require a fixed
small input size for training and testing, which limits network
depth, width, or image resolution. This is one of the chal-
lenges in aerial datasets, as the images captured by drones are
usually high-resolution images. Considering the drawback
of scaling and aspect ratio few researchers from Google
has proposed a one-stage object detector EfficientDET [29],
[30], which has proven to be more efficient and accurate
than two-stage object detectors. They proposed a new scaling
factor that can uniformly scale all dimensions of depth, width
and resolution. By proposing a new compound coefficient and
using Bi-directional Feature Pyramid Network (BiFPN) [29],
EfficientNet-B7 achieves a state-of-the-art 84.4% accuracy
on ImageNet [35] and an average precision of 52.2% on
COCO test-dev [36].

C. DEEP LEARNING OBJECT DETECTORS FOR SEARCH
AND RESCUE (SAR) OPERATIONS
Many more publications have been recommended for object
detection [37], [38]. However, according to our application
of search and rescue operations on an aerial dataset, there are
relatively few of them. Among those handfuls, a study from
the University of Split has proposed amodel [39] based on the
HERIDAL aerial dataset [40], [41]. Their work is based on
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FIGURE 2. Few example images from the existing aerial datasets, Top-left: UAV123 [48], Top-middle:CARPK [52],Top-right: SARD [53], Bottom-left:
Okutama-action [49], Bottom-middle: VisDrone [46], Bottom-right: Campus [50], [51].

TABLE 1. Comparing state-of-the-art models in SAR operations with our
proposed model in the paper.

the implementation of a two-step frame utilizing the Faster-
RCNN object detector [27]. The salient features are extracted
from the HERIDAL dataset using the Region Proposal mod-
ule in the first step, and a CNN module has been used to
categorize people and non-people in the HERIDAL dataset
for the second stage. In the end, non-maxima suppression
was performed to reduce false-positive detections by using
clustering proposals and achieved an accuracy of 88.9%.
Another paper based on the same dataset was proposed by
Vasićet al. [42]. The research in the paper explains the use
of multi-modal deep learning architectures for both regional
proposals and classification stages. The following methods
are used in the region proposal phase: Edge Boxes [43], Mean
Shift [26], Region Proposal Network (RPN) [27] and Feature
Pyramid Network [28]. During the classification phase, each
proposed region is binary classified using a small convolu-
tional neural network designed for classification problems by

utilizing the patches from the HERIDAL dataset for training
and testing. By this approach, they achieved an accuracy of
68.89% and a recognition of 94.65%. Since our research was
also conducted on the same dataset, the results from these two
papers are considered benchmark results, which we compare
in the Experiments and Results section. We would also like
to mention our previous work published at the beginning
of 2021 [44] based on EfficientDET [29] and the HERI-
DAL dataset [39]. The paper describes how to regenerate
the HERIDAL dataset to reduce computation time, as well
as how to train deep learning architectures for aerial images
based on the object of interest while ignoring the rest of the
aerial image that does not contain an object of interest. All
the uniqueness of state-of-the art models with the proposed
model from the paper is shown in table 1. By consider-
ing the EfficientDET architecture at an image resolution of
512 × 512 and optimised hyperparameters, we achieved an
mAP of 93.29% with RMSprop optimizer. The research pre-
sented in the proposed section below is part of the continuity
of the paper.

III. METHODOLOGY
A. SELECTION OF AERIAL DATASET
There are several open-sourced datasets available for ground-
to-ground images [35], [36], [45], but to find a well-annotated
aerial dataset for the suitable application is difficult. How-
ever, a few aerial image datasets have recently been cap-
tured in diverse scenarios, e.g., for crowded places, play-
grounds, mountains, urban and non-urban areas as shown
in Fig.2. We would like to mention few of those aerial
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images as: Vision Meets Drones (VisDrone) [46], [47], The
UAV123 [48], Okutama-action by Barekatain [49], Cam-
pus [50], [51], and car parking dataset [52]. Most of these
aforementioned aerial datasets lack in various parameters like
not designed for SAR operations or not well annotated for
human object class. Finding an authentic and reliable aerial
dataset for search and rescue operations is considered crucial
as the testing results are dependent on the selection of the
training dataset. After the PASCAL VOC dataset [45] has
been publicly open-sourced, there have been many challeng-
ing and well labelled open-sourced object detection datasets
available from different researchers and organisations.

However, for our research, we are specifically aiming for
aerial images which are suitable for search and rescue opera-
tions. One of such important and well labelled aerial datasets
we are using for our research is the HERIDAL dataset [39],
[40]. Few researchers from the University of Split, flew a
few hundred hours on drone flights across the Mediterranean
and Sub-Mediterranean landscapes to collect the data specif-
ically suited for SAR operations. HERIDAL dataset con-
tains over 1500 well-labelled training images and 500 test-
ing images where 29, 050 are positive image patches with
humans and 39, 700 are negative image patches without any
objects labelled. Image patches are the set of cropped images
with positive and negative patches recognising humans from
the original image resolution. All the captured images for the
dataset has 4000× 3000 image resolution as shown in Fig. 3.
The other main advantage for choosing the HERIDAL dataset
for our research over VisDrone [46], [47] and other existing
aerial datasets are all the images in the HERIDAL dataset are
labelled in particularly to detect humans in search and rescue
operations. Considering all these favourable factors, we will
build our deep learning models using the HERIDAL dataset
in the following section.

B. DATASET PREPARATION
Due to the drawback of high-resolution aerial images, most
published research on aerial detection using deep-learning
methods lacks accuracy and computation time. Even for our
research and selection of the aerial dataset section, we have
found that the HERIDAL database has an image pixel size
of 4000 × 3000. Deep-learning models will require a large
amount of RAM for theGraphical ProcessingUnit (GPU) and
enormous amount of time to train 1500 well-labelled training
database. To overcome this drawback, we have proposed a
preprocessing step [44], where we have proposed two differ-
ent scenarios for the generation of new HERIDAL database
into various image sizes such as 512, 640, and 1024 as shown
in Fig. 3. In the first scenario, we will consider and include
all existing humans in the defined picture window varying
from 512 to 1024 image resolution. In the second scenario,
when there are single or more humans for the defined image
window we will generate them as two or more images. One
of the main reason to include this pre-processing step is to
decrease the HERIDAL dataset image resolution by neglect-
ing the image area where there is no presence of humans.

In each of the previous scenarios, we will exclude objects
with pixel values less than 10×10 from the original image
size. The main reason to implement this idea is due to the
presence of humans above 10-pixel value from the patches
of original HERIDAL dataset. By proposing this step we
can save a lot of computational time in regeneration of the
HERDIAL dataset. Based on the results in the paper [44],
we can see that the first scenario is proven to be more accu-
rate. Therefore in this paper, we will only consider the first
scenario to generate the new HERIDAL dataset. As the input
size of the object detector increases the computational time
on GPUs also increases, as explained and illustrated in the
experimental section.

C. PROPOSED METHOD
The next step after preprocessing the HERIDAL dataset is
to train the newly generated dataset on deep-learning archi-
tectures. We propose the implementation of EfficientDET
architecture and ensemble learning based on Bidirectional
Feature Pyramid Network (Bi-FPN) and Fully Connected
Feature Pyramid Network (FC-FPN).

One of the main idea of selecting and implementing the
EfficientDET architecture for our research is due to its bet-
ter accuracy compared to FasterRCNN [27], YOLOv3 [32]
and the other existing object detectors. From the Efficient-
DET paper [29], [30], we can observe that the method can
overcome the drawback of the multi-scale feature fusion
problem. EfficientDET can be explained into two steps:
imagenet-based pre-trained EfficientNETs and repeated fea-
ture extraction networks. It is difficult to scale the network
uniformly based on depth, width, and resolution for most
other well-known object detectors.The EfficientDET paper
describes how to utilize a compound coefficient (φ) to effec-
tively scale network parameters. The method explains the
implementation of cross-scale connections with the Effi-
cientNET backbone followed by various feature extrac-
tors such as Feature Pyramid Network (FPN) [28], BiFPN,
Path Aggregation Network (PANet) [54], Neural Architec-
ture Search (NAS-FPN) [55], and FC-FPN. In this paper,
we propose to implement ensemble learning based on BiFPN
and FC-FPN. One of the main reasons to choose Bi-FPN
and FC-FPN over the other existing feature fusion models
is due to better performance and accuracy of the modules.
The proposed approaches are organised into three scenarios,
which are explained below.

The BiFPN layer is implemented in the first scenario to
get the features from level 3 to level 7 of the EfficientNET
backbone as shown in the Fig. 6. Based on the compound
coefficient, the HERIDAL dataset is considered as an input
image, where the smallest resolution of 512 is considered
as zero, while the other image resolutions 640, 768, 896 and
1024 are counted numerically from 1 to 4 on φ value. The
width of the BiFPN feature network depends on the value of
the compound coefficient (φ) as explained in the Efficient-
DET paper. If the network input is 512 image resolution then
the φ value of zero is added with numerical three, which
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FIGURE 3. A complete proposed object detection model based on EfficientDET and ensemble learning [29], [30].

makes the total of three BiFPN feature networks. If the input
size is 640 image resolution, then the width of the BiFPN
feature network will be four, adding φ value one with the
constant three, making a versatile architecture. As the width
of the network increases, it takes more computational time
on GPUs. We do not implement the continuous step pro-
vided by the EfficinetDET network study, which discusses
how to use the object class identification and bounding box
prediction. Instead, we will save the finest feature maps
from training the BiFPN network, which will be used in
ensemble learning. In the second scenario, we will train the
EfficientNET backbone with FC-FPN by mostly following
the same procedure as in the first scenario by considering
the compound coefficient for input image generation and also
for the width of the FC-FPN network as shown in Fig. 7.
After training the network, we will save the best features
as we did in the first step of BiFPN. Once we have the
best features from both networks, we explain the final step
based on ensemble learning. As shown in the equation (1) of
ensemble learning, we will concatenate the best features from
multiple networks to enhance the performance. To improve
the accuracy of our research, we will concatenate the best
feature maps from both BiFPN and FCFPN feature networks,
as indicated in the Fig. 3. After concatenating the feature
maps from both cases, we will use the object class and bound-
ing box prediction networks described in the EfficientDET.
The architecture considers the fast normalized fusion method
over softmax based fusion as the softmax will slow down the
GPU hardware, whereas the fast normalized fusion method
has increased the GPU memory by 30%. This part is signifi-
cant while implementing ensemble learning, as training the

two different networks will consume a lot of memory and
time. The equation (2) represents the final learning results.
In the next section of the paper, all of the experimental results
are discussed and shown.

Concat = Featuremaps(BiFPN + FCFPN ) (1)

Finalresult = Concat + (Class,Boxprediction) (2)

D. METRIC CALCULATION
In most object detector models, mAP (mean Average Pre-
cision) is the popular metric to evaluate the results. The
mAP computes the score by comparing the ground-truth
bounding box to the detected bounding box. The higher the
score, the better the model detection. The mAP is the AP
mean, it is computed for each class and averaged to obtain
the mAP. In SAR operations, we must detect only humans as
a class. As mentioned in the equations (3) (4), average pre-
cision computes the precision value for recall values ranging
from 0 to 1. The precision score is a measure of how accurate
your predictions are i.e., the percentage of predictions are
exactly correct, whereas recall evaluates how well you can
locate all of the models positives.

Precision =
TP

TP+ FP
(3)

Recall =
TP

TP+ FN
(4)

where TP = True positive, TN = True negative, FP = False
positive, and FN = False negative

In general, the Average Precision (AP) may be defined by
calculating the area under the precision-recall curve using the
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equation (5), which can be visualized using the preceding
calculations.

AP =
∫ 1

0
p(r)dr (5)

Intersection over Union (IoU) is calculated by using the
equation (6) by dividing the area of overlap or intersection
between the two boxes by the area of their union. The higher
the IoU value the higher will be the accuracy. In our sce-
nario, we have considered to detect human object class if
the IoU ≥ 0.5.

IoU =
area of overlap
area of union

(6)

IV. EXPERIMENTS AND RESULTS
To evaluate the proposed and stated methods in this paper,
we will consider implementing and evaluating the results on
regenerated HERIDAL dataset [44] in diverse resolutions of
512, 640 and 1024. Following the HERIDAL dataset regen-
eration, the images has nearly doubled from 1545 to 3000 for
training and from 256 to 500 for validating images. By opting
for the regeneration paper [44] for the HERIDAL dataset,
we have increased the possibility to train various image res-
olutions. The main reason to choose the image resolution of
512 but not lower than this is due to the coefficient value pro-
posed in EfficientDET paper [29]. The EfficientDET models
B0 to B7 depends on this coefficient value, by changing the
input size lower than 512 there will be a mismatch in the
layers and the EfficientDET network will be out of bound.
In this section, we will explain all the potential experiments
and results based on the proposed ensemble learning model.
We intend to conduct experiments in three different sections,
as mentioned below.

• In the first step, we will train EfficientDET architecture
with Bidirectional Feature Pyramid Network (BiFPN)

• For second step, we will train EfficientDET architec-
ture with Fully Connected Feature Pyramid Network
(FC-FPN)

• In the last step, we concatenate the best features from
the above two sections and train the model to obtain our
class prediction and bounding box

A. EXPERIMENTS WITH BiFPN
This section shows the continuation of experiments from
paper [44], published at the beginning of 2021. The paper
describes the training techniques for EfficientDET with
BiFPN for 512 image resolution on distinct hyperparameters
by considering multiple optimizers to discover the optimum
and promising results to detect the humans in the HERIDAL
regenerated dataset. According to the paper, the results for
step 1 have achieved 91.27% mAP(Mean Average Precision)
by adopting RMSprop optimizer, where we freeze the back-
bone and train the BiFPN from level 3 to level 7 to extract
the best features for human detection. The fine-tuning of
hyperparameters is quite critical. After experimenting and

observing with batch normalization, we have set our hyper-
parameters as batch size 32, epoch 50, a step of 1000 and a
learning rate of 0.001.

In the second step, we will unfreeze the backbone and train
the EfficientDET network by using relevant and compatible
parameters to train the dataset on Graphics Processing Unit
(GPU), for this step the accuracy has improved to 93.29%
by adopting RMSprop optimizer. We have set the hyper-
parameters of batch size 4, epoch 50, a step of 1000 and
a low learning rate of 0.0001 for step 2. The main reason
to select lower batch size in the second step is due to the
utilization of memory on GPUs and also the computational
training time. If the step size is higher then the model will
be computational expensive also. So opting for lesser batch
size in step 2 was a better choice to balance the model and
the computational training time. We have also trained the
model on various hyper-parameter tuning like varying epoch
size from 50-150, batch size from 4-16 and also varying
other parameters, but we have presented the most optimized
parameters in the paper. We will continue the experiments
on multiple HERIDAL dataset image resolutions of 640 and
1024, by various tuning parameters and optimizers to identify
the most appropriate results by plotting the differences in
computational time for training ourmodel andmAP, as shown
in the table 6. By observing the table 2 of computational
time for training various image resolutions, we can observe
640 and 1024 image resolution takes more time to train the
proposed model compared to 512 image resolution in both
step 1 and step 2. By using 640 image resolution, we have
achieved the mAP of 91.05% for step 1 and 91.52% mAP
for step 2 by considering the same hyperparameters and
optimizer as 512 image resolution experiments above. For the
last step, we have tested the model on 1024 image resolution
with the same hyperparameters as in other image resolutions
to get the mAP of 88.07% and 89.56% respectively for step
1 and step 2 by adopting RMSprop optimizer.We can observe
from these statistics that the mAP decreases as image reso-
lution increases because the model extracts fewer features,

TABLE 2. Table showing the computational time comparison for training
various HERIDAL image resolutions on BiFPN.
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and the computational time also increases as image resolution
increases. Based on these results, we can conclude that the
HERIDAL 512 image resolution has significant advantages
in terms of computational training time and accuracy.

B. EXPERIMENTS WITH FC-FPN
This section describes the experimental training approach on
various HERIDAL image resolutions based on EfficientDET
with Fully Connected- Feature Pyramid Network (FC-FPN).
We will initially train the proposed model in two steps based
on 512 image resolution. In the first step, we will freeze
the EfficientNET backbone and train the FC-FPN from level
3 to level 7 to get the best features from the network. While
training the model, tuning hyperparameters is computation-
ally expensive and crucial. After testing and experimenting,
we decided on a batch size of 32, an epoch of 50, a step of
1000, and a learning rate of 0.001 using batch normalization
and the RMSprop optimizer. By following these parameters,
we have achieved an mAP of 91.46%.

For the second step of FC-FPN, we will unfreeze the
EfficientNET backbone and train the whole network using
the optimal hyperparameters and improve the accuracy to
93.31% as shown in table 6. To achieve this accuracy, we have
set the hyperparameters of batch size 4, epoch 50, a step
of 1000 and a low learning rate of 0.0001 using RMSprop
optimizer. We will also conduct additional experiments on
different image resolutions of 640 and 1024 to calculate the
computational time for training themodel as shown in table 3.
By examining the table, we can say that the 1024 image
resolution will require more time to train the FC-FPN model
than both the 512 and 640 image resolutions. We can also
observe the mAP of various image resolutions in the men-
tioned table 6. From the table, we can notice that using
640 image resolution has achieved 90.47% mAP for step 1
and 91.86% for the step 2 and 1024 image resolution has
achieved 88% mAP for step 1 and 89.45% for step 2 by

TABLE 3. Table showing the computational time comparison for training
various HERIDAL image resolutions on FCFPN.

TABLE 4. Table showing the computational time comparison for training
various HERIDAL image resolutions using ensemble learning.

adopting RMSprop optimizer. Based on the results of these
experiments, we may conclude that the HERIDAL 512 image
resolution achieved better accuracy than other image resolu-
tions with low computational training time.

C. FINAL RESULTS AND DISCUSSION
The possible experiments and observations based on ensem-
ble learning using BiFPN and FC-FPN are discussed in this
final section. We will select the best features from the pre-
vious two sections of Bi-FPN and FC-FPN and train the
model on various HERIDAL image resolutions as mentioned
in the above experiments. At first, we will take the best
features of the HERIDAL dataset from 512 image resolution
of both Bi-FPN step 2 and FC-FPN step 2 and train the
network on class prediction and bounding box. By doing
this, we can determine the precise position and number of
persons detected in the 512 regenerated image resolution.
We conducted experiments on several optimizers using a
variety of hyperparameters and discovered the optimal tun-
ing values as the batch size of 32, epoch of 50, a step of
1000 and a learning rate of 0.001 with batch normalization on
RMSprop optimizer to get the accuracy of 95.11%mAP. For
the 640 image resolution of the HERIDAL dataset, we will

TABLE 5. Table comparing the results of different proposed models
based on HERIDAL dataset with our results from the paper.
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TABLE 6. Table showing the mAP results for different HERIDAL dataset image resolution based on BiFPN, FC-FPN and ensemble learning.

FIGURE 4. Showing the plotted results of BiFPN, FCFPN, and Ensemble Learning based on EfficientDET architecture [29].

TABLE 7. System specifications used for training the proposed model.

conduct the experiments by following the same procedure of
getting the best features from Bi-FPN and FC-FPN step 2
and train the network to detect the humans on the 640 image
resolution. By implementing the same optimal parameters as
above, we have achieved the accuracy of 92.63% as shown in
table 6. Based on the results of the previous two experiments,
we can see that the accuracy of 512 image resolution is
significantly better than that of 640 image resolution. For
the final ensemble learning experiment, we conducted our
experiments on HERIDAL 1024 generated image resolution
using the same pattern and procedures as in the previous
steps, extracting the best features and using the same hyperpa-
rameters, we achieved an accuracy of 90.06% mAP, which is

significantly lower than the previous two experiments. From
this, we can conclude that the accuracy is much better in
512 image resolution compared to the other image resolutions
and the computational time for training the networks is also
much lesser using 512 resolution as shown in the table 4. The
Fig. 4 explains the graph for calculating mAP values based
on three different scenarios as EfficientDET with BiFPN,
EfficientDETwith FCFPN and Ensemble Learning. From the
Fig. 4, the mAP is calculated on y-axis with respect to epochs
on the x-axis. It can be observed by implementing ensemble
learning, we have achieved better accuracy than BiFPN and
FC-FPN feature networks. In the table 5, we have compared
all the previously mentioned papers in the literature for the
detection of humans on the HERIDAL dataset. We can con-
clude that the results plotted in this paper have outperformed
with an mAP of 95.11%. From the Fig. 5, we can view the
detected humans on the HERIDAL dataset in various image
resolutions of 512, 640, and 1024. By observing the figure,
we can say detection of humans in 512 has better human
detection, as the other image resolutions of 640 and 1024 have
some undetected humans. By observing Fig. 5, you can notice
there are some falsely detected objects at the corners of the
higher resolution images, this is one of the issues we will con-
sider to improve for the futurework. By considering ensemble
learning onBiFPN and FC-FPN featuremodels, we have used
two GPUs running simultaneously for training the models.
The entire experiments were carried out on two NVIDIA
GEFORCE GTX 1080 GPUs with 12 GB of RAM. The other
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FIGURE 5. Example of detecting humans in 512 (Left), 640 (Middle), and 1024 (Right) HERIDAL dataset image resolutions based on ensemble
learning.

feature networks, like PANet and NAS-FPN are not included
in ensemble learning as it needs to havemore powerful GPUs,
which makes the model computationally highly expensive.
By this proposed detection model from the paper, we can save
many lives by solving the problem of detecting humans in
SAR operations using ensemble learning.

V. CONCLUSION
We can save many individuals who are involved in mountain
accidents by detecting humans in SAR missions. We can
minimize the cost and time involved in traditional SAR oper-
ations by using drones.We have examined the state-of-the-art
person detectors implemented on the HERIDAL dataset and

proposed an ensemble learning-based method for detecting
humans for our research.

As the existing HERIDAL dataset images are
4000 × 3000, it is difficult to train object detection models
for such large image resolution. We have explained the
implementation of a preprocessing step to solve this problem.
The proposed method demonstrates how to regenerate the
HERIDAL dataset at various image resolutions ranging from
512 to 1024.

Following the preprocessing step, we proposed an ensem-
ble learning method in which we adopted EfficientDET
architecture with BiFPN as one branch and EfficientDET
architecture with FC-FPN as the other. Both the steps are
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concatenated with the best features to follow up with the
class and bounding box networks to detect humans in SAR
operations. All of the experimental results are discussed and
presented in the paper with various figures and plotted tables.
The proposed model in the paper has implemented on the
HERIDAL dataset, which is specifically created for SAR
operations. By implementing an ensemble learning method
in the paper based on EfficientDET architecture using feature
networks, we have improved our accuracy from the existing
state-of-the-art human detectors. For our future researchwork
on human detection in aerial images, we are working on mod-
ifying the backbone architecture of EfficietDET and finding
the solutions for knowledge distillation from the other object
detection models.

APPENDIX
In this section, we would like to show the clear EfficientNET
architectures explained in the proposed section based on
BiFPN and FCFPN feature networks. The Fig. 6 shows the
detail EfficientNET backbone with the repetitive blocks of

FIGURE 6. EfficientNET backbone with Bi-FPN.

FIGURE 7. EfficientNET backbone with FC-FPN.

Bi-FPN based on the compound coefficient, while the Fig. 7
is based on FC-FPN feature network.
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