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ABSTRACT This paper is concerned with a cognitive cloud radio access network (CRAN) with a special
attention to efficient and reliable downlink transmission of big data for secondary users (SUs). Existing
approaches either try to maximize the number of accepted SUs or the sum data rate of accepted SUs.
The first approach unfairly favors users with small data requests, whereas the second approach allocates
most resources to users with better channel conditions. In contrast, this paper develops a novel approach
that favors big data requests while simultaneously maintaining a certain degree of fairness among SUs.
To this end, we first introduce a novel objective function that allows us to jointly optimize deadline-aware
time scheduling, spectrum allocation, SU selection, and remote radio head (RRH) allocation for SUs.
Second, we demonstrate that finding the global optimum solution entails the enumeration of all colorful
independent sets on a generalized interval graph, which is known to be NP-hard. Third, we propose a
dynamic programming (DP) approach, which yields the global optimum solution at a reduced computational
cost. Fourth, we analyze the complexity of the proposed DP approach and assess its performance against
existing baseline algorithms. Simulation results reveal that our solution favors big data users while incurring
only a small degradation in the fairness index. Our proposed solution is practical for small-to-medium size
networks. Furthermore, it offers an optimum benchmark for any new sub-optimal low-complexity algorithm.

INDEX TERMS Time scheduling, resource allocation, user selection, cloud radio access network (CRAN),
big data transmission.

I. INTRODUCTION
Tremendous increases in both the number of mobile devices
and their data demand in the last few years [1] have led to
many new challenges in the design of modern wireless com-
munication networks. Efficient utilization of time, frequency,
and spatial resources is imperative in providing efficient
wireless communication of big data. The fifth-generation
(5G) [2], [3] and sixth-generation (6G) cellular networks [4]
are expected to support both licensed primary users (PUs) and
unlicensed secondary users (SUs), as well as much higher
data rates [5], [6]. The first commercially developed ver-
sion of 5G technology is being designed based on specifi-
cations published by 3GPP [7], which put a special focus
on unlicensed users and spectrum bands [8]. Cisco’s annual
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internet report emphasizes that more than 10% of the wire-
less connections will be on 5G by 2023 [1]. Unsurprisingly,
current mobile network operators, such as AT&T, Vodafone,
and NTT DoCoMo, are evolving from 2G/3G/4G to 5G and
6G [9], [10].

The term ‘‘big data’’ is characterized by five bigV features:
Volume, Velocity, Variety, Veracity and Value [11], [12]. Here,
Volume explains the size of data (in gigabytes) generated
per time unit. Velocity explains how fast data is generated,
and Variety refers to various data types which are generated.
Veracity explains the accuracy and quality of the generated
data. Lastly, Value refers to the priority or usefulness of data.

To serve the increasing number of mobile devices and
handle big data, a massive number of micro/macro base
stations, and remote radio heads (RRHs) could be employed,
which causes densification of wireless networks. On the
other hand, cloud radio access network (CRAN) [13] has
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been introduced as a revolutionary redesign of the central-
ized cellular architecture [14], which integrates existing radio
access networks to achieve feasible, flexible and scalable
solutions [15]. A CRAN consists of three basic components:
RRHs, wireless/wired fronthaul links with low-latency and
high bandwidth [16], [17], and central baseband processing
unit (BBU) pool cloud. Using technologies such as software-
defined networks [18], CRAN detaches the BBUs from tra-
ditional base stations and integrates a large number of them
in the BBU pool. As a result, a CRAN enables cross-layer
design, efficient cloud-based resource allocation, optimal
central routing and controlling, and load equalization in the
network. A use case of CRAN can be seen in resource sharing
among several service providers. This helps to reduce the
cost of establishing network infrastructure for each operator.
In general, service providers rent resources from a network
to support data transmission [19]. With such an arrangement,
unlike conventional wireless networks that usually have large
idle times, BBU pool cloud-based resource allocation can
be designed to improve the overall efficiency for big data
transmission. In the next subsection, we provide a brief
overview of existing literature on this topic and point to their
limitations. Then, we will enumerate the contributions of this
work.

A. RELATED WORKS
Our proposed scheduling and resource allocation algorithm
will answer the following three questions: (1)Which SUs and
when are they scheduled for optimal utilization of available
resources? (2) How to handle big data requests and prioritize
them over small data demands while ensuring a certain degree
of fairness? (3) How to develop efficient algorithms that
can address these issues with both satisfactory performance
and complexity? Focusing on these questions, we categorize
related works into two parts: (1) Works that investigate RRH
and spectrum allocation, user selection, and scheduling, (2)
Works related to big data transmission. A summary of prior
art and the topics they address are provided in Table 1.

1) RRH AND SPECTRUM ALLOCATION, USER SELECTION,
AND SCHEDULING
The authors in [20] consider constant transmit power during
each radio resource block and assign users to these resource
blocks and RRHs. The work done in [20] is then extended
in [21] to perform joint user scheduling and power allocation
by maximizing the overall CRAN data rate. Then, in [22],
a low computational complexity graph-based approach is
developed to construct a power allocation graph that is
responsible for transmitted frame synchronization, power
level control and user scheduling. Subsequently, in [23],
a multiple CRAN framework is considered for a hybrid
scheduling with a constraint that users are assigned to a single
or multiple RRHs of a single cloud. In [24], the authors solve
the joint user scheduling and beamforming problem to maxi-
mize the overall CRAN data rate. In a similar framework, the
work in [25] presents a greedy algorithm for a coordinated

interference aware scheduling for the downlink of a CRAN
in order to maximize the overall CRAN throughput.

The main goal in [26]–[28] is to minimize the delay in the
CRAN. In [26], a queuing model is established to minimize
the mean response delay and power by using joint BBU
allocation and load scheduling. A two-phase interference
aware scheduling for a CRAN is investigated in [27]. First, all
users are grouped into clusters based on estimated delay cost
function and interference levels. Then, channels are matched
to user groups tominimize the sum delay of the system.Under
the total power constraint, the authors in [28] minimize the
traffic delay in a hierarchical CRAN by using a joint virtual
machine scheduling and RRH allocation.

In [19] and [29], the overall throughput of a CRAN is
maximized via resource allocation. Resource sharing in a
CRAN with fronthaul constraints is studied in [19], where
service providers rent radio resources to provide services.
A threshold-based version is used to both manage interfer-
ence between RRHs, and provide minimum resource require-
ments. A multi-scale global and local channel allocation and
user association mechanism is performed at different time
scales. Classification and machine learning are examined in
[29], which led to a conclusion that a fairer scheduling should
be done in a distributed manner.

RRH selection and resource allocation are studied in [30]–
[33]. In [30], a traffic-aware RRH clustering algorithm
is introduced for efficiently improving the QoS of a
CRAN. Then, an optimal spectrum assignment algorithm is
designed for clusters. In [31], RRH selection for coordi-
nated multi-point transmission and resource allocation are
jointly optimized to improve user’s capacity performance in
a CRAN. Furthermore, the optimal resource allocation is
solved under fixed RRH selection. In [32], MISO downlink
multi-cast is studied for a CRANwhere an energy-aware joint
scheduling and RRH selection for coordinated beamforming
are investigated. The goal is to increase CRAN performance
by considering interference management and energy effi-
ciency.

Various works on CRANs’ uplink and downlink resource
sharing have been carried out in [33]–[36]. Joint resource
allocation and interference cancellation in full-duplex CRAN
are studied in [33] with the goal of optimizing the downlink
capacity under transmit power constraints while guaranteeing
QoS of the uplink. The orthogonal frequency-division mul-
tiple access (OFDMA) and non-orthogonal multiple access
(NOMA) [37] techniques are used for spectrum allocation
in [34], [35], [38] and [39]. The work in [34] addresses
joint downlink and uplink resource sharing in OFDMA-based
CRAN. In order to maximize the overall throughput, coop-
erative RRH selection, scheduling, and power assignment
with maximum power constraints are performed. The work
in [35] designs a joint RRH association and user schedul-
ing for OFDMA-based CRAN in both uplink and down-
link. Various multiple access approaches for cognitive radio
networks (CRN) have been examined in [38]. Furthermore,
the work in [39] investigates a CRN instead of a cognitive
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CRAN with improving energy-efficiency in mind and allow-
ing devices to select betweenNOMAand orthogonal multiple
access options.

The problems of user selection in CRANs are studied
in [36], [40], [41]. In particular, the authors in [36] minimize
the power consumption of full duplex CRANs by jointly opti-
mizing the transmit powers of users, RRH set, beamforming
vector and compression ratio of the fronthaul. To make it
more efficient in computational complexity, a two-level algo-
rithm is employed. First, a user selection algorithm, which
is based on minimizing square error between the minimum
SINR that satisfies QoS requirements and the achievable
SINR, is performed to find the largest cluster of users that
can be served. Second, power optimization is carried out.
The work in [40] applies a generalized Stackelberg game
to the problem of overall data rate maximization by joint
distributed power allocation and centralized user association
in heterogeneous CRANs with guaranteed QoS for users.
A two-level approach is developed in [41] to guarantee the
minimum data rate for users in the downlink of an ultra-dense
CRAN. The coverage probability of a CRAN is maximized
by joint frequency allocation and user clustering with a sat-
isfactory computational complexity. In the first level, there
is a new binary user clustering. This clustering reduces the
complexity of spectrum allocation and guarantees aminimum
transmission data rate for users. Then, a new graph-based
algorithm is proposed for serving clusters by considering a
relationship among them without extra calculations.

Scheduling of computing resources is considered in [42]
and [43]. In [42], empirical information of computation
energy is used to propose a model for energy consumption
in CRANs. Based on this model, power and bandwidth are
allocated to all users to meet their QoS. Then, the number
of active processing units in the BBU pool is optimized to
minimize energy consumption. In [43], the authors present
a unified framework to improve performance by using joint
CRAN resource scheduling and allocation of computational
resources. To achieve this, the authors formulate and solve
a stochastic problem for resource scheduling and handling
variable length requests.

Deadline requirement is studied for data transmission over
CRANs in [44] and [45]. In [44], a complexity-efficient
resource scheduler is explored to increase the CRAN through-
put and to meet the deadline requirements for sub-frames of
RRHs. In [45], power-efficient RRH allocation and processor
scheduling are studied for CRANs in which the minimum
SINR, different transmission times and deadlines required
for each of users are guaranteed by the scheduling algo-
rithm. Beside these works on CRANs, the earliest deadline
first scheduling [46] is the basis for many other scheduling
algorithms developed in recent papers [47], [48]. In [49],
the authors implement a small-cell scheduler for a CRAN to
improve its capacity, energy and spectral efficiency in a 3D
indoor environments.

While joint scheduling and resource allocation have been
considered in the aforementioned references, none of them

TABLE 1. Topics of related works.

pays attention to efficient communication of big data. Next,
we will provide a brief review of references that have focused
on big data requests.

2) BIG DATA TRANSMISSION
The general interplay between big data and communication
networks, as well as some open problems in the field are
elaborated in [6], [50]. The work in [51] utilizes channel
state information statistics to obtain the distribution of energy
consumed in big data transmissions. In [52], big data trans-
mission requirements in the context of internet of things (IoT)
are investigated in terms of expected delay, data length, link’s
capacity and load. The authors introduce a scheduling and
routing algorithm to provide a lower transmission time for
big data and to improve the end user’s experience. In [53],
a scheduling policy is developed for real time video delivery
as a specific case of big data transmission. However, their
strategy is simply to selectively transmit those videos with
fewer packets. Many to many wireless big data delivery is
addressed in [54] by construction of a group communica-
tion structure. The authors of [55] consider security-aware
resource allocation, e.g., processing resources needed to per-
form encryption for mobile social big data.

Most works mentioned above do not pose a specific
optimization problem and just provide heuristic algorithms
that can handle big data. On the other hand, the optimiza-
tion problems formulated in [53] and [56] strive to max-
imize the number of accepted requests, which inherently
favor smaller-sized data requests. Furthermore, these two
references solve the formulated optimization problems using
heuristic sub-optimal algorithms. In contrast, we introduce
in this paper a new objective function that can ensure a
certain degree of fairness while favoring big data trans-
missions. We also propose an algorithm that can find the
globally-optimal solution for the formulated joint scheduling
and resource allocation problem.

B. CONTRIBUTIONS
In this paper, we consider a cognitive CRAN serving both
PUs and SUs. Our first objective is to develop an efficient
joint resource allocation algorithm in time, frequency (spec-
trum) and spatial dimensions for SUs. Second, we propose
a mechanism to favor ‘‘big data’’ users as much as possible
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(which is determined by the network planner), while main-
taining a certain degree of fairness in the network. To the
best of our knowledge, there are no published works that
consider these two aspects simultaneously. In this context, the
contributions of our work are as follows:

• We introduce a new objective function that ensures cer-
tain degree of fairness among SUs while favoring big
data requests. The objective parameters can be selected
to trade-off between these two requirements. The allo-
cated resources are time, spectrum and RRHs to connect
to.

• Since the computational complexity of both exhaustive
search and the branch-and-bound method is prohibitive,
we propose a novel dynamic programming (DP)
approach to reduce the complexity as much as possible
while reaching the global optimum.

• We establish a connection between the formulated
resource allocation problem and the problem of finding
colorful independent sets on a graph [57]. As a result,
we show how to apply advanced methods (that exist for
finding colorful independent sets problem) to solve our
resource allocation problem with even lower complexity
than the DP approach.

• Performance of the proposed DP resource allocation is
numerically compared to that of two well-known heuris-
tic resource scheduling algorithms and the superiority of
the proposed method is thoroughly demonstrated under
various criteria.

C. PAPER ORGANIZATION AND NOTATIONS
The remainder of this paper is organized as follows.
Section II introduces the system model under consideration
and describes various parameters. Section III formulates the
optimization problem of interest. Section 4 establishes the
connection between our resource allocation/scheduling prob-
lem and the problem of finding colorful independent sets
on a graph. Furthermore, our proposed DP approach is also
developed in this section. The computational complexity of
exhaustive search and that of the proposed algorithm are
analyzed in Section V. Simulation results are presented in
Section VI, and the conclusions are drawn in Section VII.
We use calligraphic letters to represent various sets. Bold

capital (non-capital) letters are used to denote matrices
(vectors). Scalars are represented by non-bold and non-
calligraphic letters.

II. SYSTEM MODEL
Fig. 1 illustrates the proposed CRAN system model, which
is composed of a macro cell overlaid with several small cells
to serve PUs and a set U := {1, 2, . . . ,U} of U randomly
distributed SUs, respectively. We focus on data transmis-
sion to SUs in the downlink mode. Time is divided into
equal length time slots of duration1t , whose value generally
depends on subcarrier spacing [59]. For instance, in the IEEE
802.11 family standard 1t = 9 µs [58], whereas the values

FIGURE 1. Proposed system model.

for1t in 5G are recommended in [59]. Time slot t is the slot
whose time interval belongs to [(t − 1)1t, t1t). Both PUs
and SUs utilize the same time slots structure and are thus
mutually synchronized.

Small cells include a set of R RRHs (e.g., micro cell and
pico cell RRHs), which are distributed in the service area at
fixed locations. Each RRH can simultaneously serve at most
umax SUs. RRHs are connected to the BBU pool via high
speed and low latency fronthaul links [17]. All RRHs and
SUs have single antennas. Extension to the cases where each
RRH and/or SUs have multiple antennas shall be explored
in future research. We assume that the BBU pool has perfect
knowledge of large-scale and shadow fading parameters for
all the RRH-SU links. However, it only knows the statistics of
small-scale fading. In order to decode transmitted messages
accurately, RRHs should have perfect knowledge of the chan-
nels connecting those SUs that are assigned to them. While
accurate small-scale CSI values can be obtained via training
at the beginning of each coherence time, it is out of the scope
of this work as we only exploit small-scale fading statistics in
our design.

The vacant spectrum bands for SUs are arranged in the
spectrum pool [60] and this spectrum pool is divided into
units of equal bandwidth 1f . Although techniques such as
NOMA and/or beamforming may be used to simultaneously
assign a vacant spectrum unit to more than one SU, in this
work we focus on orthogonal association problem, where
only one SU or PU can access a particular spectrum unit
during each time slot. Each SU can use at most smax spectrum
units.

The (possibly multiple) service provider(s) collects all the
data requests that are sent by the SUs through RRHs, and
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then forwards these requests to the BBU pool for resource
allocation and scheduling. Our design aims to determine
which spectrum units and RRHs, and at what times should
be assigned to each SU. The objective is to satisfy QoS
requirements for as many SUs as possible, while providing
relative priority for big data transmission requests. Our design
performs batch scheduling, which means that all requests
over a certain time epoch are first collected and then are
jointly scheduled.

A. RESOURCE ALLOCATION AND SCHEDULING
PARAMETERS
Resource allocation time epoch or T is the number of time
slots that transmission requests from SUs are jointly served.
During each resource allocation time epoch, the SUs who
want to receive data, send their requests to the service
provider via a separate control channel. Upon joint resource
allocation by the BBU pool, these SUs will be served in the
next resource allocation epoch. For simplicity we only con-
sider one such epoch, i.e., a T time slots epoch as the proposed
procedure can be repeated for future resource allocation time
epochs. Let S := {1, 2, . . . , S} denote the set of all spectrum
units and let S t denote its subset of vacant spectrum units at
time slot t . Since PUs’ spectrum activities are time dependent,
S t is a time-dependent set.
The SUs request various types of data. Thus, we set Lu × L

to be the size of data requested by SU u, where Lu is a positive
integer that represents the number of data frames, and L is
the standard frame size (e.g., about 1500 bytes for Ethernet II
and IEEE 802.3, or 2304 bytes forWLAN, and could be lager
for extended versions [58]). Some previous studies consider
that service providers rent some resources from the CRAN
entity [19]. Then, service providers decide by themselves
the resources required by each of the SUs. Thus, a service
provider should collect information about the size and QoS
of the data demanded by each of the SUs, as well as CSI
of the rented resources in order to perform resource alloca-
tion and scheduling for SUs. However, in practice, a service
provider has no access to full information of both the CRAN
and characteristics of the data (size, type, etc.) requested by
the SUs subscribing to other service providers. This may
lead to an unfair and sub-optimal resource allocation in the
network, especially when users are distributed non-uniformly
in a service area [29]. In this work, by exploiting advan-
tages of cloud processing of the BBU pool, we assign the
duty of resource allocation and scheduling to the BBU pool.
To this end, service providers communicate to the BBU
pool the data requested by SU u, which is the quadruplet〈
Lu × L,T su ,T

w
u , γu

〉
. In this quadruplet, T su (in terms of the

number of time slots) denotes the earliest time that user u can
begin receiving service. T su is usually set to zero as users can
begin receiving service right upon request. However, it may
be non-zero when user u has a slow processor and a full
buffer from past data it has received. Similarly,Twu denotes the
maximum satisfactory waiting time (in terms of the number
of time slots) before beginning to receive data by the uth SU,

and γu is the minimum SNR required by SU u. The service
provider determines the pair of

〈
Twu , γu

〉
based on the type of

the data requested by SU u.
The BBUpool receives the quadruplet

〈
Lu × L,T su ,T

w
u , γu

〉
for all SUs and then performs joint scheduling using this
information. Before proceeding to the next section, some
definitions are given next.

• γr,u: This is SNR seen by the receiver of SU u when
associated with RRH r . The data rate [bits/sec] of the
wireless communication link between SU u and the
associated RRH r depends on γr,u. We denote hr,u ∈ C
as the downlink channel coefficient of this link, which
includes the effect of RRH transmitter’s antenna gain,
SU receiver’s antenna gain, small scale fading, and large
scale fading, and shadowing. Therefore, γr,u is given by

γr,u =
| hr,u |2 Pr,u
0σ 21f

, (1)

where Pr,u is the transmit power of RRH r to SU u,
σ 2 denotes the power spectral density of background
noise, and 0 is the SNR gap, which represents the
mismatch between theoretical capacity at a specified
SNR and its actual throughput that may be achieved in
practice. It should be pointed out that (1) is independent
of spectrum band utilized or s ∈ S. This is because
we assume a narrowband system, i.e., a system whose
total bandwidth is smaller than the coherence band-
width of the channel. Therefore, the system experiences
frequency-flat fading and all spectrum bands observe the
same channel gain.1 Since the BBU pool has access only
to the statistics of small-scale fading, the ergodic rate is
considered [28], [61].

• τu (Ru,Su): This is the data transmission time duration
for SU u. Let us defineRu := {R1

u, . . . ,Rt
u, . . . ,RT

u } ⊆

RT , and Su := {S1
u , . . . ,S tu, . . . ,STu } ⊆ ST , where

Rt
u and S tu, respectively, represent the set of RRHs and

spectrum units assigned to user u at time slot t , whereas
RT , ST represent a T times Cartesian products of the
setsR, S, respectively. Thus,Ru and Su denote the sets
of allocated RRHs and spectrum units to SU u over the
whole resource allocation epoch T . Assuming the max-
imum ratio transmission (MRT) of distributed downlink
beamforming to every user, the data transmission time
for data request by SU u is given by

τu (Ru,Su)

=

 LuL

1t1f Eh
[∑

t∈T |S tu| log2
(
1+

∑
r∈Rt

u
γr,u

)]
 .
(2)

Note that, to obtain the transmission time as an integer
multiple of 1t , we have used the ceiling function, dxe,

1Extension to wideband systems and frequency-selective fading is an
interesting research direction.
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which maps x to the smallest integer greater than or
equal to x.

III. PROBLEM FORMULATION
Before describing the objective function, we explain the tem-
poral and resource constraints that should be satisfied by any
feasible solution.

A. SCHEDULING AND RESOURCE ALLOCATION
CONSTRAINTS
A service provider registers data requests of those SUs that
arrive in the previous scheduling epoch T in the BBU pool
to be served in the next resource allocation epoch of length
T . By scheduling, the BBU pool first decides about accep-
tance/rejection of this request. If it is accepted, SU u may
experience twu time slots as waiting time to start receiving
data. For successful data transmission, twu should be in the
range of

[
T su ,T

w
u
]
. When requests of some SUs are rejected,

these SUs repeat their requests in the next scheduling epoch.
Below we provide definitions that are relevant to the problem
formulation.
Definition 1: Each RRH Ri maintains a service capacity of

at most umax users in every time slot. Tomodel this constraint,
we define umax fictitious RRH units per every real RRH
and represent them by R̃i,j. Here, i denotes the real RRH to
which R̃i,j refers and j = 1, 2, . . . , umax denotes the fictitious
RRH unit index. Every RRH unit may be assigned to only
one SU in each time slot. The set of all RRH units in one
epoch is denoted by R̃ := {R̃ti,j : i = 1, 2, . . . ,R, j =
1, 2, . . . , umax, t = 1, 2, . . . ,T }. Furthermore, the set of
RRH units assigned to user u in time slot t is represented by
R̃t
u. Finally, the set of all RRH units assigned to user u is given

by R̃u := {R̃1
u, R̃2

u, . . . , R̃T
u }.

Definition 2: Let Iu
(
twu , R̃u,Su

)
denote the transmission

time interval for data requested by SU u with waiting time twu
and

(
R̃u,Su

)
as assigned resources. It is given as

Iu
(
twu , R̃u,Su

)
= twu +

[
0, τu

(
R̃u,Su

)]
, ∀u ∈ U . (3)

Here, the scalar twu is added to every member of the set[
0, τu

(
R̃u,Su

)]
.

Definition 3: The set of all possible data transmission time
intervals and resources for SU u is expressed by

Iu =
{
(Iu, twu , R̃u,Su) | twu ∈

[
T su ,T

w
u
]
, R̃u ⊆ R̃,

Su ⊆ ST
}
, ∀u ∈ U . (4)

Definition 4: The set of all possible transmission time
intervals and resources for the data requests of U is

⋃
u∈U

Iu,

which is the union of all Ius.
Definition 5: Any set I which is a subset of all possible

transmission time intervals and resources, i.e., I ⊆
⋃
u∈U

Iu, is

a disjunctive set, if it meets all the following six resource and
temporal constraints.

1) Each spectrum unit and RRH unit are assigned to only
a single SU in each time slot:

S tu ∩ S tu′=∅, ∀t ∈ {1, 2, . . . ,T }, ∀ u 6= u′, (5a)

R̃t
u ∩ R̃t

u′=∅, ∀t ∈ {1, 2, . . . ,T }, ∀ u 6= u′. (5b)

2) The total assigned spectrum units to SUs are no larger
than the spectrum pool capacity in each time slot:⋃

u∈U
S tu ⊆ S t , ∀t ∈ {1, 2, . . . ,T }, (6)

3) The total number of assigned spectrum units for each
SU is limited by smax:

| S tu |≤ smax, ∀(t, u) ∈ ({1, 2, . . . ,T },U) . (7)

Note that, in general, smax could be different for various
requested data types.

4) In RRH assignment, minimum required SNR is
enforced:

Eh
[
γr,u

]
≥ γu, ∀(r, u) : r ∈ R̃t

u. (8)

5) Every user is allocated either none or exactly one ficti-
tious RRH unit of a real RRH:
umax∑
j=1

Indicator(R̃ti,j∈R̃t
u)
≤ 1, ∀t, ∀i = 1, . . . ,R.

(9)

where we have used an indicator function which
assumes one if its logical argument is true and zero
otherwise.

6) For all (Iu, twu , R̃u,Su) ∈ I, we have:

T su ≤ t
w
u ≤ T

w
u , max Iu ≤ T . (10)

If I is a disjunctive set, we write it as I ⊆D
⋃
u∈U

Iu.

Constants smax and umax could be determined in an adaptive
fashion based on the number of SUs, CSI, distribution of the
SUs, and requested data types. Other constraints can also be
added. For example, in Section VI (performance evaluation),
to avoid starvation of certain users in the CRAN that could
happen when some SUs consume all resources, we force each
SU to occupy a minimum number of spectrum units.

B. OPTIMUM SCHEDULING WITH BIG DATA PRIORITY
We define τ (I) as the maximum data transmission time
among SUs that are accepted by I. Mathematically, it is
written as

τ (I) := max
u:(Iu,twu ,R̃u,Su)∈I

τu

(
R̃u,Su

)
. (11)

Note that the maximum operation in (11) is performed over
accepted users only. At this point, the optimization problem in
our proposed scheduling and resource allocation framework
can be formally stated as follows:

max
I⊆D

⋃
u∈U

Iu
J (I) , (12)
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where maximization is carried out over all possible disjunc-
tive sets. The objective function is defined as

J (I) := 1
τ (I)

∑
u:(Iu,twu ,R̃u,Su)∈I αuLuL, (13)

where αu represents the weight or priority assigned to user u.
As will be demonstrated later on, the proposed objective has
the capability to simultaneously address both fairness and big
data issues.

By placing τ (I) in the denominator of the objective func-
tion, we favor small τ (I) values. This enforces the maximum
of SU’s data transmission times to be as small as possible.
Furthermore, a big volume of data leads to a greater data
transmission time, hence τ (I) will be dominated by big data
requests. By minimizing (11), the scheduling problem allo-
catesmore resource to big data requests. To further emphasize
on big data requests, the overall volume of transmitted data
is placed in the numerator of the objective function, and also,
αu can be adjusted properly to reflect priorities for certain
users. For example, αu =

Lu∑
u∈U Lu

assigns priorities directly
proportional to Lu, which gives a higher priority to the request
with bigger data volume. The quantities αus affect fairness
in the CRAN as well. We will study performance of the
proposed algorithm for both αu = 1 and αu =

Lu∑
u∈U Lu

.
The BBU pool should jointly perform the selection of SUs,

resource allocation and time scheduling to optimize (12),
which is accomplished by finding the optimal I, denoted by
I∗. Unfortunately, the size of the search space to exhaus-
tively find the global optimum I∗ is exponential in terms
of the number of optimization variables. In the next section,
we apply dynamic programming to reduce the computational
burden as much as possible while guaranteeing to reach the
globally optimum solution.

IV. DYNAMIC PROGRAMMING ALGORITHM
First, we describe a well-known problem which bears close
resemblance to our optimization problem. Then, we point
to the relevant references that have tackled this well-known
problem. Building on this existing techniques, we develop a
dynamic programming algorithm to solve our optimization
problem. To clearly demonstrate how the proposed method
works, a toy example is also presented.

A. SCHEDULING TASKS ON A SINGLE PROCESSOR
Suppose there are n tasks which can be processed by a single
processor. Each task can be completed only at certain time
intervals. These intervals are given as part of the problem
formulation. If two intervals for different tasks overlap, only
one can be completed. The problem is to schedule these tasks
so that a maximum number of tasks can be completed [62].
If a single completion interval is given per task, this problem
can be solved optimally via greedy scheduling. However,
it is well-known that if more than two possible processing
intervals are given per task, this problem is NP-hard [57].
It has been shown that finding the global optimum solution for
this problem amounts to determining the maximum colorful

independent set on an interval graph. Below, we provide the
definitions for these concepts.

1) Interval graph: A graph is an interval graph if its ver-
tices represent time intervals. Furthermore, there exists
an edge between two vertices if corresponding intervals
overlap.

2) Colorful set with respect to a function: For a finite set
A and a coloring function φ : A → {1, . . . ,N } ⊆ N,
where N is the set of natural numbers, B ⊆ A is
colorful with respect to φ if ∀a, b ∈ B, and a 6= b we
have φ(a) 6= φ(b). Indeed, we can assume that the set
{1, . . . ,N } represents N different colors. Then, we call
B is colorful if no two of its members have the same
color.

3) Independent set of a graph: It is a subset of graph ver-
tices with the property that neither two of its members
are connected by a direct edge.

Returning to our task scheduling problem, vertices are
connected by a direct edge if they overlap in time. Hence,
we can simultaneously schedule those vertices that are not
connected by an edge. If we assign the same color to all
those vertices that correspond to possible intervals for pro-
cessing a single task, then we want our set of scheduled
intervals to be colorful. This is because each task needs to
be processed only once. Hence, the problem of scheduling a
maximum number of tasks amounts to finding the maximum
colorful independent set of the corresponding interval graph.
Although this problem is NP-hard, various advancedmethods
have been proposed to minimize the complexity of solving
this problem (see [57], [63] for example). Here, we apply a
simple dynamic programming approach to solve our problem.
Yet, the methods in these references can be leveraged to
obtain even more complexity-efficient optimal algorithms.

B. CRAN SCHEDULING AS A COLORFUL INDEPENDENT
SET PROBLEM
To solve (12), we first enumerate all possible disjunctive sets.
Then, we evaluate each to obtain the one that maximizes
our objective in (13). First, we define a generalization of the
interval graph.

Our equivalent interval graph, G is defined by V as
the set of vertices, and E as the set of edges. Every
(Iu, twu , R̃u,Su) represents a vertex in the graph. For each
(Iu, twu , R̃u,Su), (Iu′ , twu′ , R̃u′ ,Su′ ) ∈ V , they are connected
by an edge if they cannot be scheduled simultaneously. This
amounts to an overlap in the time domain while simulta-
neously having an overlap either in frequency or RRH unit
resources. Mathematically, E is defined by

E =
{
(Iu, twu , R̃u,Su)(Iu′ , twu′ , R̃u′ ,Su′ )| (Iu ∩ Iu′ 6= ∅)

and
[(
S tu ∩ S tu′ 6= ∅

)
or
(
R̃t
u ∩ R̃t

u′ 6= ∅

)]}
. (14)

Also, we define a coloring function φ : V → U such that
φ
(
(Iu, twu , R̃u,Su)

)
= u where every user is represented

by a different color. So, any disjunctive set I corresponds
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to an independent colorful subset of vertices in graph G
which can be simultaneously scheduled. It is noticeable that
constraint (5) is taken into account when an edge exists
between two vertices, and constraints (6)-(8) are considered
in definition of vertices. Contrary to the processor scheduling
problem that targets the maximum colorful independent set,
our objective function in (13) is not necessarily maximized
by the maximum colorful independent set. Hence, we have to
enumerate over all colorful independent sets of various sizes
and evaluate them one by one to find the maximum. This task
is carried out via dynamic programming.

C. PROPOSED DP APPROACH
Let us defineAt

ν as the collection of all colorful independent
sets of size ν whose time intervals end at or before t . Note that
ν represents the number of users that are scheduled, and hence
it is a non-negative integer that assumes values between 0 and
U . The variable t is also a non-negative integer taking on a
value between 0 and T . Based on the principle of optimality,
the independent colorful sets of size ν may be calculated from
the independent colorful sets with smaller sizes or with a
shorter end time.Mathematically, this relationship is captured
in the following theorem.
Theorem 1: Initially, setAt

0 = ∅ andA
0
ν = ∅. Then,At

ν

can be determined by the following iteration:

At
ν =At−1

ν⋃
⋃

(Iu,twu ,R̃u,Su): max Iu=t

{
(Iu, twu , R̃u,Su),At

ν−1

}
D


(15)

where the subscript D ensures that only disjunctive augmen-
tations are accepted i.e., colorfulness and independence are
maintained.

Proof: To prove this theorem, we consider the following
cases separately:
1) The first case is when our generalized interval graph

contains no vertex whose time interval ends in time slot
t . It is obvious thatAt

ν = At−1
ν .

2) For the case that there exists a vertex whose time interval
ends at t , it can be added to any vertex in At

ν−1 as long
as the augmented set is still colorful and independent.
These newly formed feasible schedules should be added
to those inAt−1

ν .
�

Our proposed DP method in Theorem 1 is succinctly sum-
marized as Algorithm 1. After all colorful independent sets
are collected via Algorithm 1, Algorithm 2 evaluates the
objective over all these sets and selects the one yielding the
maximum value as the global optimum I∗. To further reduce
complexity, the update in (15) needs not to be computed at
every time slot but only at those time slots when a user’s
service is completed. With this approach, the computational
complexity is reduced, especially in case of having big data
requests that span over many time slots. The computational

Algorithm 1: Finding Colorful Independent Sets

Input:
{
< Lu × L,T su ,T

w
u , γu > ∀u ∈ U

}
, ST ,RT ,

and statistical CSI for RRHs-SUs.
Output:AT

ν , ∀ν ≤ U : Independent colorful sets.

1 ∀(r, u) ∈ R× U calculate E[γr,u]
2 Exclude (r, u) if E[γr,u] < γu

3 ∀u ∈ U form all possible τu(R̃u,Su) such that
| S tu |≤ smax

4 ∀u ∈ U form Iu
5 ∀t ∈ [0,T ]: At

0← ∅

6 ∀ν ≤| U |: A0
ν ← ∅

7 for ν ← 1 : U do
8 for t ← 1 : T do
9 At

ν ← At−1
ν

10 foreach Icand = (Iu, twu , R̃u,Su) ∈
⋃

u∈U Iu
that max Iu = t do

11 foreach I ∈ At
ν−1 do

12 if Icand 6= I then
13 if {Icand, I} is disjunctive then
14 At

ν ← At
ν ∪ {Icand, I}

15 return ∀ν : AT
ν

Algorithm 2: Finding the Optimal Solution

Input: ∀ν ≤ U : AT
ν , {αu,Lu × L | u ∈ U}

Output: I∗

1 Temp←−∞
2 foreach I ∈ AT

ν , ∀ν = 1, . . . ,U do
3 τ (I)← max

u:(Iu,twu ,Ru,Su)∈I
τu (Ru,Su)

4 Calculate J (I)
5 if J (I) > Temp then
6 I∗← I, Temp← J (I)

7 return I∗

complexities of Algorithm 1 and Algorithm 2 are analyzed in
the next section. Before closing this section, we present a toy
example to illustrate how Algorithm 1 works.

D. A SIMPLE EXAMPLE
Consider a simple CRAN where the values for U , S, R, smax,
and umax are all set to two. The proposed scheduling interval
begins at time slot one and ends at T = 22. Also, T s1 =
0, Tw1 = 1 and T s2 = Tw2 = 2. The spectrum availability
for SUs over time S ts is given on top of Table 2. We assume
that the SNR constraint (8) is always met for any user-RRH
pair. Since umax

= 2 and there are exactly two users, the
RRH service limit is always satisfied. Thus, it is optimal
for both users to connect to both RRHs over the service
time. Table 2 also shows all possible data transmission time
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TABLE 2. Available spectrum units and all possible schedules for the two users in the toy example.

intervals and resources for these two SUs where | I1 |= 6,
and | I2 |= 3. We use blue and red colors for SU 1 and
SU 2, respectively. The corresponding colorful interval graph
is presented in Fig. 2. In this graph, each vertex corresponds to
one (Iu, twu ,Ru,Su) and is labeled by a number. As explained
before, we only need to update the set At

ν at those time
slots where a schedule ends. Therefore, we assume 6 update

slots, i.e., 5, 6, 9, 10, 18, and 21 instead of all the 22 time
slots. Table 3 illustrates At

ν for ν = 0, 1, 2 and update
slot = 0, 1, . . . , 6. For example, A5

2, which is the (2,5)th
entry in the table, is formed according to following steps:
1- The contents ofA4

2 in entry (2,4) are copied inA5
2.

2- Is there (Iu, twu ,Ru,Su) which is completed in the 5th
update slot corresponding to the 18th time slot? The
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FIGURE 2. Colorful interval graph for our toy example. Each vertex
corresponds to an schedule presented in Table 2.

answer is positive: Ñ ends in the 5th update slot. Thus,
Ñis combined with contents of A5

1, i.e., Ê, Ë, Ì, Í,
Î, Ï, Ñ, and Ò. However, constraints on spectrum
units and color gives combination permission only for
Ê and Ë. Finally, the content of A5

2 becomes {ÊÑ}
and {ËÑ}.

Similarly,A6
2 is formed according to the following steps:

1- The contents of A5
2, which are {ÊÑ} and {ËÑ}, are

copied inA6
2.

2- Is there (Iu, twu ,Ru,Su) which is concluded in the 6th
update slot corresponding to time slot 21? The answer
is positive: Ð ends in the 6th update slot. So, Ð is
combined with contents of A6

1, i.e., Ê, Ë, Ì, Í, Î,
Ï, Ð, Ñ, and Ò. However, constraints on spectrum
units and color gives combination permission only for
Ì and Í. So, the content of A6

2 is {ÊÑ}, {ËÑ},
{ÌÐ}, and {ÍÐ}.

V. COMPLEXITY ANALYSIS
The number of possible intervals for SU u, | Iu |, equals to
N (twu )×N (Ru)×N (Su). N (twu ) is equal to T

w
u − T

s
u + 1, and

N (Ru) and N (Su) are equal to
∑R

r=1
(R
r

)
, and

∑smax

s=1
(
|S|
s

)
≤

(| S | +1)smax
, respectively. Therefore, the computational

complexity of the exhaustive search is
∏

u∈U | Iu |.
In Algorithm 1, the computational complexity of lines 1

and 2 is O(R × U ). Also, the complexities for lines
3 and 4 are O

(
U × (| S | +1)smax

×
∑R

r=1
(Rumax

r

))
and

O
(
U×(| S |+1)smax

×
∑R

r=1
(Rumax

r

)
×max(Twu − T

s
u + 1)

)
,

respectively. The complexity of lines 7-14 is
O
(
U2
×T×(|S |+1)smax

×
∑R

r=1
(Rumax

r

)
×max(Twu −T

s
u+1)

)
.

Overall, the complexity of Algorithm 1 is dominated by the
latest term. Algorithm 2 finds optimal scheduling between
independent colorful sets that are calculated in Algorithm 1,
so its complexity is dominated by that of Algorithm 1. It can
be observed that the proposed DP complexity is of order
O(U2

× T × max (Twu − T su + 1)) times the complexity
of forming all the possible candidates for a single u given
by | Iu | if we assume umax is close to one. However, the
complexity of exhaustive search equals to the product of
complexities of forming schedules for a single user, or | Iu |
which is larger by many orders. It is noteworthy that the
problem of interest is NP-hard so finding the global optimum
solution entails exponential complexity. However, the pro-

posed DP significantly reduces the exponential complexity
order. As one of the main contributions of this work, reaching
the global optimum is tractable over larger values of system
parameters than what could have been achieved by exhaustive
search. It is pointed out, however that, algorithms that are
even more complexity-efficient could be found by leveraging
prior works, such as [57] and [63].

VI. SIMULATION RESULTS
The performance metrics for scheduling in CRAN include:
(i) total data rate, (ii) maximum data transmission time, (iii)
average waiting times, (iv) percentage of the scheduled SUs,
and most importantly, (v) percentage of the scheduled SUs
which request big data. The normalized distance between the
minimum and maximum requested data sizes is divided into
5 ranges, where each range is recognized by ζ as upper bound
of that range. We assume the 5th range that is recognized by
ζ = 1 and contains 20% of the largest requested data sizes,
represents big data users. Raj Jain fairness index [65] is used
to measure fair resource allocation for the scheduled SUs of
each range.
While the branch-and-bound method will reach the glob-

ally optimal solution, it does so at an exorbitant cost in com-
putational complexity. Due to its impracticality, we did not
compare the proposed algorithm with the branch-and-bound
method. Instead, we considered two baseline algorithms for
the cloud BBU based scheduling. The first one is referred
to as modified earliest deadline first scheduling (MEDFS)
and the second algorithm is referred to by temporal resource
demand-capacity ratio scheduling (TRDCS). In MEDFS,
we first allocate the RRH-spectrum resources to the SU
with the earliest deadline [47], [48], [66]. In fact, nearest
RRHs that meet the SNR constraint, and maximum possible
spectrum units of smax are allocated to that SU. Afterwards,
we remove all other intervals of this SU and reject those SUs
whose QoS requirements cannot be satisfied by the remaining
CRAN resources. Then, we repeat this process until all SUs
are exhausted. When only one schedule per user is allowed,
this algorithm will reach the global optimum. When more
than two schedules per user exist, this algorithm will accept
more than half of the number of scheduled users at the global
optimum solution [67]. It is noteworthy that MEDFS strives
to schedule as many users as possible, irrespective of their
data types. The idea behind TRDCS is to schedule users at
those intervals where resources are abundant and the demand
is low. This will reduce the burden on heavily-loaded inter-
vals. To achieve this goal, a priority metric is defined for
every possible schedule. This metric equals the ratio of the
CRAN resource capacity in that interval to the overall SUs’
demands during the same interval. The overall demand is
defined as resource requirement of the investigated interval,
while excluding other intervals of that SU, plus demands of
all intersecting parts of other SUs’ intervals. For each SU, one
interval with the maximum overlap is considered. We first
accept the schedule with the maximum priority metric, then
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TABLE 3. At
ν for ν = 0,1,2 and update slot = 0,1, . . . ,6.

FIGURE 3. (a) An instance of the considered CRAN with U = 20, R = 10, and a single macro cell RRH that is fixed in center, (b) Minimum and
maximum data transmission times, T s

u and T w
u , (c) Number of requested frames, Lu, (d) Histogram of the number of time intervals and

resources, with respect to SU indices.

we remove all other intervals of the corresponding selected
SU and all intervals of other users that do not meet the CRAN

resource constraints. Then, we iterate until all users are either
scheduled or rejected.
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FIGURE 4. Results for an instance of the CRAN in Fig. 3: (a) | AAAT
ν |, (b) The number of scheduled SUs, and (c) Total data rate.

FIGURE 5. Monte carlo simulation results in the CRAN with respect to β: (a) Percentage of the scheduled SUs, (b) Total data rate,
(c) Maximum transmission time, and (d) Average waiting time.

A. SIMULATION SETUP
We consider a CRAN within 1000× 1000 m2 area with mul-
tiple RRHs for serving SUs, and a single base station for

serving the PUs. These RRHs and SUs are uniformly and
independently distributed within the square area. We assume
that the SUs are either static or have low mobility, and
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FIGURE 6. Performance of different algorithms with respect to ζ : (a) Percentage of scheduled SUs, and (b) Percentage of allocated resources.

TABLE 4. Values of simulation parameters.

therefore their positions remain almost constant during one
scheduling epoch. As a result, large-scale fading and shad-
owing are almost constant in one scheduling epoch. The
proposed DP algorithm does not require knowledge of
small-scale fading, but only its statistics are required. Once
a RRH-user assignment is made by the algorithm, exact
small-scale fading can be obtained online via pilot-based
methods to enable the maximum ratio transmission beam-
forming by the RRHs. It is assumed the capacity of the
backhaul and fronthaul links are large enough to sup-
port needed data flow of all scheduled users simultane-
ously [68]. Infinite buffer size is assumed for both RRHs and
users. SUs independently make data requests with size Lu
frames, which is uniformly distributed in the range

[
28, 216

]
.

The background noise spectral density is equal to σ 2
=

−168.60 dBm/Hz [22].
By assuming an urban environment for the small cells,

the distance-dependent path loss of RRHs-SUs channels is
given by: PL[dB] = PL◦ + 36.7 log10 dr,u − a◦ where
dr,u ≥ 1.135 m and is in meter. Furthermore, our operating
frequency equals 900 MHz, corresponding to a wave length
of 1

3 m. Shadowing effect is modeled by the log-normal
distribution with variance equal to 8 dB [69]. PL◦ is equal
to 30.58 dB, and a◦ is a correction factor which is used to

take into account different antenna heights at RRHs and SUs.
The total bandwidth of the network is assumed to be 20MHz,
with an activity rate 0.4 to 0.9 [70] for PUs. Correspondingly,
the relative spectrum pool capacity, β, is in the range 0.1 to
0.6 of the total bandwidth. The free part of this bandwidth
is partitioned into spectrum units with 1f = 200 KHz [71].
The spectrum units are occupied by PUs with an exponential
distribution dwell time equal to 103 × 1t . Note that S t can
be formed by using these information. The values for the rest
of simulation parameters are presented in Table 4.

B. SINGLE CRAN REALIZATION
An instance realization of the coverage area is shown in
Fig. 3a for a CRAN with U = 20 and R = 10. To ensure
a uniform spread of both RRHs and SUs across the overall
square area, each pair of SUs is forced tomaintain aminimum
distances equal to

√
2 × 1000m/20. Similarly, RRHs are

forced to maintain at least a distance of
√
2 × 1000m/10 to

each other. The minimum and maximum waiting times, min-
imum and maximum possible data transmission times (cor-
responding to various schedules) for these SUs are shown in
Fig. 3b when they make requests with lengths that are shown
in Fig. 3c. For illustration purpose, these times are scaled with
different factors. The histogram for the number of possible
transmission time intervals and resources (see (4)) is plotted
versus SU indices in Fig. 3d.

It can be observed that some SUs have no scheduling
option because of the constraints in (6) and (8). The possible
minimum andmaximum service times for these SUs are set to
zero in Fig. 3b. Therefore, they are rejected right away and are
not given as viable inputs to Algorithm 1. Fig. 4a shows the
number of disjunctive subsets. Figs. 4b and 4c show results
for the number of the scheduled SUs, and total data rate,
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FIGURE 7. Performance of the proposed DP with respect to ζ when αu equal to 1 and Lu∑
u∈U Lu

: (a) Percentage of scheduled SUs, and
(b) Percentage of allocated resources.

FIGURE 8. Average Raj Jain fairness indices of different algorithms.

respectively. These results clearly show better performance
of our proposed DP approach.

C. MONTE CARLO SIMULATION RESULTS
The following simulation results are obtained by averag-
ing over 104 randomly-generated CRAN realizations. The
percentage of the scheduled SUs, total data rate, maximum
transmission time, average waiting time for scheduled SUs
in the CRAN with respect to β are illustrated in Fig. 5. The
results show that the proposed DP achieves better perfor-
mance in the percentage of the scheduled SUs and total data

rate with respect to different β, which represents spectrum
pool capacity. The average percentages of the scheduled
SUs are 38.75%, 29.24%, and 26.97%, for the proposed DP,
MEDFS, and TRDCS, respectively. Although the percent-
ages of the scheduled SUs increase with increasing β for all
algorithms, the proposed DP enjoys an increasing number
of available schedules and achieves a higher performance.
The average data rates are 1.41, 1.18, and 1.04 [frames/1t]
for the proposed DP, MEDFS, and TRDCS, respectively.
Besides, due to the presence of (11) in the denominator of
the objective function, our proposed DP offers the best result
for the maximum transmission times, as shown in Fig 5c.
Fig. 5d plots average waiting times of the scheduled SUs.
The MEDFS algorithm achieves the minimum average wait-
ing time in comparison with the proposed DP and TRDCS.
However, with our proposed DP algorithm the scheduled SUs
experience lower waiting times as compared to the TDRCS
algorithm. We could use higher values of αu and lower values
of Twu for the SUs with real time services, and provide better
waiting times for them.

D. BIG DATA
Recall that the main motivation to propose (12) is to favor
and support big data transmission in the CRAN. In Fig. 6,
the percentage of the scheduled SUs, and the percentage of
the allocated resources are demonstrated with respect to ζ ,
which classifies data sizes into one of five ranges. Curves are
plotted for three cases: β = 0.1, 0.3, and 0.6. Fig. 6a shows
that our proposed DP algorithm schedules more SUs with big
data requests. Also, Fig. 6b demonstrates that our proposed
approach has better performance in resource allocation for
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FIGURE 9. Long-term performance evaluation of different algorithms versus arrival rate of spectrum units: (a) Percentage of scheduled SUs,
(b) Percentage of scheduled SUs with ζ = 1; Long-term performance evaluation of different algorithms versus arrival rate of SUs: (c) Data rate,
(d) Percentage of scheduled SUs, (e) Percentage of scheduled SUs with ζ = 1, (f) Data rate.

the big volumes of data requests. This better performance is
a direct consequence of using (11) in the objective function,
and is achieved in addition to the higher data rate for CRAN,
and higher percentage of the scheduled SUs (as studied in
Subsection VI-C).

Fig. 7 illustrates the results obtained by setting priority
weights of users to αu =

Lu∑
u∈U Lu

to favor big data users
even more. We observe that better performance for big data
users is achieved. However, this performance improvement
comes at the cost of reduced fairness between the requests
with different sizes. This fact is illustrated in Fig. 8 where the
average Raj Jain fairness index of our proposed DP method
is 96.10% and 82.17% for αu = 1 and αu =

Lu∑
u∈U Lu

,
respectively. However, the proposed DP method achieves a
better fairness than the MEDFS method (with average Raj
Jain fairness index of 71.59%) and lower fairness than the
TRDCS method (with average Raj Jain fairness of 97.82%).

E. LONG TERM REALIZATION
A long-term realization of the CRAN is evaluated for 1 hour.
We assume SUs arriving to the CRAN according to a Poisson

distribution with rate equal to λu [SUs/min], which is coupled
with the data request rate. Also, we consider the rate λs
[spectrum units/min] for the Poisson process that simulates
arriving spectrum units in the spectrum pool. To have dif-
ferent conditions, SUs arrive in independent and uniform
random locations of the CRAN.

Figs. 9a-c show the long-term performance of different
algorithms versus λs, with λu = 30 [SUs/min] and β ≥ 0.1.
Fig. 9a shows that our proposed DP algorithm achieves a
higher percentage of the scheduled SUs. By incorporating
nonuniform priority in our approach, the percentages of the
scheduled SUs are decreased, but still these percentages are
higher in comparison with those of other two algorithms.
Fig 9b shows that by using this priority flexibility the BBU
pool serves highest percentages of SUswith two upper deciles
of data request sizes. Fig. 9c demonstrates that the BBU pool
handles higher rates of data flow using our proposed DP
method.

Figs. 9d-f illustrate long-term performances of different
algorithms versus λu, with λs = 150 [Spectrum units/min].
In Fig. 9d, by increasing λu, all algorithms have more
scheduling options. However, because of the fixed spectrum
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pool capacity, percentages of the scheduled SUs decrease
with increasing λu for all algorithms. Also, for the cases λu =
5 and 10, the BBU pool has large spectrum pool capacity
and hence different algorithms produce the same results. Our
proposed DP algorithm achieves higher percentages of the
scheduled SUs in all values of λu. In Fig. 9e the highest
percentages of the scheduled SUs with two upper deciles of
data request sizes are for DP with αu =

Lu∑
u∈U Lu

, αu = 1,
TRDCS, and MEDFS, respectively. Finally, Fig. 9f shows
that by using the proposed DP algorithm, the BBU pool
achieves higher data rates in all values of λu.

VII. CONCLUSION AND FUTURE DIRECTIONS
We have formulated and solved a joint SU selection, RRHs
and spectrum allocation, and deadline-aware time scheduling
problem for efficient downlink data transmission of SUs in a
cognitive CRAN. The problem is formulated in such a way
to give a higher priority to big data requests. The problem
was shown to be NP-hard. We then proposed a DP-based
approach to reduce the complexity in finding the optimum
solution. The proposed solution approach has two phases.
In the first phase, all feasible solutions are obtained by Algo-
rithm 1, and in the second phase, optimum schedules are
obtained by Algorithm 2. Simulation results demonstrate that
significant improvements in total data rate, percentage of the
scheduled SUs, and most importantly, higher priority for big
data transmissions are achieved by the proposed algorithm in
comparison with two baseline scheduling algorithms which
are referred to as MEDFS and TRDCS algorithms.

As future research directions, this work can be extended to
the scenarios where RRH and/or SUs have multiple antennas,
and/or when the BBU pool has imperfect knowledge of RRH-
SU links. This imperfect knowledge can be in the form of
statistical CSI, quantized CSI, or estimated CSI. In addi-
tion, techniques such as NOMA and/or beamforming may
be utilized concurrently to simultaneously allocate a vacant
spectrum unit to more than one SU. Moreover, the maximum
number of spectrum units that can be used by each SU (smax)
and the maximum number of SUs that can be simultaneously
served by each RRH (umax) could be designed in an optimal
fashion based on the requested data types andCSI availability.
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