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ABSTRACT Recent deep learning approaches for melody harmonization have achieved remarkable perfor-
mance by overcoming the uneven chord distributions of music data. However, most of these approaches
have not attempted to capture an original melodic structure and generate structured chord sequences
with appropriate rhythms. Hence, we use a Transformer-based architecture that directly maps lower-level
melody notes into a semantic higher-level chord sequence. In particular, we encode the binary piano roll
of a melody into a note-based representation. Furthermore, we address the flexible generation of various
chords with Transformer expanded with a VAE framework. We propose three Transformer-based melody
harmonization models: 1) the standard Transformer-based model for the neural translation of a melody
to chords (STHarm); 2) the variational Transformer-based model for learning the global representation of
complete music (VTHarm); and 3) the regularized variational Transformer-based model for the controllable
generation of chords (rVTHarm). Experimental results demonstrate that the proposed models generate more
structured, diverse chord sequences than LSTM-based models.

INDEX TERMS Music information retrieval, computer generated music, neural networks, self-supervised
learning.

I. INTRODUCTION
Automatic melody harmonization, which finds a coherent
chord sequence that fits the given notes in a melody, is an
essential topic in music generation. This task, which imi-
tates the harmonizing process, is important for understanding
human composition [1]. It is also practical for commercial
use since it can reduce barriers to creating music without
expertise [2], [3].

A melody harmonization task requires capturing the
long-term dependencies in music since a constrained sets
of chord progressions can consistently interact with a given
melody [4]. This has motivated the use of linguistic tech-
niques such as context-free grammar [5], genetic algo-
rithms [6], or hidden Markov models (HMMs) [3], [7], [8].
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Recently, deep learning approaches with bidirectional long
short-termmemory (BLSTM) showed robust performance by
effective nonlinear sequential modeling of bar- or half-bar-
based melody and chords [9]–[11]. Moreover, these studies
successfully overcame the uneven chord distributions that are
in common musical data.

Nevertheless, these LSTM-based studies had limitations
in generating concrete chord structures. First, the models
were unable to encode an original melodic structure despite
their sequential architectures [4]. The notes in a melody
were aggregated within a chord duration into a pitch-class
histogram before being fed to the model. Second, the models
did not explicitly consider capturing the patterns of chord pro-
gressions. Chord labels correspond to the constant time grids
(e.g., a bar or half-bar). Sequential modeling of grid-based
chord labels is likely to result in ambiguous patterns or hier-
archies of the generated outputs [8].
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Hence, we attempt to utilize a recent language model,
Transformer, for structured melody harmonization. Trans-
former directly encodes inter- and intra-structures between
two sequential data in dynamic length [12]. Thus, with Trans-
former, we can approach melody harmonization as the trans-
lation between two different languages, melody notes and
chord labels, which share a semantic musical context.

However, conventional Transformer-based studies encoded
music as a series of musical events [15]. Using event-based
representations differs from how humans perceive a rendered
or score-written melody for harmonization [16]. Instead,
a grid-based melody representation can be more intuitive
for modeling melodic patterns synchronized with chord
labels [4], [17], [18]. In our work, we convert a melody into a
more intuitive note-based representation, where each frame
represents one note. To this end, we use a novel time-to-note
compressionmethod tomap a binary piano roll representation
into a note-based embedding.

In addition, we expand the conventional chord predic-
tion task to a flexible harmonization task using a variational
autoencoder (VAE) [19]. A melody can introduce diverse
interpretations from multiple perspectives toward its musical
structure or the arrangers’ personalities [10], [20]. Therefore,
it is more intuitive to sample chords from the proper distribu-
tion of real-world music. Current music generation systems
have also leveraged VAE-based methods to produce creative
outputs from the latent space [21]. However, most previous
studies of melody harmonization have aimed at the static
generation of chords with fixed model parameters. Thus,
we utilize the VAE setting, which explicitly approximates the
general chord distribution, for stochastic harmonization.

We concretely use the variational Transformer inspired
by Lin et al. [22]. They used a Transformer-based model
extended by a conditional VAE framework to gener-
ate a response from a conditional context. We leverage
this seq2seq architecture to achieve a variational neural
machine translation (VNMT) from a given melody to the
chords [23]–[25]. To the best of our knowledge, we are
the first to apply the VNMT approach to music generation.
In particular, our approach is different from previous music
generation studies using the variational Transformer, which
mostly served as an autoencoder [26], [27].

Furthermore, we attempt to regularize the variational
Transformer for controlling the chord outputs through a dis-
entangled representation. Generating arbitrary sets of chords
may not satisfy users whowould like to create music based on
their own tastes. In terms of building interactive music gen-
eration systems as well as learning a good representation for
sequential data, controllable generation with the VAE frame-
work has mainly been approached by recent studies. These
studies have aimed to learn disentangled representations for
high-level musical features, such as pitch, rhythm, harmony,
context, or arousal, through supervised learning [28]–[31].
Inspired by these studies, we use domain-specific induc-
tive bias to achieve a disentangled representation for the
well-summarized context of the target melody and chords.

In particular, we exploit an auxiliary regularization method
proposed by Pati and Lerch [32] to force the target represen-
tation to be related to the musical attribute. We set the number
of unique chords in a chord progression as a controllable
attribute of the generated chords.

In this paper, we propose three Transformer-based mod-
els for structured and flexible chord generation from a
given melody. These models are based on three types of
Transformer architecture: 1) the Standard Transformer for
structured Harmonization (STHarm), 2) the Variational
Transformer for flexible Harmonization (VTHarm), and
3) the regularized Variational Transformer for controllable
Harmonization (rVTHarm). Our contribution also lies in
the substantial evaluations of each model’s performance
using multiple datasets. One dataset is a benchmark dataset
of popular music that is used for the direct comparison
with previous approaches. The other dataset contains music
from the contemporary genre, such as jazz, which pos-
sesses relatively higher musical tension than popular music.
These datasets also differ by whether a key signature is
normalized. Therefore, we assess the harmonization models
in various dataset settings. The experimental results sup-
port that STHarm, VTHarm, and rVTHarm can capture
structured contexts within and between melody and chord
sequences, increase chord diversity, and explicitly control
chord outputs, respectively, compared to LSTM-based mod-
els. The source code for the proposed methods is available at
https://github.com/rsy1026/harmonizers_transformer.

II. RELATED WORKS
A. MELODY HARMONIZATION
Rule-based studies aim to simulate structural chord progres-
sions carefully using linguistic techniques and heavy domain
knowledge [4], [5], [33], [34]. Generic algorithms (GAs)
were early probabilistic solutions that were combined with
rule-based constraints [6], [20]. Machine learning approaches
such as hidden Markov models (HMMs) demonstrate the use
of probabilistic modeling to assess temporal dependency in
music [3]. However, due to the inability of a standard HMM
to capture elaborate harmonic functions, the HMM-based
model was improved with domain knowledge [7] or
tree-structured Markov models based on probabilistic
context-free grammar [8], [35].

Lim et al. [9] utilized a stacked bidirectional long short-
termmemory (BLSTM) model to predict a chord for each bar
of a given melody that was aggregated into a pitch-class his-
togram. This LSTM-based approach successfully improved
model robustness for the skewed distribution of commonly
used chords. Recently, Yeh et al. [10] revisited a sufficient
number of conventional methods and consequently proposed
MTHarmonizer, a deep multitask model that predicts chords
with correct phrasings by directly supervising harmonic func-
tions. Canonical metrics for assessing the coherence and
diversity of the created chord sequence were also proposed.
Sun et al. [11] used the orderless neural autoregressive
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TABLE 1. Summary of the differences between the previous and proposed approaches for melody harmonization. The top attributes are related
to the model architecture and experimental settings. The bottom attributes are related to the objectives of the studies. Bolded text indicates
distinct differences between the proposed methods and the other methods.

distribution estimation (NADE) and the blocked Gibbs sam-
pling method to approximate the complex joint probability
among chords given a melody. They provided the model with
a masked chord sequence so that the model could predict
masked entries and leveraged class weights to efficiently
balance the uneven distribution of chords.

These LSTM-based models shared the same data repre-
sentation and model architecture. In particular, the models
by Yeh et al. and Sun et al., which improved the musical
grammar or the diversity of chord types, were extensions
of the model by Lim et al.. However, we assume that the
LSTM-based approach is limited to modeling a serialized
chord sequence without capturing the realistic pattern of
chords. Our proposed models, which investigate the intrap-
atterns and interrelationship of the melody and chords, reveal
the main difference in the model architecture. Table 1 sum-
marizes additional details on how the proposed models differ
from the LSTM-based approaches in terms of experimental
settings and objectives.

B. TRANSFORMER-BASED MUSIC GENERATION
Music Transformer, introduced by Huang et al. [15], was
one of the successful models for various objectives of
long-term symbolic music generation. These researchers
applied an event-based representation to polyphonic music
performance data [36]. LakhNES used the extended Trans-
former architecture, Transformer-XL, to generate plausible
multi-instrumental game sound chips [37]. Pop Music Trans-
former also used Transformer-XL and a novel data repre-
sentation called ‘‘revamped MIDI-derived events (REMI)’’
was proposed to consider the metrical structure for gener-
ating polyphonic pop music [17]. Jazz Transformer adapted
REMI to jazz music to create long-term coherent jazz lead
sheets [38]. More recently, chord conditioned melody trans-
former (CMT) leveraged Transformer decoders to generate a
grid-based melody given a chord progression [18]. This work
attempted to create a melody with proper rhythms that were
well aligned with the given chords. This work was similar to
the current interest of our study.

Furthermore, Choi et al. [26] proposed a Transformer-based
autoencoder that achieved global representation for the
musical contexts of polyphonic piano performance data.
Jiang et al. [27] introduced a hierarchical Transformer VAE
to learn context-sensitive melody representation with self-

attention blocks, enabling the model to control the melodic
and rhythmic contexts.

C. MUSIC GENERATION FROM DISCRIMINATIVE
LEARNING
Discriminative learning frameworks have been adapted to
music generation studies. For example, Pati and Lerch [32]
proposed a novel loss function for regularizing a latent vari-
able to correlate with one musical attribute. EC2-VAE and
ExtRes decoupled representations of a melody’s pitch and
rhythmic attributes by intermediate supervision [28], [29].
FaderNet controlled polyphonic music by both low-level and
high-level musical attributes using direct supervision and
the regularization scheme from Pati and Lerch [30], [32].
Wang et al. [39] decoupled chord and texture attributes
for interpretable generation of polyphonic music. PianoTree
VAE aimed to achieve a representation of a tree-structured
musical syntax [31].

III. PROPOSED METHOD
We propose three models based on Transformer target-
ing structured and flexible melody harmonization. The first
model uses the standard Transformer model to translate a
melody to a chord sequence. The second model uses the
variational Transformer to learn a global latent representation
of the complete music [22]. The last model regularizes the
representation of the variational Transformer to control har-
monic attributes. We name these models STHarm, VTHarm,
and rVTHarm, respectively. In each model, the Transformer
encoder receives a given melody, and the decoder generates a
chord sequence according to the attention weights computed
between the melody and chords. The overall structures of the
proposed models are illustrated in Fig. 1.

A. STANDARD TRANSFORMER MODEL (STHarm)
STHarm generally follows the original Transformer model,
except that the input and output representations are not event-
based [12]. Instead, we use a binary melody piano roll and
serialized chord labels instead of musical event tokens. Each
frame of the melody piano roll represents the same temporal
length.

Let x1:T ∈ {0, 1}T×|P| be a one-hot vector sequence of a
given melody, where T is the length of the melody, |P| is the
number of pitches, and t is a time index by the length of a

VOLUME 10, 2022 28263



S. Rhyu et al.: Translating Melody to Chord: Structured and Flexible Harmonization of Melody With Transformer

FIGURE 1. The overall architectures of the proposed methods: (a) STHarm and (b) VTHarm and rVTHarm. VTHarm and rVTHarm share the same
architecture. The colored area and dotted lines represent the modified parts, from the vanilla Transformer.

sixteenth note. The encoder receives the input x1:T to capture
the notewise melodic context as (1):

e(S)T = Embedding(x1:T )

e(S)N = TimeToNote(e(S)T + wT ,M )

Enc(x1:T ) = Self-AttBlocks(e(S)N + wN ) (1)

where eT , eN , S, and N denote the time-level embed-
ding vectors, note-level embedding vectors, STHarm, and
the number of melody notes, respectively, Embedding and
Self-AttBlocks denote the embedding layer and L multi-
head self-attention blocks that are identical to the vanilla
Transformer, respectively [12], w∗ denotes a sinusoidal posi-
tional embedding scaled by a trainable weight [40], and
TimeToNote is a novel method that we propose to convert the
timewise embedding to the notewise embedding to capture the
note patterns in a melody.

In the Time2Note procedure, we add the scaled positional

embedding wT to e(S)T . Then, we transfer it to the notewise
embedding e(S)N with average pooling by an alignment matrix

M ∈ {0, 1}T×N as (2), where M indicates the alignment
path between a piano roll and a series of notes. This process
enables each frame of the notewise embedding to preserve the
information of the original note duration:

TimeToNote(e,M ) = Linear

(
MT
· e∑T

t=1Mt,1:N

)
(2)

where Linear denotes a fully connected layer. The com-
pressed embedding e(S)1:N is added to another scaled positional
embedding wN and passes through the L multihead self-
attention blocks.

The decoder receives the right-shifted target chords and
computes attention with the encoder output Enc(x1:T ) to pre-
dict the chords as (3):

e(S)O = Embedding(y0:O−1)

é(S)O = AttBlocks(e(S)O + wO,Enc(x1:T ))

p(ỹ1:O) = Softmax(Linear(é(S)1:O)) (3)

where y0:O−1 ∈ {0, 1}O×|C| is a sequence of one-hot vectors
for the right-shifted target chords,O is the length of the chord
sequence, |C| is the number of chord classes, and AttBlocks
denotes L loops of the Transformer attention blocks. The final
probabilities are estimated by a final linear layer with softmax
activation.

B. VARIATIONAL TRANSFORMER MODEL (VTHarm)
The proposed architecture of VTHarm is inspired by [22].
VTHarm has an additional probabilistic encoder for a latent
variable z, where z represents the global attribute of the
aggregated melody and chords. We denote this encoder as
the context encoder. We add a global key signature label as
a conditional input token to the model. The key signature is
essential for an arbitrary melody to obtain a certain harmonic
context [41]. The key signature token can aid the model in
specifying the latent space and sampling the outputs from the
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constrained chord distributions. In contrast, STHarm does not
use this token since it finds the mean distribution for chords
that best fit a given melody.

The encoder used in VTHarm is identical to the encoder
used in STHarm, except that the conditional token c is con-
catenated at the beginning of the note-based melody embed-
ding e(V)N as in (4):

e(V)N+1 = Concats(c, e
(V)
N )

Enc(c, x1:T ) = Self-AttBlocks(e(V)N+1 + wN+1) (4)

where Concats denotes the concatenation over the sequence
dimension. The self-attention block can connect c and the
remaining parts of the embedding and convey any constraints
to the whole embedding.

The context encoder infers the latent representation z from
the encoder output, chord input y, and conditional token c
as (5):

e(V)O+1 = Concats(c,Embedding(y1:O))

é(V)O+1 = Self-AttBlock(e(V)O+1 + wO+1)

r = Concatd (Pool(Enc(c, x1:T )),Pool(é
(V)
O+1))

[µ, σ ] = Linear(r) z ∼ N (µ, σ ) (5)

where V denotes VTHarm, Concatd denotes the concatena-
tion over the feature dimension, Pool denotes the average
pooling over time, and self-AttBlock denotes only one loop of
the self-attention block. The context encoder maps the chord
input y1:O into the embedding e(V)O . Then, c is concatenated
at the beginning of e(V)O over the sequence dimension before
the multihead self-attention blocks. The self-attention output
contains the harmonic context according to the key informa-
tion. It is mean-aggregated over time so that it represents the
global information of the chords [26]. The encoder output
E(c, x1:T ) is also mean aggregated over time to represent the
global attribute of a melody. These two aggregated vectors
are concatenated over the feature dimension and pass through
the bottleneck, resulting in two parameters, µ, and σ . The
latent code z is inferred from µ and σ through the reparam-
eterization trick, and its prior is assumed to be the normal
distribution [19].

The decoder reconstructs the target chords from the
right-shifted chord input and encoder output, conditioned by
c and the latent variable z as (6):

e(V)o = Concats(z+ c,Embedding(y1:O−1))

é(V)O = AttBlocks(e(V)O + wO,Enc(x1:T ))

p(ỹ1:O) = Softmax(Linear(é(V)O )) (6)

The right-shifted chord input is first encoded with the same
lookup table from the context encoder. The latent variable
z and the key signature token c are added to the beginning,
which corresponds to the ‘‘start-of-sequence’’ part of the
chord embedding. The following attention network transfers
the aggregated information from z and c to all frames of the
embedding. The rest of the Transformer decoder reconstructs
the target chords.

C. REGULARIZED VARIATIONAL TRANSFORMER
MODEL (rVTHarm)
Training VTHarm alone cannot guarantee a disentangled
representation of the desired aspect. Therefore, rVTHarm
aims to achieve a disentangled representation to control
the generated chord outputs. We use the auxiliary loss by
Pati et al. [32] to directly supervise the latent representation
z. In this study, we choose the number of unique chords in the
progression, or chord coverage, as a naive attribute for the
chord complexity [10].

The regularization function from Pati et al. assumes that
the target dimension of the latent representation can be
disentangled by its monotonic relationship with a specific
attribute [32]. For example, the target attribute value should
increase when the constrained latent dimension is modu-
lated toward a positive direction. To this end, the differ-
ence between the attribute values of an arbitrary pair of two
samples is forced to be the same sign as that between the
corresponding latent representations. Let ai and aj be the
target attribute values of the ith and jth batches, respectively,
where i, j ∈ [1,B] and B is the batch size. Similarly, let zri
and zrj be the r th dimension values of the latent variables of
the ith and jth batches, respectively. A distance matrix Dr is
computed between all pairs of zri and zrj in the mini-batch.
The correspondingDa is computed in the same way between
all pairs of ai and aj. We minimize the difference betweenDr
and Da as (7):

LReg = MSE(tanh(Dr ), sign(Da)) (7)

where MSE is the mean squared error. In this paper, we reg-
ularize the first dimension of z, so r = 1.

D. TRAINING OBJECTIVES
The main objective for STHarm is maximizing the log
likelihood of the estimated chord sequence y given the
melody x:

LST = E[− log pθ (y|x)] (8)

where θ are the model parameters of STHarm.
In VTHarm, the main goal is to approximate the marginal

distribution of y through the objective of negative evidence
lower bound (ELBO) by minimizing the losses for the recon-
struction and Kullback-Leibler divergence (KLD) [19]. The
chord probability pθ (y) and posterior distribution qφ(z) are
conditioned by the melody input x and key signature token c,
whereas the prior pθ (z) is the normal distribution following
the conditional VAE framework [42]:

LVT = Eqφ (z|x,y,c)[− log pθ (y|x, z, c)]

+ λKLKL(qφ(z|x, y, c)‖pθ (z)) (9)

where qφ is the posterior distribution of z parameterized
by φ, and λKL is a hyperparameter for balancing the
KLD loss term [21], [43].

This training objective is expanded in rVTHarm by
the explicit regularization of the latent space. Therefore,
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rVTHarm shares the overall objective with VTHarm except
for the added regularization term as (10):

LrVT = LVT + λRegLReg (10)

where λReg is a hyperparameter for balancing the auxiliary
loss term.

To generate chords, VTHarm and rVTHarm autoregres-
sively sample the chord output y1:O from the melody
input x1:T , latent variable z, and conditional token c as (11):

pθ (y|x, z, c) =
∏
O

pθ (yo|x1:t , y0:o−1, z, c) (11)

where z is sampled from the normal prior N (0, 1).

IV. EXPERIMENTAL SETTINGS
We conduct objective and subjective evaluations for the three
proposed methods. In this section, we explain the settings for
the corresponding experiments. We first introduce the two
datasets used for the experiments. Next, we summarize the
baseline models, model settings, and metrics for the evalua-
tions.

A. DATASETS
We set |P| = 13 for the 12 pitch classes and rest. We convert
all chords into one of the 72 chords, which are triad chords
in major, minor, diminished, and seventh chords in major,
minor, dominant, so that |C| = 72. Each note and chord
are quantized by lengths of sixteenth note and a half-measure
for all datasets, respectively. The length of each batch is a
maximum of 8 measures. We only use songs with a time
signature of 4/4 and all songs are set to 120 BPM. The train-
ing, validation, and test sets for each dataset are divided into
approximately an 8:1:1 ratio. We construct batches by slicing
each song into excerpts of 8-measures where 2-measures
overlap. For each test, we extract 8-measure excerpts without
an overlap. We use two public datasets that differ in some
experimental settings as well as musical characteristics: the
Chord Melody Dataset (CMD) and the Hooktheory Lead
Sheet Dataset (HLSD).

1) THE CHORD MELODY DATASET (CMD)
CMD [14] is composed of 473 songs in contemporary gen-
res such as jazz and pop. The songs in this database are
only in the major key, and most of them are transposed to
all 12 keys. We choose this dataset to examine the model
performance from the complex chords in various keys with
nontrivial tensions. The lead sheets are in themusic extensible
markup language (MusicXML) format, where the melody
and chord labels are manually annotated and are parsed with
the existing MusicXML parser [44], [45]. We use 389 songs
for the training set and the rest for the validation and test
sets (48 songs each). As a result, we use 36,528, 1,756,
and 165 samples for the training, validation, and test sets,
respectively.

2) THE HOOKTHEORY LEAD SHEET DATASET (HLSD)
HLSD [13] is an online database of melody and chord annota-
tions that cover various genres, such as the pop, new age, and
original soundtracks. This dataset has been constructed on a
crowdsourcing platform called TheoryTab,1 in which users
have transcribed a large number of high quality melodies and
chords. This dataset contains the raw annotations of melodies
and chords in XML format, JSON data of the symbolic fea-
tures of melodies and chords, and piano-roll figures depicting
the melody and chords.We use the JSON data for 9,218 songs
divided into 13,335 parts. We also normalize all songs into
C major or C minor, as in previous studies [10], [11]. Fol-
lowing Sun et al. [11], we use 500 parts for the test set and
the other 500 parts for the validation set. As a result, we use
32,619, 1,346, and 809 samples for the training, validation,
and test sets, respectively.

B. COMPARATIVE METHODS
We use two baseline models and one ground truth for our
study. BLSTM by Lim et al. [9] is composed of two stacked
layers of bidirectional LSTM. This model has been a base
for most of the recent deep learning approaches [10], [11].
We use BLSTM to compare the stacked RNN structure with
Transformer. ONADE by Sun et al. [11] uses the order-
less NADE and Gibbs sampling. This model represents a
BLSTM-based model with randomness and improved chord
diversity. For the ground truth, we use the original pro-
gressions from the datasets. We denote the ground truth
as Human.

C. TRAINING
The embedding sizes of the melody and chord are 128 and
256, respectively. We use a hidden size of 256, attention head
size of 4, number of attention blocks L of 4, and size of the
latent variable z of 16. A dropout layer is used after every
scaled positional encoding at a rate of 0.2. We use an Adam
optimizer [46] with an initial learning rate of 1e-4, which
is reduced to 95% after every epoch. We train the proposed
models for 100 epochs with a batch size of 128. To select the
value of λKL , we refer to several studies on VAE-based music
generation in which a scaling weight smaller than 1 encour-
ages better reconstruction [21], [47]. Then, we empirically set
λKL and λReg to be 0.1 and 1, respectively, which results in the
best performance.

The models are implemented and evaluated in Python 3
and the PyTorch deep learning framework of version 1.5.0.
For training each model, we use one NVIDIA GeForce
GTX 1080 Ti. We mostly refer to the previous implemen-
tations [40], [48] when implementing the vanilla Trans-
former. For implementing and training BLSTM and ONADE,
we use the original settings [9], [11]. The gradients are
all clipped to 1 for the learning stability during training of
all models. VTHarm, rVTHarm, and ONADE are assessed
with 10 test samples per melody due to their randomness.

1https://www.hooktheory.com/theorytab
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Other models are evaluated with the samples in maximum
probabilities. We use the truncation trick with a threshold
of 3 for VTHarm and rVTHarm in qualitative and subjective
tests [49].

D. METRICS
We introduce three categories of metrics for evaluating the
proposed models: chord coherence and diversity, harmonic
similarity, and subjective evaluation.

1) CHORD COHERENCE AND DIVERSITY
We use six canonical metrics proposed by Yeh et al. that
have been leveraged by recent studies [10], [11]. In brief,
chord histogram entropy (CHE) and chord coverage (CC)
measure chord diversity. Chord tonal distance (CTD) mea-
sures the coherence of the chord transition. Chord tone
to non-chord tone ratio (CTR), pitch consonance score
(PCS), and melody-chord tonal distance (MTD) measure
the coherence between the melody and chords:

• Chord histogram entropy (CHE). This metric com-
putes the entropy from the histogram of |C| bins that
counts the occurrences of the chord classes within the
chord sequence:

CHE = −
|C|∑
i=1

pi log pi (12)

where pi denotes the probability of the ith bin of the
histogram.

• Chord coverage (CC). This metric is the number of
unique chord labels that occur in the chord sequence.

• Chord tonal distance (CTD). This metric is the
Euclidean distance between the 6-D tonal feature vec-
tors that represent the two adjacent chords. These vec-
tors are calculated using the pitch class profile (PCP)
features [50], [51]. We compute the average of the
CTD values for all pairs of adjacent chords in each
progression. Each CTD is calculated as (13):

CTDn(d) =
1
‖cn‖1

11∑
l=0

8(d, l)cn(l)

0 ≤ d ≤ 5 0 ≤ l ≤ 11 (13)

where n is the chord index, d is one of the dimension
indices of the 6-D tonal space, cn is the PCP vector of
the nth chord, where the number of entries for the chord
tones is 1 (cn ∈ {0, 1}), l denotes one of the 12 entries
of the PCP vectors, where each entry corresponds to
each pitch class, and φ(d, l) denotes the d th basis of the
6-D tonal space for the lth entry of the PCP vector.

Each basis is defined as (14):

φl =


8(0, l)
8(1, l)
8(2, l)
8(3, l)
8(4, l)
8(5, l)

 =



r1 sin l
7π
6

r1 cos l
7π
6

r2 sin l
3π
2

r2 cos l
3π
2

r3 sin l
2π
3

r3 cos l
2π
3



0 ≤ l ≤ 11

(14)

where φl is the complete transition matrix of the 6-D
feature vector for the lth entry of the PCP vector, r1, r2
and r3 are the radii of the three circles that represent
the 6-D tonal space. They are set to 1, 1, and 0.5,
respectively, as in Harte et al. [51].

• Chord tone to non-chord tone ratio (CTR).Originally
named CTnCTR, this metric is the ratio of the number of
chord tones compared to the number of nonchord tones
and proper nonchord tones, which have a maximum of
2-semitone intervals to the right-after note:

CTR =
nc + np
nc + nn

(15)

where nc, nn, and np denote the number of chord tones,
nonchord tones, and proper nonchord tones, respec-
tively, that are computed from the melody notes and
corresponding chord labels.

• Pitch consonance score (PCS). This metric is a con-
sonance score based on pitch intervals between the
melody note and corresponding chord notes. The pitches
of the melody notes are assumed to always be higher
than those of the chord notes. According to the pitch
interval, PCS is one of {−1, 0, 1}: 1 for perfect 1st
and 5th, major/minor 3rd and 6th; 0 for perfect 4th;
and −1 for other intervals. The PCS values within each
sixteenth-note window are aggregated into the average.
We compute the total average of the aggregated PCS for
all windows over time.

• Melody-chord tonal distance (MTD). Originally
named MCTD, this metric is the tonal distance between
each melody note and its corresponding chord label. It is
calculated in the same way as CTD. Each MTD value is
weighted by the duration of the corresponding melody
note. We average the MTD values for all of the melody
notes and their chord labels.

2) HARMONIC SIMILARITY
We measure the similarity between the generated and
human-composed chords with three metrics and assume that
the chord progressions in the human-composed music inherit
hierarchical and metrical structures [16], [52]. Hence, we set
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TABLE 2. Evaluation results for chord coherence and diversity. CHE and CC measure the chord diversity, whereas the remaining four metrics measure the
chord coherence: CTD measures the coherence of the chord progression itself. CTD, CTR, PCS, and MTD measure how harmonic the chord progression is
with the given melody.

the human-composed music as the ground truths of the
structured harmonization. Concretely, a system that gener-
ates chord progressions similar to human-composed music
is assumed to achieve more structured harmonization [35].

Briefly, the Levenshtein edit distance (LD) is the global
matching score between two chord sequences. The tonal
pitch step distance (TPSD) and directed interval class
distance (DICD) measure the distance between two chord
progressions:

• Levenshtein edit distance (LD). LD is the Levenshtein
edit distance between the generated chord labels and
the ground-truth labels [35]. It measures the extent to
which the generated chords are substituted for human-
composed chords.

• Tonal pitch step distance (TPSD). TPSD computes the
geometrical dissimilarity between the generated chords
and the ground-truth chords in terms of the tonal pitch
space (TPS) chord distance rule [53]. The TPS between
chord x and chord y is computed as (16):

TPS(x, y) = j+ k (16)

where j is the least number of steps in one direction
from the chordal root of x to that of y according to the
circle-of-fifths rule. In the circle-of-fifths rule, all pitch
classes are arranged in intervals of either perfect fifth
or fourth [54]. The variable k is the number of unique
pitch class indices in the four levels (root, fifths, triadic,
diatonic) within the basic space of y compared to x [53].
That is, if the pitch class index is shared by y and x,
it is not counted. We compute the TPS values between
all pairs of adjacent chords within each progression,
resulting in a step function. TPSD is calculated as the
area between the two step functions derived from the two
chord progressions.

• Directed interval class distance (DICD). DICD com-
putes the city block distance between the directed inter-
val class (DIC) representation vectors for the chord
transitions [55]. DIC is the histogram vector of the
directional pitch interval classes, ranging from −5 to 6,
computed between all pairs of chord notes from the
two adjacent chords. We calculate each pitch interval
from each note of the first chord to all notes of the

second chord. DICD indicates both the tonal distance
and direction between the two successive chords.

3) SUBJECTIVE EVALUATION
We expand the conventional criteria [10], [11] for deeper
analysis of human judgment. Harmonicity measures how
coherent the chords are with a given melody. Unexpected-
ness measures how much the chords deviate from expecta-
tion. Complexity measures how complex chord progression
is perceived to be. Preference measures personal favor for
chord progression [9].

V. EVALUATION
In this section, we introduce the experimental results of
the objective and subjective evaluations into several cate-
gories as follows. First, we compare the results of the pro-
posed models in chord coherence and diversity with the
baseline models. Next, we measure harmonic similarity to
human-composed music for all models to examine whether
the proposed models can result in structured harmonization.
Then, we check with the controllability of rVTHarm for
the intended factor compared with VTHarm. In addition,
we introduce the results for the subjective evaluation and
discuss the corresponding results. Moreover, we illustrate
some qualitative results for all models to verify the strength
of the proposed model. Last, we show an ablation study
to investigate the influence of the information of the key
signature added to the variational models.

A. CHORD COHERENCE AND DIVERSITY
We evaluate the overall coherence and diversity of the gen-
erated chords. Table 2 shows the results for all models.
VTHarm and rVTHarm show higher CHE and CC than the
baseline models in both datasets. This result indicates that
these models have higher chord diversity than the baseline
models. STHarm, on the other hand, reveals the lowest CTD
and the lowest CHE andCC for all datasets except for CHE on
HLSD. This implies that STHarm can generate smoother and
simpler chord transitions than other models [11]. BLSTMand
ONADE show better PCS andMTD but lower chord diversity
than the proposed models.

Meanwhile, Human shows worse scores for chord coher-
ence than STHarm for the following reasons. 1) The
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TABLE 3. Evaluation results for the chord similarity metrics. Lower scores
correspond to higher human composition similarity.

human-composed samples from CMD and HLSD include
72 different chord types with various amounts of musical
tensions. 2) STHarmmay generate common chords more fre-
quently from the average chord distribution than the human-
composed music, as shown in the lower diversity scores.
Concretely, the most frequent chords in real-world music are
diatonic chords such as the C, G, and F major chords in
the C major key [9]. Since these chords have relatively less
musical tension with respect to a melody, they are close to the
melody under a music-theoretical space. Thus, these chords
may obtain better coherence scores than other chords with
more musical tension.

Moreover, Human shows lower diversity scores than the
variational models.We assume that this is because thesemod-
els can produce some infrequent chords far from the mean
distribution of real-world music. The nature of stochastic
generation models draws samples from the normal distribu-
tion [49]. Some of the generated chords may violate the given
key signature but increase the information outside the certain
harmonic context. Hence, theymay contribute to higher chord
diversity than human-composed music.

Consequently, the overall results reflect a trade-off
between chord coherence and diversity [6], [10]. Addition-
ally, Human cannot serve as the upper bound for the six met-
rics in both datasets. Therefore, these metrics cannot function
as complete criteria for determining the good harmonization
but only show the model tendencies in the music-theoretical
perspective [10], [11]. Hence, we are inspired to use addi-
tional criteria to evaluate the generated outputs with respect
to human-composed chords.

B. HARMONIC SIMILARITY TO HUMAN
We investigate the harmonic similarity between the
human-composed and generated chords. We use the samples
from Human as the ground truth. This explicit comparison
with Human can provide insight into whether the generated
chords from each model are as well-structured as human-
composed music [8].

FIGURE 2. Visualization of (a) tSNE results and (b) two dimension values
from z . The top (purple) and bottom (indigo) rows represent the CMD and
HLSD, respectively. The hue of each plot represents the chord coverage
value.

TABLE 4. Pearson’s correlation coefficients between α and CC of the
generated outputs from VTHarm and rVTHarm. CMD and HLSD are the
Chord Melody Dataset and Hooktheory Lead Sheet Dataset, respectively.

The harmonic similarity results are shown in Table 3.
BLSTM shows the lowest LD compared to the proposedmod-
els, whereas ONADE shows the highest LD in all datasets.
This indicates that BLSTM is better than the proposedmodels
at providing the right chords to the melody. However, the
better matching of individual chords does not correspond
to the higher similarity of the chord sequence in terms of
musical structure [53].

For TPSD and DICD, STHarm shows the lowest scores in
all datasets. This implies that STHarm can generate chord
patterns that is more similar to Human than other models.
VTHarm and rVTHarm show higher LD scores than BLSTM
but better similarity scores than ONADE. This indicates that
the VT models tend to have higher substitution probabilities
between chords than BLSTM [53]. This is possible because
the VT models are trained to induce some infrequent chords
that are far from the mean distribution of real-world chords.
Nonetheless, the VT models are better than ONADE at creat-
ingmore human-like chord patterns, evenwith a larger variety
of chord types.

C. CONTROLLING CHORD COMPLEXITY
We verify the monotonic relationship between the chord
attribute and z from rVTHarm. We use VTHarm and
rVTHarm to infer z from the test melodies and chords. Then,
the dimension of z is reduced by two with t-stochastic neigh-
bor embedding (tSNE) [30]. When visualizing, we use the
chord coverage value as the third dimension (hue). The tSNE
results and two dimensions, the first and third, of the original
z are illustrated in Fig. 2. This figure shows that the tSNE
results of rVTHarm are grouped by the attribute compared
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TABLE 5. Subjective evaluation results for the six methods according to whether the participants have known the given melody.

to VTHarm. The first dimension of z from rVTHarm is also
shown to be monotonically related to the attribute [32].

In addition, we examine the attention maps of rVTHarm
with different values of α. We randomly sample z, where α
is set to be one of {−3, 0, 3}, and generate the chords from z
and the test melodies.We sum the attentionmatrices along the
head dimension to see the aggregated weights. Fig. 3 shows
that the attention weights become balanced and diagonal
when α increases from−3 to 3. This implies that the decoder
of rVTHarm tends to focus on more melody notes when α
increases.

Furthermore, we compute Pearson’s correlation coeffi-
cients between α and the CC scores of the corresponding
chord outputs. Table 4 shows that rVTHarm reveals higher
correlation coefficients than VTHarm for all datasets. This
confirms that rVTHarm derives a meaningful representation
for the intended chord attribute compared to VTHarm.

D. SUBJECTIVE EVALUATION
We conduct a listening test for subjective evaluation.
We extract the samples in 8-measure length from the arbi-
trary parts of each melody. For rVTHarm, we sample z
by setting a to randomly be {−3, 0, 3}. The listening test
comprises ten trials, where each trial contains six samples
of all comparative methods for one melody. A participant2

grades four metrics, Harmonicity (H), Unexpectedness (U),
Complexity (C), and Preference (P), on a five-point Likert
scale for each method [10], [11]. We denote these metrics as
‘‘H’’, ‘‘U’’, ‘‘C’’, and ‘‘P’’ for simplicity. We collect answers
on whether a participant is familiar with a given melody as
in Lim et al. [9]. A total of 36 participants were involved in
the listening test: 3 participants had degrees in music. Thirty-
two participants indicated that they hadmusical backgrounds,
and 25 participants mentioned that they usually listened to
popular music.

Table 5 shows that the results mainly support the quantita-
tive evaluation results. In contrast, STHarm shows the highest
H score regardless of melody awareness. This suggests that
STHarm outputs plausible chords to listen to than the baseline
models. For U and C, VTHarm shows the highest scores, and

2Every experimental protocol was approved by the Institutional Review
Board (IRB) of Seoul National University. Written consent forms were
collected from the participants, and the study was conducted according to
the ethical standards outlined in the 1962 Helsinki Declaration.

FIGURE 3. The generated results from rVTHarm in the piano-rolls (top)
and the corresponding attention matrices (bottom). (a), (b), and
(c) represent the results from different values of a ∈ {−3,0,3}.

TABLE 6. Pearson’s correlation coefficients of U score with P and C
scores for Human (H), BLSTM (B), ONADE (O), STHarm (S), VTHarm (V),
and rVTHarm (R) according to the melody awareness.

the variational models show lower harmonicity and prefer-
ence scores than STHarm. We assume that the variational
models tend to generate more chords far from the mean
distribution of the learned music data than STHarm. Such
unique chords can reveal more inharmonicity than the fre-
quent chords, and it may have provided the participants with
unpleasant feelings. In addition, most participants listened
to popular music, where common chords with less musical
tension are used. Therefore, it may have led the participants
providing poorer scores on preference as well as harmonicity.
Nevertheless, VTHarm shows a better P score than ONADE
with lower U and C scores. This means that VTHarm is
more persuasive than the baseline model with lower chord
complexity.

We also analyze the subjective results according to melody
awareness. The results for the two-way analysis of vari-
ance (ANOVA) show that melody awareness andmethod type
significantly affect all metric scores (p < 0.05). All models
achieve a higher P score than without awareness with melody
awareness. In particular, VTHarm and rVTHarm show higher
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FIGURE 4. The generated samples of the five models and the human-composed chords given the melody from the song ‘‘Stella by
Starlight.’’ The orange box emphasizes the results from the three proposed models in which the harmonic rhythms follow the binary
metrical structure. In contrast, the baseline models show the syncopated rhythms for some chords.

FIGURE 5. The generated samples of the five models and the human-composed chords given the melody from the song ‘‘Shiny Stockings’’.
The orange box focuses on the results from the three proposed models in which the chord roots progress along the circle-of-fifths rule. The
red arrows indicate the chromatic progressions where the chord notes descend or ascend by intervals of a major or minor second. These
progressions are related to the given melody, where a certain pattern also develops chromatically.

P scores than ONADE, whereas they have similar or higher
U and C scores to ONADE. This implies that the participants
perceive the samples from the VT models to be more plau-

sible than the baseline models when they know the melody,
even though the VT models have comparable complexity and
unexpectedness to the baseline models.
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TABLE 7. Evaluation results of the chord similarity metrics according to
adding the condition token c . VT and rVT denote VTHarm and rVTHarm,
respectively.

When the melody is unaware, BLSTM and rVTHarm
obtain significantly lower Preference scores than when the
melody is aware (p < 0.001). We further compute Pearson’s
correlation coefficient of U with C or P scores, as shown
in Table 6. As a result, rVTHarm reveals the most nega-
tive correlation of U with both C and P scores when the
melody is aware. This indicates that 1) controlled chords
are more unexpected and unpleasant with a familiar melody,
and 2) some factors other than complexity seem to cause an
increased unexpectedness in rVTHarm. However, the mean
preference score of rVTHarm significantly increases with
melody awareness. This implies that the familiarity of the
melody may strongly compensate for the high unexpect-
edness of rVTHarm. This tendency needs further investi-
gation to improve the robustness of controllable melody
harmonization.

E. QUALITATIVE RESULTS
Figs. 4 and 5 show some of the actual samples from the
listening test for all five models as well as the human-
composed music. These samples reveal the strengths of the
proposedmodels. First, Fig. 4mainly shows that the proposed
models tend to reproduce the binary metrical structure of the
chords compared to the baseline models. The binary metric
structure is close to real-world music, most of which has
been composed of four beats and strongly influenced by
metrical boundaries [52]. In contrast, the chords generated
from the baseline models show some syncopated rhythms,
which can weaken the metrical boundaries. Fig. 5 illustrates
another advantage of the proposed models, which is that
the majority of the chord roots tend to shift in intervals
either of perfect fourth or fifth according to the circle-of-
fifths rule. This aspect reflects conventional Western music
theory, which serves as domain knowledge for modeling
real-world music [51], [54]. Moreover, the proposed models
are shown to generate some natural chromatic progressions
according to the givenmelody. On the other hand, the baseline
models show some short transitions on the circle-of-fifths
at arbitrary spots, in contrast to the melody with regular
phrasings.

F. ABLATION STUDY
We conduct an ablation study to verify the benefit of adding
the conditional token c to VTHarm and rVTHarm.We assume
that c provides key signature information that can efficiently
constrain the latent space to a concrete harmonic context,
improving the chord structuredness and reconstruction per-
formance of the model. We compute the chord similarity
metrics between the ground truth and generated chords from
the VT models according to the presence of c. The results
are demonstrated in Table 7. This table shows that the
VT models without c mostly obtain worse scores for all
similarity metrics than the models with c. This indicates that
adding key signature information to the VT models in most
cases not only enhances the one-by-one accuracy but also
improves the structure of the generated chords to be more
human-like.

VI. CONCLUSION AND FUTURE WORK
In this paper, we have proposed melody harmonization mod-
els using the standard Transformer (STHarm), variational
Transformer (VTHarm), and regularized variational Trans-
former (rVTHarm). We show that STHarm can create struc-
tured chords that are more human-like than LSTM-based
models. VTHarm and rVTHarm can also generate more
plausible chords than the baseline models with compara-
ble chord diversity, especially when the melody is familiar.
Furthermore, rVTHarm can control chord outputs with the
disentangled representation for the intended attribute. Our
study is limited to the shallow investigation of the connec-
tion between controllable attributes and melody awareness.
Therefore, we plan to deeply explore the effect of melody
awareness for more persuasive melody harmonization.
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