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ABSTRACT Over the last few decades, rapid progress in Al, machine learning, and deep learning has
resulted in new techniques and various tools for manipulating multimedia. Though the technology has been
mostly used in legitimate applications such as for entertainment and education, etc., malicious users have
also exploited them for unlawful or nefarious purposes. For example, high-quality and realistic fake videos,
images, or audios have been created to spread misinformation and propaganda, foment political discord
and hate, or even harass and blackmail people. The manipulated, high-quality and realistic videos have
become known recently as Deepfake. Various approaches have since been described in the literature to deal
with the problems raised by Deepfake. To provide an updated overview of the research works in Deepfake
detection, we conduct a systematic literature review (SLR) in this paper, summarizing 112 relevant articles
from 2018 to 2020 that presented a variety of methodologies. We analyze them by grouping them into four
different categories: deep learning-based techniques, classical machine learning-based methods, statistical
techniques, and blockchain-based techniques. We also evaluate the performance of the detection capability
of the various methods with respect to different datasets and conclude that the deep learning-based methods
outperform other methods in Deepfake detection.

INDEX TERMS Deepfake detection, video or image manipulation, digital media forensics, systematic

literature review.

I. INTRODUCTION

The notable advances in artificial neural network (ANN)
based technologies play an essential role in tampering with
multimedia content. For example, Al-enabled software tools
like FaceApp [1], and FakeApp [2] have been used for
realistic-looking face swapping in images and videos. This
swapping mechanism allows anyone to alter the front look,
hairstyle, gender, age, and other personal attributes. The prop-
agation of these fake videos causes many anxieties and has
become famous under the hood, Deepfake.

The term “‘Deepfake” is derived from “Deep Learning
(DL)” and “‘Fake,” and it describes specific photo-realistic
video or image contents created with DL’s support. This word
was named after an anonymous Reddit user in late 2017,
who applied deep learning methods for replacing a person’s
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face in pornographic videos using another person’s face and
created photo-realistic fake videos. To generate such coun-
terfeit videos, two neural networks: (i) a generative network
and (ii) a discriminative network with a FaceSwap tech-
nique were used [3], [4]. The generative network creates
fake images using an encoder and a decoder. The discrimina-
tive network defines the authenticity of the newly generated
images. The combination of these two networks is called
Generative Adversarial Networks (GANs), proposed by
Ian Goodfellow [5].

Based on a yearly report [6] in Deepfake, DL researchers
made several related breakthroughs in generative model-
ing. For example, computer vision researchers proposed a
method known as Face2Face [7] for facial re-enactment.
This method transfers facial expressions from one person
to a real digital ’avatar’ in real-time. In 2017, researchers
from UC Berkeley presented CycleGAN [8] to transform
images and videos into different styles. Another group of
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FIGURE 1. Left: Google search engine finds web pages containing
“Deepfake” keyword (web pages count vs. month). Right: Google search
engine finds web pages holding Deepfake related videos (web pages
count vs. month).

scholars from the University of Washington proposed a
method to synchronize the lip movement in video with a
speech from another source [9]. Finally, in November 2017,
the term ‘“Deepfake” emerged for sharing porn videos,
in which celebrities’ faces were swapped with the original
ones. In January 2018, a Deepfake creation service was
launched by various websites based on some private spon-
sors. After a month, several websites, including Gfycat [10],
Pornhub, and Twitter, banned these services. However,
considering the threats and potential risks in privacy vul-
nerabilities, the study of Deepfake emerged super fast.
Rossler et al. introduced a vast video dataset to train the media
forensic and Deepfake detection tools called FaceForen-
sic [11]in March 2018. After a month, researchers at Stanford
University published a method, “Deep video portraits™ [12]
that enables photo-realistic re-animation of portrait videos.
UC Berkeley researchers developed another approach [13]
for transferring a person’s body movements to another person
in the video. NVIDIA introduced a style-based generator
architecture for GANs [14] for synthetic image generation.
According to [6] report, Google search engine could find
multiple web pages that contain Deepfake related videos
(see Figure 1). We found the following additional information
from this report [6]:

o The top 10 pornographic platforms posted 1,790+
Deepfake videos, without concerning pornhub.com,
which has removed *Deepfakes’ searches.

o Adult pages post 6,174 Deepfake videos with fake video
content.

« 3 New platforms were devoted to distributing Deepfake
pornography.

« In 2018, 902 articles were published in arXiv, including
the keyword GAN either in titles or abstracts.

« 25 Papers published on this subject, including non-peer
reviews, are investigated, and DARPA funded 12 of
them.

Apart from Deepfake pornography, there are many other
malicious or illegal uses of Deepfake, such as spreading
misinformation, creating political instability, or various
cybercrimes. To address such threats, the field of Deepfake
detection has attracted considerable attention from academics
and experts during the last few years, resulting in many
Deepfake detection techniques. There are also some efforts
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on surveying selected literature focusing on either detection
methods or performance analysis. However, a more com-
prehensive overview of this research area will be beneficial
in serving the community of researchers and practitioners
by providing summarized information about Deepfake in all
aspects, including available datasets, which are noticeably
missing in previous surveys. Toward that end, we present a
systematic literature review (SLR) on Deepfake detection in
this paper. We aim to describe and analyze common grounds
and the diversity of approaches in current practices on Deep-
fake detection. Our contributions are summarized as follows.

o We perform a comprehensive survey on existing litera-
ture in the Deepfake domain. We report current tools,
techniques, and datasets for Deepfake detection-related
research by posing some research questions.

« We introduce a taxonomy that classifies Deepfake detec-
tion techniques in four categories with an overview of
different categories and related features, which is novel
and the first of its kind.

o We conduct an in-depth analysis of the primary studies’
experimental evidence. Also, we evaluate the perfor-
mance of various Deepfake detection methods using
different measurement metrics.

« We highlight a few observations and deliver some guide-
lines on Deepfake detection that might help future
research and practices in this spectrum.

The remainder of the paper is organized as follows:
Section II presents the review procedure by defining interest
research questions. In Section III, we thoroughly discuss
the findings from different studies. Section IV summarizes
the overall observations of the study, and we present the
challenges and limitations in Section V. Finally, Section VI
concludes the paper.

Il. PROCESS OF SLR

There are two landmark literature surveys proposed by
Budgen et al. [15] and Zlatko Stapic et al. [16] in the field
of software engineering. We adopt their approaches in our
SLR and categorize the review process into three main stages
as shown in Figure 2 in order to identify, evaluate, and
understand various researches related to particular research
questions.

Planning the Review. The purposes of this stage are to
(a) identify the need, (b) develop criteria and procedures, and
(c) evaluate the criteria and procedures related to this SLR.

Conducting the Review. Based on the guiding princi-
ples proposed in [17]-[19], this stage includes six obligatory
phases.

A. Research Questions (RQs): The purpose of the
RQ phase is to identify relevant studies that need to be
considered in the current review. We determine a set
of RQs (described later) in the context of the Deepfake
domain.

B. Search strategy (SS): A predefined search strategy aims
to find as many as primary studies related to our research
questions. We try to establish an unbiased search
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FIGURE 2. The process of the SLR.

strategy to detect as much of the relevant literature as
possible.

C. Study Selection Criteria (SSC): There are challenges in
the literature selection process, including the language
of the study, knowledge of the authors, institutions, jour-
nals, or year of publication, etc [17]. Before ascertaining
selection criteria, we follow careful consideration to
ensure fairness in selecting primary studies that provide
significant evidence about research questions.

D. Quality Assessment Criteria (QAC): The goal of assess-
ing each primarily selected study’s quality is to ensure
that the study findings are relevant and unbiased.
We develop a set of quality criteria for evaluating indi-
vidual studies.

E. Data extraction and monitoring (DEM): We carefully
determine how the information required from selected
studies would be obtained and record their pieces of
evidence.

F. Data Synthesis (DS): Data synthesis aims to organize
and summarize outcomes obtained from the selected
studies. We follow a set of procedures to synthesize
information better.

Reporting the Review. After completing the review of all
the studies, we report the outcomes in a suitable form to the
distribution channel and target audience.

A. RESEARCH QUESTIONS (RQs)

Choosing research questions (RQs) is the first step in defining
a particular study’s overall purpose and expected outcomes.
As such, we establish our RQs to make them meaningful to
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researchers because the right question leads to raising con-
fidence in a domain [18]. Therefore, to recognize the recent
exercise in the field of Deepfake detection, we define four
such crucial questions (RQ 1-4) along with some supplemen-
tary questions (SRQs), shown in Table 1. As pointed out in the
table, we first identify the different categories of Deepfake
detection techniques. Next, we investigate the procedures
of related empirical experiments. Under the same research
question, RQ-2, we further deepen down by asking some sup-
plemental questions (SRQ-2.1 to SRQ-2.4) to follow internal
details that include:

o Describing datasets used to conduct experiments.

« Features that are commonly used by several methods.

o Models or algorithms used to detect Deepfake.

o Measurement metrics used to assess various method’s
performances in detecting such Deepfakes.

Then, we evaluate the overall performance of different
methods using various measurement metrics in RQ-3. Finally,
we compare models with respect to efficiency using the same
dataset and same measurement metric.

B. SEARCH STRATEGY (SS)

We intended to collect as many works as possible that are rel-
evant to our research questions. During collecting Deepfake
detection studies, we tried to include all the combinations
of related search phrases or keywords to avoid any bias.
The key idea of using Boolean terminology for combin-
ing those searching terms with ‘AND’ or ‘OR’. The search
words can be outlined primarily (Deepfake OR FaceSwap
OR Video manipulation OR Fake face/image/video) AND
(detection OR detect) OR (Facial Manipulation OR Digital
Media Forensics). Instead of relying on one or two sources,
we looked into several repositories to ensure a proper search.
However, there are many digital repositories are available for
finding the research articles. We selected 10 popular reposito-
ries from them by considering their relevance and availability
as listed below:

« Web of Science

« IEEE Xplore Digital Library

« ACM Digital Library

o ScienceDirect (ELSEVIER)

o SpringerLink

« Google Scholar

« Semantic Scholar

o Cornell University

« Computing Research Repository

« Database Systems and Logic Programming (DBLP)

The repositories include journals, conferences, and
archives. We limit our search duration from January 2018 to
December 2020.

C. STUDY SELECTION CRITERIA (SSC)

We establish three inclusion criteria in our search procedure
in order to select the relevant articles while searching in these
10 digital repositories.
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TABLE 1. Define research questions for the SLR.

QID Research Questions Objectives
RQ-1 What are the well-known Deepfake detection techniques? Eiztﬁ:;be various categories of Deepfake detection tech-

What is the way to perform empirical tests to detect Deepfake using

RQ-2 these studies? Discover the process of empirical experiments.

SRQ-2.1 What datasets are typically utilized for detecting Deepfake? Find datasets that are used in experiments.

SRQ-2.2 What are the features typically utilized in detecting Deepfake? Distinguish the features that are widely used.

SRQ-2.3 ‘What models are used to detect Deepfake manipulation? Classify the commonly applied models.

SRQ-2.4 What measurement metrics are used for computing the perfor- Identify the measurement metrics that are mostly used to

) mance of Deepfake detection methods? evaluate the performance of models.

RQ-3 What is the Classification Framework for Deepfake Detection Identify the Classification Framework for Deepfake De-
Approaches? tection Approaches.

RQ-4 What is the general efficiency of a variety of Deepfake detection  Evaluate the efficacy of many Deepfake detection meth-
strategies based on experimental proof? ods.
Is the Efficiency of Deep Learning Models Better than Non-dee; . 5

RQ-5 Learning Mode}l]s in Degpfake De%ection Based on Experimentaﬁ Based on the experiment, evaluate each model’s perfor-

Results?

mance, and perform a comparative analysis between them.
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FIGURE 3. Study selection process.
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o The search phrases are part of the title or abstract, or
keywords.

Some works mainly dealt with Deepfake without men-
tioning related keywords in the title, abstract, or key-
words. In such a case, we look for the desired keywords
in other parts of the literature. We include those works
if we find any.

« Empirical evidence is explicitly presented in writing.

Besides, a series of exclusion criteria are also established
to skip studies that may not be relevant from this review
(see Figure 3):

« Studies that are not written in English.

« A few pieces of research are published concur-
rently in conferences and journals. In such a case,
we considered the most comprehensive one to avoid
duplicates.
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« Asour primary objective of this SLR is to study image or
video manipulation, we omitted audio and text manipu-
lation analysis.

« We filter out the research that focuses on specific trans-
formation techniques in Deepfake detection.

D. QUALITY ASSESSMENT CRITERIA (QAC)

Assessing the quality of evidence contained within an SLR
is as important as analyzing the data within. Results from
a poorly conducted study can be skewed by biases from
the research methodology and should be interpreted with
caution. Such studies should be acknowledged as such in the
systematic review or outright excluded. Selecting appropriate
criterion to help analyze strength of evidence and imbed-
ded biases within each paper is also essential. Based on
the criterion defined in [20] we validate the selected studies
using these criterion and review these studies by applying
the requirements. Also, a cross-checking approach has been
used for assessing these selected studies to ensure consistency
among different findings. After this quality assessment phase,
we finalized 91 research articles and 21 additional reviews
(7 SLRs, 10 analyses, and 4 surveys) representing Deepfake
detection.

E. DATA EXTRACTION AND MONITORING (DEM)

This phase describes designing systems for the actual extrac-
tion of data from the studies. To find possibly relevant articles,
we thoroughly searched nine popular libraries (see Figure 3).
We chose studies that matched the following requirements:
1) The methods or results section stated what entities were or
needed to be extracted, and 2) at least one entity was auto-
matically extracted, with assessment findings for this kind of
entity given. The answers to the RQs are determined based
on the knowledge gained from the data extraction process
(see Figure 4).

o Author(s), publication sources, and publication times:
In this part, we obtain the author’s information,
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publication period, and the origin of publications: con-
ference, workshop, or journal.

o Analysis techniques: Based on this study, we identified
the various methods based on the feature analysis that
are applied for detecting Deepfakes.

o Empirical evidence: In this part, we focused on the
following four components: (i) datasets that are used
by the study authors, (ii) features used for analysis,
(iii) models or methodologies applied, and (iv) measure-
ment metrics that are used by study authors to evaluate
their results.

F. DATA SYNTHESIS (DS)

The data synthesis phase specifically reviews the associated
and comparative findings from the data extraction process,
which can be presented as indications to support definitive
responses to the RQs. After accumulating the data, we ana-
lyze them for further information extraction, and visualize
the collected data through various data visualization tools and
techniques, such as histograms, pie maps, tables, etc.

1Il. OUTCOMES

A. DESCRIPTION OF STUDIES

We accumulate a total of 112 studies from our determined
sources within three years of the publication period.

1) PUBLICATION PERIOD

The Deepfake related research primarily emerged in 2018.
Therefore, we considered the publication period from the
beginning of 2018 until 2020. As presented in Figure 5,
over the span, the number of publications increased expo-
nentially. In the figure, we report half-yearly publications
to count. As shown, there are only three publications in the
first half of 2018, which becomes double in the second half.
A similar trend continued in 2019. However, this trend broke
in 2020, with a surge of 32 publications in only the first
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TABLE 2. Source of publications.

No Name of the Publication Source Type QTY
1 Cornell University and Computing Re- Archive 33

search Repository
IEEE/CVF Conference on Computer

Conference 9

2 Vision and Pattern Recognition Workshop 5

3 IEEE Internatl.onal Workshpp on Infor- Workshop 3
mation Forensics and Security
IEEE International Conference

4 on Acoustics, Speech and Signal Conference 2
Processing

5 International Conference on Machine Conference 2
Learning (ICML)

6 lsiilé:lopean Conference on Computer Vi- Conference 2
International Conference of the Biomet-

7 Conference 2

rics Special Interest Group
8 IEEE Access

Journal 2

six months. This rising trend continues over the year, with
almost 1.5 times more publications in the last part of the
year than in the first half, indicating the research thirst in the
Deepfake sphere.

2) SOURCE OF PUBLICATIONS

We mainly consider eight different publication sources from
recognized conferences, workshops, journals, and archives.
We observe that more articles were published as archived
papers in the domain of Deepfake, whereas a few papers were
issued in the journal. We present source wise publications
number in the Table 2. We didn’t include the source in the
table if the publication count is below two.

B. RQ-1: WHAT ARE THE POPULAR DEEPFAKE
DETECTION TECHNIQUES?

As discussed in Section II-A, we explore the overall sur-
vey in the form of some research questions. As part of
the discussion, we first determine the Deepfake detection
techniques widely used in the literature. Though Deepfake
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mainly manipulates images or video using deep learning (DL)
based technique, other methods along with DL obtain Deep-
fake. We categorize different researches according to the
applied techniques and describe them in the following
sections.

1) MACHINE LEARNING BASED METHODS

Traditional machine learning (ML) algorithms are instrumen-
tal in comprehending the logic for any decision that could be
expressed in human terms. Such methods are suitable for the
Deepfake domain as there is a better grasp of the data and
processes. In addition, tuning hyper-parameters and changing
model designs are much more manageable. The tree-based
ML approaches, for example, Decision Tree, Random Forest,
Extremely Randomized Trees, etc., show the decision process
in the form of a tree. Therefore, a tree-based method does not
have any explainability issues.

GANSs are used to automatically train a generative model
by treating the unsupervised issue as supervised and cre-
ating photo-realistic fake faces in images or videos. Some
ML-based methods aspire to show certain irregularities found
in such GANs generated fake videos or images.

A very fundamental approach of Deepfake is to manipulate
the human face to confuse its audiences. There are different
approaches to do that. However, to fool the users, most
techniques modify certain regions of the face, such as shade
of the eyes, ear with a ring, etc. Such methods using a single
part (a.k.a. feature) are limited to identifying or detecting
the manipulated area. To overcome these, the authors in [21]
proposed a Deepfake technique by combining a set of such
features.

In [22], the consistency of the biological signs are mea-
sured along with the spatial and temporal [23]-[25] directions
to use various landmark [26] points of the face (e.g., eyes,
nose, mouth, etc.) as unique features for authenticating the
legitimacy of GANs generated videos or images. Similar
characteristics are also visible in Deepfake videos, which
can be discovered by approximating the 3D head pose [27].
In most cases, facial expressions are associated initially with
the head’s movements. Habeeba et al. [88] applied MLP to
detect Deepfake video with very little computing power by
exploiting visual artifacts in the face region.

As far as the performance concern in machine learning-
based Deepfake methods, it is observed that these approaches
can achieve up to 98 % accuracy in detecting Deepfakes. How-
ever, the performance entirely relies on the type of dataset, the
selected features, and the alignment between the train and test
sets. The study can obtain a higher result when the experiment
uses a similar dataset by splitting it into a certain level of ratio,
for example, 80% for a train set and 20% for a test set. The
unrelated dataset drops the performance close to 50%, which
is an arbitrary assumption.

2) DEEP LEARNING BASED METHODS
In the case of Deepfake detection in images, there are
plenty of works where deep learning-based methods are
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applied to detect specific artifacts generated by their gener-
ation pipeline. Zhang et al. [33] introduced a GAN simula-
tor that replicates collective GAN-image artifacts and feeds
them as input to a classifier to identify them as Deepfake.
Zhou et al. [34] proposed a network for extracting the stan-
dard features from RGB data, while [35] proposed a simi-
lar but generic resolution. Besides, in [36]-[38], researchers
proposed a new detection framework based on physiological
measurement, for example, Heartbeat.

At first, the deep learning-based method was proposed
in [40] for Deepfake video detection. Two inception modules,
(i) Meso-4 and (ii) Mesolnception-4, were used to build
their proposed network. In this technique, the mean squared
error (MSE) between the actual and expected labels is used
as the loss function for training. An enhancement of Meso-4
has been proposed in [41].

In a supervised scenario, the authors in [42] shows that
the deep CNNs [43]-[45] outperform shallow CNNs. Some
methods apply techniques for extracting the handcrafted fea-
tures [46]-[47], spatiotemporal features [48]-[51], common
textures [52], [53], 68 face landmarks [54]-[56] with visual
artifacts (i.e., eye, teeth, lip movement, etc.) from the video
frames. Such features were used as input to the these networks
for detecting Deepfake manipulations. Besides data augmen-
tation [57], super-resolution reconstruction [58], localization
strategies in pixel levels [11] are formulated on the entire
frame, and maximum mean discrepancy (MMD) loss [59] is
applied to discover a more general feature.

Further innovations are achieved by introducing an atten-
tion mechanism [61] while promising outcomes are shown
in [62]-[63] by using an architecture named capsule-network
(CN). The CN needs a smaller number of parameters to
train than very deep networks. An ensemble learning tech-
nique [64]-[65] is applied to increase such structures’ perfor-
mance, which achieves more than 99% accuracy.

We observe that many approaches were proposed to apply
frame-by-frame analysis in videos or images to manipulate
face and track facial movement to obtain better performance.
For example, in [66]-[71], RNN based networks are proposed
to extract the features at various micro and macroscopic
levels for detecting Deepfake. Regardless of these exciting
results in detection, it is seen that most of the methods lean
towards overfitting. The optical fow based technique [72] and
autoencoder-based architectures [73]-[76] are introduced to
resolve such problems. A pixel-wise mask [77] is imposed
on various models to get the essential depiction of the face’s
affected area. Fernando et al. [78] applied adversarial train-
ing approaches followed by attention-based mechanisms for
concealed facial manipulations. In [93], researchers pro-
posed a clustering technique by integrating a margin-based
triplet embedding regularization term in their classification
loss function. Finally, they converted the three-class classi-
fication problem to a two-class classification problem. The
authors in [94]-[95] proposed a data pre-processing tech-
nique for detecting Deepfakes by applying CNN methods.
The researchers in [96] proposed patch and pair convolutional
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neural networks (PPCNN). In [97], authors performed
an analysis in the frequency domain by exploiting the
image latent patterns’ richness. A modern approach called
ID-revelation [98] was proposed to learn temporal facial fea-
tures based on a person’s movement during talking. A novel
feature extraction method [99] had been proposed for effec-
tively classifying Deepfake images. In [100], a multimodal
approach was proposed for detecting real and Deepfake
videos. This method extracts and analyzes the similarities
between the audio and visual modalities within the same
video. In [101], a Deepfake detection method is applied to
find the discrepancies between faces and their context by
combining multiple XeptionNet models.

In [101], a separable convolutional network is used for
detecting such manipulations. [103] resorts to the feature
extraction process’s triplet loss function to better classify
fake faces. A patch-based classifier was introduced in [104]
to focus on local patches rather than the global structure.
In [105]-[106], the authors extracted features using improved
VGG networks. A hypothesis test was performed in [107].

3) STATISTICAL MEASUREMENTS BASED METHODS
Determining different statistical measures such as average
normalized cross-correlation scores between original and
suspected data helps to understand the originality of the
data. Koopman et al. [108] examined the photo response non-
uniformity (PRNU) for detecting Deepfakes in video frames.
PRNU is a unique noise pattern in the digital images that
occurred due to the defects in the camera’s light-sensitive
sensors. Because of its distinctiveness, it is also considered
the fingerprint of digital photos. The research generates a
sequence of frames from input videos and stores them in
chronologically categorized directories. Each video frame is
clipped with the same pixel range to preserve and clarify
the portion of the PRNU sequence. These frames are then
divided into eight equal groups. It then makes the standard
PRNU pattern for each frame using the second-order FSTV
method [147]. After that, it correlates them by measuring the
normalized cross-correlation scores and calculating the dif-
ferences between the correlation scores and the mean correla-
tion score for each frame. To evaluate statistical significance
between Deepfakes and original videos, the authors conduct
a t-test [109] on the results.

To model a basic generating convolutional structure, the
authors in [110] extracted a collection of regional features
using the Expectation-Maximization (EM) algorithm. After
the extraction, they apply ad-hoc validation to those archi-
tectures, such as GDWCT, STARGAN, ATTGAN, STYLE-
GAN, and STYLEGAN?2, using preliminary experiments
naive classifiers. Agarwal et al. [111] performed a hypothesis
test by proposing a statistical framework [112] for detecting
the Deepfakes. Firstly, this method defines the shortest path
between distributions of original and GAN-created images.
Based on the results of this hypothesis, this distance measures
the detection capability. For example, Deepfakes can easily
be detected when this distance is increased. Usually, the
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distance increases iff the GAN provides a lesser amount of
correctness. Besides, an extremely precise GAN is mandatory
to create high-resolution manipulated images that are harder
to detect.

4) BLOCKCHAIN BASED METHODS

Blockchain technology provides various features that can
verify the legitimacy and provenance of digital content in a
highly trusted, secured, and decentralized manner. In public
Blockchain technology, anyone has direct access to every
transaction, log, and tamper-proof record. For Deepfake
detection, public Blockchain is considered one of the most
appropriate technological solutions for verifying video’s or
image’s genuineness in a decentralized way. Users usually
need to explore the origin of videos or images when they are
marked as suspected.

Hasan and Salah [113] proposed a Blockchain-based
generic framework to track suspected video’s origin to their
sources. The proposed solution can trace its transaction
records, even though the material is copied several times.
The basic principle says that digital content is considered
authentic when convincingly traced to a reliable source. For
Deepfakes, public Blockchain verifies video content’s legit-
imacy in a decentralized way, as the technology can provide
some critical features to prove its authenticity. The following
are the main contributions of [113].

« Presents a generic framework based on Blockchain tech-
nology by setting up a proof of digital content’s authen-
ticity to its trusted source.

« Presents the proposed solution’s architecture and design
details to control and administrate the interactions and
transactions among participants.

o Integrates the critical features of IPFS [114]-based
decentralized storage ability to Blockchain-based
Ethereum Name service.

Chan et al. [115] proposed a decentralized approach based
on Blockchain to trace and track digital content’s histori-
cal provenance (i.e., image, videos, etc.). In this proposed
approach, multiple LSTM networks are being used as a deep
encoder for creating discriminating features, which are then
compressed and used to hash the transaction. The main con-
tributions of this paper are as follows.

o Using multiple LSTM CNN models, image/video con-
tents are hashed and encoded.

« High dimensional features are preserved as a binary
coded structure.

e The information is stored in a permission-based
Blockchain, which gives the owner control over its
contents.

Based on the studies, taking together all these methods,
Table 3 lists the categories of Deepfake detection strategies
and displays the quantity (No.) and percentage (PCT) of
related categories of studies. This table includes 91 stud-
ies, except 21 different reviews ([60], [116]-[135]) which
merge various methods. Also, this table reveals that the
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TABLE 3. Classification of Deepfake detection methods.

TABLE 4. The list of Deepfake datasets.

Category Studies Count % Database Name #Deepfakes #Actors
(111, (331, 341, 1351, (361, FaceForensics (FF) [11] 1000 977
[37], [38], [39], [40], [41], FaceForensics++ (FF++) [42] 1000 977
[42], [45], [46], [47], [48], DeepfakeDetection (DFD) [135] 3000 28
EZ}: Eg}: E é}: E%: E;}: DeepFake Forensics (Celeb-A) [136] (21(31?;15;:2) 10,177
Deep [59], [61], [62], [63], [64], [65], DeepFake Forensics (Celeb-DF) [137] 795+ 590 13+59
learning- [66], [67], [68], [69], [70], [71], 70 77% Deepfake Detection Chal. (DFDC) [138] 5214 66
based methods  [72], [73], [74], [75], [76], [77], UADFV [27] 49 B
(781, [79], [80], [811, [82], [83], Deepfake-TIMIT (DF-TIMIT) [91] 620 64
[84], [86], [89], [90], [91], [92], DeeperForensics-1.0 (DF-1.0) [139] 60,000 100
[93], [94], [95], [96], [97], [98], WildDeepfake (WDF) [140] 707 100
[99], [100], [101], [102], [103], MANFA [84] 8950 (images) -
[104], [105], [106] SwapMe and FaceSwap (SMEW) [30] 1005 (images) -
Machine [21], [22], [23], [24], [25], Deep Fakes (DFS) [22] 142 B
learning- (26], 1271, [28], [29], [30], [31], 16 18% Fake Faces in the Wild (FFW) [141] 150 E
based methods [32], [85], [87], [88], [142] FakeET (FE) [142] 811 40
Statistical- [107], [109], [110] 3 3% FaceShifter (FS) [143] 5000 (images) -
B?sei Tleﬁhods Deepfake (DF) [39] 75 50
ockchain-
based methods L1121 [114] 2 2% Swapped Face Detection (SFD) [81] ?ﬁ&gzz) 86

deep learning-based approach is the most widely used
technique, accounting for around 77% in all studies. The
research relating to machine learning approaches and statis-
tical methods is 18% and 3%, respectively. The number of
studies in this analysis on the Blockchain-based approach
is 2%. Overall, we divide the Deepfake detection tech-
niques into four categories: deep learning-based methods,
machine learning-based techniques, statistical-based tech-
niques, and Blockchain-based techniques. Among them, deep
learning-based methods are used broadly for detecting such
Deepfakes.

C. RQ-2: WHAT IS THE WAY TO PERFORM EMPIRICAL
TESTS TO DETECT DEEPFAKE USING THESE STUDIES?

To provide an answer to RQ-2, we review the different experi-
mental methods in-depth and categorize the overall Deepfake
detection process into six distinct stages (see Figure 6) that
are summarized below.

FIGURE 6. Steps of Deepfake detection.

e Data collection: Collecting and organizing unadulter-
ated original and Deepfaked data (images or videos) is
done in this initial phase.

o Face detection: Identifying which parts of an image or
video need to be focused on to reveal characteristics like
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age, gender, emotions, etc., using facial expressions fall
under this stage.

o Feature extraction: Extracting various features from the
face area as candidate features for the detector.

o Feature selection: Select from the extracted features
those that are most useful for Deepfake detection.

e Model selection: Finding a suitable model from a pool
of available models for classification. These models
include deep learning-based models, machine learning-
based models, and statistical models.

e Model evaluation: Finally, evaluating the performance
of the selected models using various measurement
metrics.

The following sub-sections describe the datasets used in
several experiments, the frequently utilized features, models
used for detection tasks, and measurement metrics used to
evaluate models’ performance in detecting Deepfakes.

1) SRQ-2.1: WHAT DATASETS ARE TYPICALLY USED IN
DEEPFAKE DETECTION EXPERIMENTS?
We found various Deepfake datasets used in numerous studies
for training and testing purposes. In turn, these datasets have
enabled incredible advances in Deepfake detection. Most
of the real videos in these datasets are filmed with a few
volunteer actors in limited scenes. The fake videos are crafted
by researchers using a few popular Deepfake software.
Figure 7 displays various datasets that are used in
different studies. From this figure, it is observed that
FaceForensics++4-, Celeb-DF, and DFDC are quite popular
and were used in plenty of studies. Table 4 describes a sum-
mary of these datasets.

2) SRQ-2.2: WHAT FEATURES ARE TYPICALLY UTILIZED IN
DETECTING DEEPFAKE?

Based on the categories of Deepfake detection and
analysis techniques described in RQ-1, 21 studies use
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FIGURE 7. List of datasets used in Deepfake related studies.

special artifacts-based features generated by various edit-
ing processes. Among them, 20 studies use texture and
Spatio-temporal consistent features, 14 studies involve facial
landmarks-based features. Also, 13 research papers perform
experiments using visual artifacts-based elements, for exam-
ple, eye blinking, head posing, lip movement, etc. Eight
pieces of work apply biological characteristics, whereas
seven studies concern intra-frame inconsistencies with fre-
quency domain analysis. In addition, six studies use GAN-
based features, and four studies cover latent space-based
features. Ten studies use custom features utilizing various
analyses that include error level analysis, mesoscopic anal-
ysis, steganalysis, super-resolution, augmentation, maximum
mean discrepancy, PRNU pattern analysis, etc. The details are
described in the Result section using RQ-1. The study shows
that special artifacts-based features, face landmarks, and
Spatio-temporal features are used widely to detect Deepfakes.

3) SRQ-2.3: WHAT MODELS ARE USED TO DETECT
DEEPFAKE MANIPULATION?

This segment describes various models that are used
for detecting Deepfake. Based on this study, we divide
these models into three groups: (i) deep learning model,
(i1) machine learning model, and (iii) statistical model.

e Deep Learning models: In computer vision, deep
learning models have been used widely due to
their feature extraction and selection mechanism,
as they can directly extract or learn features from
the data. In Deepfake detection studies, we found
the following deep learning-based models have been
used: convolutional neural network (CNN) model
(e.g., XceptionNet, GoogleNet, VGG, ResNet, Efficent-
Net, HRNet, InceptionResNetV2, MobileNet, Incep-
tionV3, DenseNet, SuppressNet, StatsNet), Recurrent
Neural Network (RNN) model (e.g., LSTM, FaceNet),
Bidirectional RNN model, Long-term Recurrent
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TABLE 5. Distribution of used models.

Category Model #Studies PCT (%)

CNN 71 78%

Deep Learning RNN 12 13%
RCNN 2 2%

SVM 11 12%
k-MN 4 4%
LR 3 3%
MLP 3 3%
. . BOOST 2 2%
Machine Learning RE 1 %
DT 1 1%
DA 1 1%
NB 1 1%
MIL 1 1%
. EM 1 1%
Statistical TV, RKL.TS 1 %

Convolutional Neural Network (RCNN) model, Faster
RCNN model, Hierarchical Memory Network (HMN)
model, Multi-task Cascaded CNNs MTCNN) model and
Deep Ensemble Learning (DEL).

« Machine learning model: This technique creates a fea-
ture vector by defining the right features using var-
ious state-of-art feature selection algorithms. It then
feeds this vector as input to train a classifier to classify
whether the videos or images are manipulated by Deep-
fake or not. Support Vector Machine (SVM), Logistic
Regression (LR), Multilayer Perceptron (MLP), Adap-
tive Boosting (AdaBoost), eXtreme Gradient Boosting
(XGBoost), and K-Means clustering (k-MN), Random
Forest (RF), Decision Tree (DT), Discriminant Analysis
(DA), Naive Bayes (NB) and Multiple Instance Learn-
ing (MIL) are used as machine learning-based models.

o Statistical Model; The statistical models are based on
the use of the information-theoretic study for valida-
tion. In these models, the shortest paths are calculated
between original and Deepfake videos/images distribu-
tions. For example, in [108], a significance is measured
for mean normalized cross-correlation scores between
the original and the Deepfake videos, classifying them
as fake or real. The often-applied statistical models are
Expectation-Maximization (EM), Total Variational (TV)
distance, Kullback-Leibler (KL) divergence, Jensen-
Shannon (JS) divergence, etc.

Based on these studies, we conduct a categorization in the
deep learning models, machine learning models, and statis-
tical methods, as shown in Table 5. The table outlines the
number and the percentage of models used in the studies,
except for 21 different reviews. Also, we observe that the
DL-based studies hold the highest proportion of SLR.

Figure 8 displays the full versions of detector groups that
are found from these primary studies, where CNN has the
most divisions. Based on this Table 5, we further apply a
subcategorization on CNN models and found that the fol-
lowing 3 CNN models: (i) XeptionNet and ResNet take 17%
and (iii) VGG with 12%, respectively. Besides, LSTM models

VOLUME 10, 2022



M. S. Rana et al.: Deepfake Detection: Systematic Literature Review IEEEACCGSS

TABLE 6. Summary of works towards Deepfake detection.

Reference Focus Methods Models Features Datasets
Sharp_Multi_Instance_Learning [23] DMF ML MIL STC CELEB-DF, FF, DFDC, FF+
Conv_Traces_on_Images [24] DMF ML, STAT SVM, DA, KNN, STC CELEB-A, FF+
EM
Dynamic_Texture_Analysis [25] DMF ML SVM TEX FF++
Anomalous_Co-motion_Pattern [26] DMF ML, STAT ADB, CRA FL FF++
Unmasking_DeepFakes [29] FM ML SVM, LR, k-MN FDA CELEB-A, FF++, Other
Metric_Learning [32] FM DL, ML MTCNN, RNN, SA,FL CELEB-DF, FF+
MLP
Audio_Visual_Dissonance [35] FM DL CNN BA DFDC, DF-TIMIT
DeepRhythm [36] FM DL CNN, RNN BA, FL DFDC, FF++
DeepFakesON-Phys [38] DMF DL CNN BA DFDC, CELEB-DF
A_Note_on_Deepfake [41] FM DL CNN MES FF++
Conditional_Distribution_Modelling [45] FM DL CNN SA FF
Spatio-temporal_Features [48] FM DL CNN STC DFDC, FF++, DF-1.0
Time-Distributed_Approach [49] FM DL CNN, RNN TEX DFDC
Cost_Sensitive_Optimization [50] FM DL CNN, RNN TEX FF++, DE-TIMIT
Lips_Do_not_Lie [51] FM DL CNN, MSTCN BA DFDC, CELEB-DF, FS, FF++,
DF-1.0
3D_Decomposition [52] FM DL CNN TEX DFDC, FF++, DFD
Auxiliary_Supervision [53] FM DL CNN STC, TEX FF, FF++
Forensics_and_Analysis [54] FM DL CNN BA, FL CELEB-DF, DF-TIMIT
Identity_Driven_DF_Detection [55] DMF DL CNN SA, FL CELEB-DF, DFD, FF++,
Other
Patch_Wise_Consistency [56] FM DL CNN FL, IFIC DFDC, CELEB-DF, DFD,
FF++, DF-1.0
Data_Augmentations [57] FM DL CNN IMG DFDC, CELEB-DF, DFD,
FF++
Super-resolution_Reconstruction [58] FM DL CNN SA FF++
MMD_Discriminative_learning [59] FM DL CNN SA UADFV, CELEB-DF, DF-
TIMIT, FF++
On_the_Detection [61] FM DL CNN GAN FF++
Ensemble_of CNNs [64] FM DL CNN SA, IFIC DFDC, FF++
DeepfakeStack [65] M DL CNN SA CELEB-DF, FF++
Conv_LSTM_Residual_Net [69] M DL MTCNN, RNN FL FF++
Two-Branch_RNN [70] FM DL RNN FDA DFDC, CELEB-DF, FF++
Recurrent_Conv_Structures [71] DMF DL CNN, RNN STC CELEB-DF, FF+
Dynamic_Prototypes [76] FM DL CNN SA DFDC, FF+
Face_X-ray [79] FM DL CNN FL DFD, CELEB-DF, DFDC,
FF++
Manipulated_Face_Detector [80] FM DL CNN FL FF, CELEB-A, FF++
Subjective_Assessment [82] FM DL CNN SA Other
Adaptive_Residuals_Extract_Net [83] DMEF DL CNN SA CELEB-A, FF++
Automatic_Face_Weighting [84] FM DL CNN, RNN STC, VA DFDC
Real_or_Fake [86] FM DL CNN TEX Other
Watch_Your_Up-Convolution [87] FM DL, ML CNN, MLP GAN CELEB-A, FF++
Visual_Artifacts_and_MLP [88] FM ML MLP FL, VA UADEFE, DFD
Easy_to_Spot_for_Now [90] DMEF DL CNN GAN CELEB-A, FS, FF++, Other
Adversarial_Perturbations [92] DMF DL CNN GAN CELEB-A
Cluster_Embed_Regularization [93] FM DL CNN VA UADEF, DFD, DE-TIMIT
Face_Preprocessing_Approach [94], [95] FM DL CNN IMG, VA CELEB-DFE, DFDC, FF+
Patch_and_Pair_CNN [96] FM DL CNN IFIC FF, DE-TIMIT, Other
Efficient-Frequency [97] Both DL CNN FDA DFDC, UADFV, DFW,
CELEB-DF, DF-TIMIT, FF++
ID-Reveal [98] FM DL CNN VA CELEB-DF, DFD, FF++
Counterfeit_Feature_Extraction [99] DMF DL CNN VA Other
Emotions_Do_not_Lie [100] FM DL CNN FL DFDC, DE-TIMIT
Face_Context_Discrepancies [101] FM DL CNN STC, VA CELEB-DF, DFDC, FF+
Deep_Detection [102] FM DL CNN CPRNU UADFYV, CELEB-DF, FF++
What_Makes_Fake_Images [103] M DL CNN IMG, VA CELEB-A, FF++, Other
Improved_VGG_CNN [104] FM DL CNN IMG, VA CELEB-DF
Interpret_Residuals_Bio-Signals [105] FM DL CNN BA CELEB-DF, FF++
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TABLE 6. (Continued.) Summary of works towards Deepfake detection.

Reference Focus Methods Models Features Datasets
Eyebrow_Recognition [106] DMF DL CNN VA CELEB-DF
Analyze_Convolutional_Traces [109] DMF STAT EM GAN CELEB-A
Multi-LSTM_and_Blockchain [114] DMF BC RNN TEX DF-TIMIT
FakeET [142] FM DL, ML CNN, RF, NB, SA DFDC, FE

LR, k-NN, DT,

SVM
Exploit_Visual_Artifacts [21] DMEF ML MLP, LR VA FF, CELEB-A, Other
FakeCatcher [22] DMF DL, ML CNN, SVM STC, BA FF, Other
Inconsistent_Head_Pose [27] FM ML SVM SA, FL UADFV
Protect_World_Leaders [28] DMEF ML SVM SA FF
Comp_Face_Forensic [31] DMF DL, ML CNN, SVM FL FF, CELEB-A, FF++, Other
Detecting_Simulating_ Artifacts [33] FM DL CNN SA, FDA Other
Predict_Heart_Rate [37] FM DL RNN BA DF-TIMIT
Hybrid_LSTM [39] M DL CNN, RNN SA Other
FaceForensics++ [42] FM DL CNN Other FF++
Face_Warping_Artifacts [47] FM DL CNN SA UADEFYV, DE-TIMIT
Capsule [62], [63] DMF DL CNN LS FF++
Poster [67] DMF DL RNN IFIC FF++
Recurrent_Conv_Strategies [68] FM DL CNN FL FF++
Optical_Flow [72] DMF DL CNN VA FF++
ForensicTransfer [73] DMF DL CNN LS FF, Other
Multi-task_Learning [74] DMF DL CNN SA FF, FF++
Locality-aware_Auto-Encoder [75], [77] DMF DL CNN LS CELEB-A, FF++
Human_Social_Cognition [78] FM DL HMN VA FF, FFW, FF++
Face_Image_Manipulation [85] FM DL, ML CNN, XGB, ADB FL MANFA, SMFW
Pairwise_Learning [89] FM DL CNN STC CELEB-A
Separable-CNN [101] DMF DL CNN SA FF++
Robust_Estimation_Viewpoint [110] DMF STAT Other N/A N/A
Blockchain_Smart_Contracts [111] DMF BC RNN, ETH N/A N/A
FaceForensics [11] FM DL CNN Other FF
Two-Stream_Neural_Networks [30] FM DL, ML CNN, SVM IMG Other
Learn_Rich_Features [34] FM DL RCNN SA Other
MesoNet [40] M DL CNN MES DF, FF
In_Ictu_Oculi [46] FM DL RCNN SA UADFV
DF_Detection_by_RCNN [66] FM DL CNN, RNN STC Other
Forensics_Face_Detection [81] DMF DL CNN GAN CELEB-A
Face_Recognition_Threat [91] DMF DL CNN STC, VA DF-TIMIT
Photoresponsive_pattern [107] DMEF STAT STAT CPRNU Other

take 13% of RNN. In addition to this, the most popular
machine learning model is SVM with 12% and k-MN with
4%. The detail distribution in various models is presented in
Figure 9 that shows the proportion of used models (e.g., DL,
ML, Statistical) in various studies for detecting Deepfake.
Besides, it provides the answer for SRQ-2.3. The reviewed
papers show that the deep neural network (DNN) models
are successful in Deepfake detection, where CNN-based
models demonstrate more efficiency among all the
DNN models.

At a glance. Focus indicates the clue for the detection
(DMF: Digital Media Forensics, FM: Face Manipulation,
Both: DMF and FM), Methods indicates method cate-
gory (ML: Machine Learning, DL: Deep Learning, STAT:
Statistical method, BC: Blockchain), Models represents
types of model (DL: (CNN: Convolutional Neural Net-
work, RNN: Recurrent Neural Network, RCNN: Regional
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Convolutional Neural Network, MTCNN: Multi-task Cas-
caded CNN, MSCNN: multi-scale Temporal CNN), ML:
(SVM: Support Vector Machine, RF: Random Forest, MLP:
Multilayer Perceptron Neural Network, LR: Logistic Regres-
sion, k-MN: K means clustering, XGB: XGBoost, ADB:
AdaBoost, DT: Decision Tree, NB: Naive Bayes, KNN:
K-Nearest Neighbour, DA: Discriminant Analysis), STAT:
(EM: Expectation Maximization, CRA: Co-relation Analy-
sis), BC: (ETH: Ethereum Blockchain)), Features
(SA: Special Artifacts, VA: Visual Artifacts, BA: Biolog-
ical Artifacts, FL: Face Landmarks, STC: Spatio-temporal
Consistency, TEX: Texture, FDA: Frequency Domain Anal-
ysis, LS: Latent Feature, GAN: Generative Adversarial
Network based feature, MES: Mesoscopic features, IFIC:
Intra-frame inconsistency, CPRNU: Constrastive and Pho-
toresponsive PRNU pattern, IMG: Image Metadata, Aug-
mentation & Steganalysis, Other: Different feature not in
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TABLE 7. Confusion matrix.

Actual
Positive Negative
Prediction Positive True Positive (TP) False Positive (FP)
Negative  False Negative (FN)  True Negative (TN)

the common list), Datasets (FF: FaceForensics, FF++:
FaceForensics++, DFD: Deepfake Detection, CELEB-A:
DeepFake Forensics V1, CELEB-DF: DeepFake Forensics
V2, DFDC: Deepfake Detection Challange, DF-TIMIT:
Deepfake-TIMIT, DF-1.0: DeeperForensics-1.0, WDF: Wild
Deepfake, SMFW: SwapMe and FaceSwap, DFS: Deep
Fakes, FFD: Fake Faces in the Wild, FE: FakeET, FS:
Face Shifter, DF: Deepfake, SFD: Swapped Face Detection,
UADFYV: Inconsistent Head Poses, MANFA: Tampered Face,
Other: Authors’ Custom datasets).

Finally, we summarize all at a glance using Table 6 that
specifies the features, methods and models, datasets used
throughout the studies and also focuses on specific manip-
ulation detection techniques with having a reference to each
of the primary studies.

4) SRQ-2.4: WHAT MEASUREMENT METRICS ARE USED

FOR COMPUTING THE PERFORMANCE OF DEEPFAKE
DETECTION METHODS?

This section briefly describes various measurement metrics
applied for assessing the models’ performance in detect-
ing such Deepfakes. A confusion matrix holds info about
actual and predicted classification results. The accounts of
the detection capabilities of the used methods are measured
and confirmed using this matrix data. Table 7 describes the
confusion matrix.

Using Table 7, we can define the term, TP, which pro-
vides the number of Deepfakes that are correctly predicted as
Deepfake, and TN offers the number of actual images/videos
correctly predicted as real. Besides, FP stands for the num-
ber of real images/videos incorrectly predicted as Deepfake,
where FN is the number of Deepfakes incorrectly predicted
as the real. Similarly, using Table 8, we can define various
measurement metrics and show how many studies are related
to these metrics.

Based on the Table 8, it is seen that the often-applied
measurement metrics are Accuracy (AC), receiver operating
characteristic (ROC) curve, and area under the ROC curve
(AUC). Recall, error rate (ER), precision (P), fl-score, and
log loss occupy a similar proportion. The least used perfor-
mance measure is frechet-inception-distance (FID). Based on
the study, accuracy and AUC are widely used measurement
metrics in detecting Deepfake.

D. RQ-3: WHAT IS THE CLASSIFICATION FRAMEWORK
FOR DEEPFAKE DETECTION APPROACHES?

For better insights, we summarize our key findings
in Figure 10. As demonstrated in Figure, we classify overall
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approaches concerning different elements such as input data,
features, method categories, and type of techniques. A path
between two elements denotes the related components used
in the companion paper for any method. As presented in
the Figure, most papers apply image or video as the input
data, whereas many papers use both image and video as the
input. Special Artifacts and Texture and Spatio-temporal Con-
sistency are the commonly used features in various papers.
About 75% of the methods used the DL-based techniques
as the detection method category. Only a few papers used
Blockchain and Statistical approaches for detecting such
Deepfake.

In detecting Deepfake, various underlying techniques are
available, such as Biological Signals, Phoneme-Viseme Mis-
matches, facial expression and movements (i.e., 2D and
3D facial landmark positions, head pose, and facial action
units), etc. We combine them under two central umbrel-
las of the methods that include Facial Manipulation and
Digital Media Forensics. As shown in Figure 10, most
of the DL-based methods exploit Facial Manipulation for
the Deepfake detection. However, Machine Learning based
methods almost equally utilize both techniques. Common
to both Blockchain and Statistical approaches, they apply
only Digital Media Forensics as part of the detection
technique.

E. RQ-4: WHAT IS THE GENERAL EFFICIENCY OF

A VARIETY OF DEEPFAKE DETECTION STRATEGIES

BASED ON EXPERIMENTAL PROOF?

This segment attempts to decide the efficacy of Deepfake
detection methods. The output assessment values are first
obtained and stored in an Excel document based on the
studies. After that, we count the number of studies that use the
same method and the same measurement metrics (precision,
accuracy, and recall). And finally, we apply four metrics: the
minimum, maximum, mean, and standard deviation on these
values (see Table 9).

In Table 9, based on the mean values of accuracy and
AUC, deep learning-based methods outperform other meth-
ods and achieve 89.73% and 0.917, respectively. Besides,
we also compare the recall and precision values for
both techniques. Based on the overall results, we found
deep learning-based techniques are efficient for detecting
Deepfake.

F. RQ-5: IS THE EFFICIENCY OF DEEP LEARNING MODELS
BETTER THAN NON-DEEP LEARNING MODELS
IN DEEPFAKE DETECTION BASED
ON EXPERIMENTAL RESULTS?
We split the models into two groups: (i) deep learning-based
models and (ii) non-deep learning-based models. We deter-
mine the mean accuracy, AUC, recall, and precision.

Next, we apply a comparative analysis of these two
models’ performance and obtain an average result. Based
on the evaluation of these models using performance
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HMN

FIGURE 8. The list of Deepfake detection models.

measures (accuracy, AUC, recall, and precision), we observe,
in general, deep learning-based models outperformed non-
deep learning-based models. As the results are reported in
Figure 11, the accuracy and precision performance in deep
learning models are significantly better than non-deep learn-
ing models. However, in the case of AUC and recall, the
performance is pretty similar. The overall results demonstrate
the superiority of deep learning-based models over non-deep
learning-based models.

IV. OBSERVATIONS

A. COMBINING DIFFERENT DEEP LEARNING METHODS
IS CRITICAL FOR THE ACCURATE dEEPFAKE DETECTION
Based on the review, we see that multiple strategies are
applied using numerous features. In general, primary meth-
ods used handcrafted features collected from face artifacts.
Recent research applied deep learning-based approaches,
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especially the CNN models, to learn how to mechanically or
directly learn perceptible and selective features to identify
such Deepfake. For example, Ding et al. [82] introduced a
two-phase CNN method for Deepfake detection. The first
stage extracts particular features among counterfeit and actual
images by incorporating various dense units, where each of
them includes a list of dense blocks that are forged images.
The second phase uses these features to train the proposed
CNN to classify the input images, whether fake or real.

Due to the typical use of lossy compression in video com-
pression, most detection techniques used in an image are
not suitable for videos, as these methods degrade the frame
data. Because videos have temporal features and vary the
frames’ size, it is challenging for techniques to distinguish
just counterfeit images. In [68], a recurrent convolutional
model (RCN) was proposed to use these spatiotemporal fea-
tures [48]-[51] of videos for detecting Deepfakes. Likewise,
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FIGURE 9. The allocation of subcategories of detection models. ML: Machine Learning; DL: Deep Learning.
TABLE 8. Measurement metrics used by various studies.
Metrics Definition #Studies
Accuracy (AC) AC = (TN +TP)/ (TN + FN + FP + TP) 62
Area Under Curve (AUC) AUC provides an aggregate measure of performance across all possible classification 49
thresholds
Receiver Operating Characteristic (ROC) E_(:fi;s plotted with recall values on the y-axis and the I-specificity values on the 17
Error Rate (ER) Error rate = (FP + FN) / (TN + FN + FP + TP) 12
Precision (P) Precision = TP / (TP + FP) 9
Recall/Sensibility/ True Positive Rate (TPR) Recall = TP/ (TP + FN) 8
It considers the uncertainty of the prediction based on how much it varies from the
Loss (Log) 7
actual label
F-measure (f1) F1=2 * Recall * Precision / (Recall + Precision) 6
False Positive Rate (FPR) FPR=FP/ (FP + TN) 3
Correlation coefficient MCC, normalized cross-correlation, t-Test 2
Mean Absolute Error (MAE) MAE measures the average magnitude of the errors in a set of predictions, without 1

considering their direction

t-Distributed Stochastic Neighbor Embedding
(t-SNE)

It converts similarities between data points to joint probabilities. It tries to min-
imize the Kullback-Leibler divergence between the joint probabilities of the low- 1
dimensional embedding and the high-dimensional data

Frechet Inception Distance (FID)

A method for measuring the quality of generated image samples 1

Guera and Delp [66] discovered intra-frame and temporal
inconsistencies among the Deepfake videos’ frames. They
proposed a network composed of CNN and LSTM to detect
such discrepancies in Deepfakes. In this architecture, CNN
handles extracting the frame-level features and LSTM to use
these features as input to generate a descriptor accountable
for analyzing the temporal sequence. Besides, to use physical
indications [35]-[36], for example, eye blinking as features
in detecting Deepfake, Li, et al. [46] proposed a long-term
recurrent convolutional network (LRCN). Their method high-
lighted that the total eye blinking of an individual in Deepfake
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videos is always lower than in real videos. It can easily extract
from the eye areas based on six eye landmarks and use them
as features.

On the other hand, Rana and Sung [65] proposed a deep
ensemble learning strategy, namely, DeepfakeStack, to detect
Deepfake by analyzing multiple deep learning models. The
concept behind DeepfakeStack is to train a meta-learner to
top base-learners with pre-trained experience. It provides
an interface for fitting the meta-learners on the base learn-
ers’ prediction and demonstrates how an ensemble method
executes the role of classification. The DeepfakeStack
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FIGURE 10. Taxonomy of Deepfake detection techniques. This taxonomy classifies the detection algorithms according to the media (image, video,
or image and video), the features used (among the 12 features), the detection method (DL, ML, Blockchain, or statistical), and the clue for the detection
(facial manipulation of digital media forensics, or other indications). The size of the connection line reflects the relative count of papers.

architecture includes multiple base-learners, the level-0
model, and a meta-learner, a level-1 model. The experi-
ment reveals the DeepfakeStack achieves 99.65% accuracy
and 1.0 of AUROC.

To some extent, these deep learning methods are com-
plementary. In practice, combining multiple deep learning
methods could obtain improved results compared to a sin-
gle process. For example, the DeepfakeStack [65] integrates
multiple state-of-the-art classification algorithms focused on
deep learning and produces a sophisticated composite clas-
sifier that achieves 99.65%. Based on the RQ-1, it is seen
that a maximum number of studies have applied deep learn-
ing techniques for detecting Deepfake. Therefore, it may
be appropriate to explore the compatibility of deep learning
methods and integrate some of them for further progress in
Deepfake detection.

B. DEEP LEARNING-BASED METHODS ARE
RECOMMENDED IN DEEPFAKE DETECTION
Compared with the traditional machine learning approaches,
we note that applying deep learning algorithms to detect
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TABLE 9. Performance of various detection methods.

Category  Metrics #Studies Min Max Mean STD
Accuracy 50 63.15 100.0 89.73  10.08
Deep AUC 37 0.572 1.000 0917 0.I14
Learning Recall 5 82.74 100.0 89.47 12.88
Precision 6 90.55 100.0 88.89 4948
Accuracy 12 85.00 91.07 86.86 11.04
Machine AUC 12 0.531 1.000 0.909 0.127
Learning Recall 2 82.74 92.11 89.92 10.15
Precision 2 90.55 9640 93.48 4.137

Deepfake from SRQ-2.3 has become a hot subject. We also
find that most studies follow a traditional CNN approach
to classify Deepfake in the deep-learning environment. Still,
researchers have not yet figured out how to determine Deep-
fake authorship.

Based on the outcomes of RQ-4, it is observed that the deep
learning-based models achieve better performance than the
non-deep learning models in Deepfake detection. Therefore,
deep learning-based approaches are advised when detecting
Deepfake.
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FIGURE 11. The comparison of the results among deep learning and
non-deep learning based models.

C. A UNIQUE FRAMEWORK IS REQUIRED FOR THE FAIR
EVALUATION OF DIFFERENT HETEROGENEOUS
DEEPFAKE DETECTION METHODS
After reviewing the studies listed above, we note that several
studies have used other datasets. Secondly, there are also dif-
ferences with specific experiments that use the same dataset.
(1) The measurement metrics used in the studies in question
are not standard. For example, some experiments evaluate the
performance of detection tasks using Accuracy and AUROC.
Some studies use precision and recall only; (2) In these
studies, it is also seen that the dataset’s size is not consistent.
For example, the FF++ dataset has 1000 Deepfake videos,
but a few studies use the entire dataset while others use half.
Some studies use only 100 videos; (3) The initial videos in
these experiments are hardly available in public. The above
conditions may lessen the trustworthiness of these RQ-3 and
RQ-4 findings.

Based on the above circumstances, this section concludes
that creating a unique framework for the fair assessment of
the performance is essential.

V. LIMITATIONS AND CHALLENGES
This section will discuss some limitations and challenges that
we observed during the preparation of this SLR.

A. CONSTRUCT VALIDITY

It is related to the collection of studies. We compile the asso-
ciated articles from journals, seminars, conferences, work-
shops, and archives of many electronic libraries in this
SLR. It is still possible that some of the related papers
might still be missing from our collection of studies. Fur-
ther, we might have a few mistakes sorting these exper-
iments through the selection or rejection parameters we
used in the process. We evaluated our catalog of stud-
ies using a double-checking approach to address such
errors.

B. INTERNAL VALIDITY

The internal validity is related to data extraction and anal-
ysis. The present work involved an intense workload of
data extraction and data processing. The cross-checking pro-
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cess is applied to the collected data, and we retrieved the
final data after we agreed on the comparative results. Nev-
ertheless, errors may still be present in how we collected
and processed data. We believe the original authors could
cross-check the reported results to avoid any unexpected
error.

C. EXTERNAL VALIDITY

It is about the summary of the results obtained from various
studies that we considered. To improve the quality of the
findings in RQ-3 and RQ-4 in future studies, we recommend
setting up a unique framework to reduce the inconsistencies
in the results reported. Besides, more Deepfake detection
experiments might be required to be obtained to produce
definitive and systematic outcomes.

VI. CONCLUSION

This SLR presents various state-of-the-art methods for detect-
ing Deepfake published in 112 studies from the beginning
of 2018 to the end of 2020. We present basic techniques
and discuss different detection models’ efficacy in this work.
We summarize the overall study as follows:

o The deep learning-based methods are widely used in
detecting Deepfake.

« Inthe experiments, the FF++ dataset occupies the largest
proportion.

o The deep learning (mainly CNN) models hold a signifi-
cant percentage of all the models.

o The most widely used performance metric is detection
accuracy.

o The experimental results demonstrate that deep learning
techniques are effective in detecting Deepfake. Further,
it can be stated that, in general, the deep learning models
outperform the non-deep learning models.

With the rapid progress in underlying multimedia tech-
nology and the proliferation of tools and applications,
Deepfake detection still faces many challenges. We hope
this SLR provides a valuable resource for the research
community in developing effective detection methods and
countermeasures.
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