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ABSTRACT Many thermal power plants use selective catalytic reduction (SCR) systems to complete flue
gas denitration. The system has the characteristics of large inertia, large delay and nonlinearity. At the same
time, it is difficult to use the controller under a single working condition to meet the control task of the system
under the full working conditions. In order to solve the above control difficulties, This paper proposes a two-
degree-of-freedom internal model control (2-DOF-IMC) method based on controller parameter adaptation
and multi-model adaptation to realize the control of the full working conditions of the SCR system. First,
the intelligent identification method based on Differential evolution quantum particle swarm optimization
(DEQPSO) is used to obtain the sub-model of ammonia injection-SCR outlet Nitrogen Oxide (NOx)
concentration in typical working conditions. A 2-DOF-IMC controller under each sub-model is established.
Then, aiming at system set point tracking performance, anti-disturbance performance, and control energy
consumption, the Pareto optimal solution of each controller is obtained by using the Non-dominated
Sorting Genetic Algorithms-II (NSGA-II) algorithm based on chaotic mutation. Finally, the controller
parameter adaptive strategy is designed based on the Takagi-Sugeno (T-S) fuzzy model, and the multi-model
adaptive strategy is designed based on the recursive bayesian probability weighting. Through the dynamic
performance test and the anti-disturbance performance test, it is verified that the 2-DOF-IMC based on
controller parameter adaptation and multi-model adaptation has good control performance and adaptability
to all working conditions. The method proposed in this paper combines the advantages of multi-parameter
and multi-model strategies, further improves the control quality, and provides a new solution for the control
of thermal power plant SCR system.

INDEX TERMS Selective catalytic reduction (SCR), two-degree-of-freedom internal model control
(2-DOF-IMC), multi-objective optimization, parameter adaptation, multi-model adaptation.

I. INTRODUCTION
The combustion of fossil fuels, especially in coal-fired power
plants, is one of the main sources of NOx in the atmo-
sphere [1]–[3]. Currently, thermal power plants have two
ways to reduce NOx emissions. One is to reduce NOx emis-
sions through staged combustion or improved combustion
equipment during the combustion process. The other is to
denitrify the combustion products. The specific method is to
add denitrification equipment in the flue to treat the exhaust
gas [4]. Amongmanyflue gas denitration processes, Selective
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catalytic reduction (SCR) is the most efficient and mature
denitration method [5].

By analyzing the mechanism of SCR denitration, it can
be known that the reaction process is more complicated.
Especially under the background that thermal power units are
deeply involved in power grid peak shaving, the non-linear
characteristics of the SCR system in load changes are promi-
nent. When the traditional PID controller is used to control
the amount of ammonia injection, it is difficult to achieve the
optimal amount of ammonia injection. Excessive amount of
ammonia causes an increase in the escape rate of ammonia,
which causes secondary pollution to the atmosphere and
increases the cost of denitrification. The excessively low
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amount of ammonia injection causes the tail gas NOx content
to exceed the standard, which fails to achieve the goal of
energy saving and emission reduction [6].

In recent years, many experts and scholars have conducted
a lot of theoretical research and exploration on the control
of nonlinear systems [7]–[14]. Zhao Zhijia et al. proposed a
fault-tolerant control based on an adaptive neural network for
adaptive fault-tolerant boundary control of uncertain flexible
systems [7]; Yu Xinbo et al. proposed an observer-based
adaptive fuzzy output feedback control method to improve
the control accuracy [11].

For SCR system control: Qin Tianmu et al. established
an SCR system model using multi-scale kernel partial least
squares, and combined this model with model predictive con-
trol for SCR system control [6]; Liu Guofu et al. established
a multi-layer perception model of entrance NOx prediction,
which solved the problem of measurement lag, and used the
model output as the feedforward of the SCR control strategy
to improve the control effect [15]; Yang Tingting et al. added
ultra-low emission and economic cost into the objective
function of predictive control, constructed a multi-objective
optimization control algorithm, and used genetic algorithm
to obtain the control quantity to realize the optimized control
of ammonia injection [16].

The above control strategy is mainly designed for a sin-
gle working condition. In practical applications, as the load
conditions change, the characteristic relationship between the
amount of ammonia injected and the concentration of NOx
will change accordingly. It is difficult to adapt to the control
task under the full load conditions using the controller under
a single load condition. For this reason, Du Ming et al. pro-
posed an improved fuzzy linear active disturbance rejection
control strategy, which adjusts the parameters of the active
disturbance rejection controller through error and fuzzy rules
to improve the robustness of the control system [17]; Huang
Xiaoying designed two-degree-of-freedommodel-driven PID
controllers under different load conditions, and improved the
system’s adaptability to variable conditions through the con-
troller weighting scheme [18]; Zhang Jianhua et al. combined
the internal model control fractional PID controller with the
multi-model strategy to improve the system’s control ability
over the full range of load conditions [19].

In summary, many scholars use multi-parameter or multi-
model strategies to improve the adaptability of the control
system to the full range of work conditions. Among them,
the multi-parameter strategy has a certain adaptability to the
changes of small-scale working conditions, but is insufficient
to adapt to the changes of large-scale working conditions. The
multi-model strategy can adapt to changes in a wide range
of working conditions, but in a certain working condition,
because there is only one set of parameters, it cannot guar-
antee that it will always work at the optimal working point.

This paper combines the multi-parameter strategy with
the multi-model strategy. An adaptive internal model con-
trol strategy for SCR denitration system based on multi-
objective optimization is designed. This strategy is based on

two-degree-of-freedom internalmodel control (2-DOF-IMC).
Taking advantage of its simple design, good control effect,
and easy analysis [20], [21]. Compared with single-degree-
of-freedom internal model control, it can achieve a separate
design of system tracking performance and anti-disturbance
performance. For a wide range of working condition changes,
the control quality is mainly improved through the multi-
model mechanism. For a small range of working condition
changes, the control quality is further improved through a
multi-parameter mechanism.

The adaptive characteristics of this strategy are manifested
in two aspects:

1) Parameter adaptation. Aiming at the over-damping or
under-damping that may occur when the actual work
conditions deviate from the rated work conditions
of the controller, a T − S fuzzy scheduler is used
to design the controller parameter adaptive strategy.
Through the weighted switching of different parame-
ter sub-controllers, the adaptive ability of the control
system to small-scale changes in working conditions is
ensured.

2) Model adaptation. The model under typical work
conditions is used to construct multiple two-degree-
of-freedom internal model controllers. The recursive
Bayesian probability weighting method is used to
obtain the weight coefficients of each sub-model con-
troller, which ensures the adaptive ability of the control
system to a wide range of work conditions.

The design process and main contributions of the control
system in this paper are:

1) Using the intelligent identification method based on
DEQPSO, the transfer function of ammonia injection
amount-outlet NOx concentration under 3 typical work
conditions is established. And use this model to estab-
lish a 2-DOF-IMC controller under various typical
work conditions.

2) Using the NSGA-II multi-objective optimization algo-
rithm based on chaotic mutation to solve the Pareto
optimal solution of the parameters of the 2-DOF-IMC
controller.

3) The T − S fuzzy scheduler is used to design the con-
troller parameter adaptive strategy to solve the problem
of under-damping or over-dampingwhen the work con-
ditions change in a small range.

4) The recursive Bayesian probability weighting method
is used to design a multi-model adaptive strategy
to improve the adaptability of the control system to
changes in the full range of work conditions.

5) Taking a 600MW thermal power unit as the research
object, the simulation verifies that the algorithm
has good dynamic performance and anti-disturbance
performance.

II. INTRODUCTION OF SCR DENITRATION SYSTEM
The denitrification reaction requires a temperature of about
960◦Cwithout a catalyst. If a catalyst is used, the temperature
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required for the reaction can be lowered between 300◦C and
400◦C. Therefore, the SCR denitration system is generally
installed between the economizer and the air preheater. The
temperature of this part of the flue gas provides a suitable
temperature (300-400◦C) for the SCR catalytic reaction [22].
A 600MW supercritical unit SCR denitration device is shown
in Fig.1 [23].

FIGURE 1. Schematic diagram of SCR denitration system.

The ammonia gas from the ammonia station is mixed with
the dilution air from the air supply system. It is sprayed
from the nozzle of the ammonia spraying grid. After being
fully mixed with the flue gas at the outlet of the economizer,
it flows through the catalyst. Under the action of the catalyst,
it reacts with NOx , reducing it to nitrogen and water, so as to
achieve the purpose of denitration. The transformed product
is free from pollution, the reaction runs stably, and the reli-
ability is high. Under normal circumstances, the proportion
of NO in the flue gas is about 95%, so the main chemical
reaction equation of the denitration process is:

4NO+ 4NH3 + O2→ 4N2 + 6H2O (1)

During the reaction, if the amount of ammonia injected is
too small, it will prevent the NOx and NH3 from fully react-
ing, resulting in the NOx emission substandard [24]. If the
ammonia injection is too large, it will cause the leakage of
ammonia and cause secondary pollution.Moreover, excessive
NH3 and SO3 react to synthesize hazardous by-products such
as NH4HSO4. And it will block the orifice or cause catalyst
failure, reduce the efficiency of denitration [25].

Therefore, the precise control of the amount of ammonia
injection is the prerequisite for the high-quality work of the
SCR system. The SCR system has the characteristics of large
inertia and large delay, and it is not timely enough to adjust
the speed using traditional PID and other control strategies.
At the same time, when the unit load changes, the nonlinearity
of the SCR system becomes prominent, and a single con-
troller cannot meet the control requirements of nonlinearity
and multiple operating conditions.

III. IDENTIFICATION OF DYNAMIC CHARACTERISTICS OF
SCR DENITRATION SYSTEM
A. DIFFERENTIAL EVOLUTION QUANTUM PARTICLE
SWARM OPTIMIZATION
Quantum particle swarm optimization (QPSO) imparts quan-
tum mechanical properties to particles in the solution space
and enhances the full-space search capabilities of particles.
It solves the problem of small randomness and difficult to
globally converge in particle swarm optimization (PSO) algo-
rithm [26]. In this paper, the differential evolution (DE) algo-
rithm [27] is introduced into QPSO to form the differential
evolution quantum particle swarm optimization (DEQPSO),
which overcomes the shortcomings of being easy to fall into
local optima in the later period of QPSO iteration.

Randomly generate m particles in the n-dimensional tar-
get search space, where the position of the i-th particle is
Xi =

(
xi,1, xi,2, · · · , xi,n

)
, i = 1, 2, · · · ,m. The fitness of

Xi can be calculated by substituting Xi into the objective
functionQ(Xi). The smaller the objective function, the higher
the fitness of Xi. Introducing the DE algorithm’s population
cooperation and competition mechanism. Randomly select
particles for mutation, crossover, and selection operations to
increase the diversity of the particle’s entire life cycle. The
mutation algorithm is:

Vk1(t) = Xk1(t)+ f · (Xk2(t)− Xk3(t)) (2)

Among them, k1, k2, and k3 are random integers in the
interval [1,m]; Xk1(t) are randomly selected particles to be
mutated; Xk2(t) and Xk3(t) are randomly selected auxiliary
particles; f is a scaling parameter, usually taking a value of
0.5. Through the scaling of the auxiliary particle difference
vector, the particle Vk1(t) after Xk1(t) mutation is obtained.

By replacing part of the attributes in Xk1(t) with the
attributes of the corresponding positions in Vk1(t), the par-
ticle Uk1(t) after Xk1(t) crosses is obtained. The crossover
algorithm is:

uk1,j(t) =

{
vk1,j(t) c < cr or j = rnd
xk1,j(t) else

(3)

In the equation, vk1,j(t) is the j-th attribute ofVk1(t); uk1,j(t)
is the j-th attribute of Uk1(t); cr is the crossover coefficient,
which is generally 0.75∼1; c is a random number in interval
[0, 1]; rnd is a random integer in interval [1,m], Ensure that
Uk1(t) is inherited from Vk1(t) by at least one dimension
attribute.

The greedy way is used for one-to-one survival competi-
tion, and the selection equation is:

Xk1(t) =

{
Uk1(t) Q (Uk1(t)) < Q (Xk1(t))
Xk1(t) else

(4)

The optimal position experienced by particle i is denoted
as X_besti =

(
x_besti,1, x_besti,2, · · · , x_besti,n

)
, and

the fitness is denoted as Q_besti. The optimal position
experienced by all particles is denoted as X_bestg =(
x_bestg,1, x_bestg,2, · · · , x_bestg,n

)
, and the fitness is
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denoted as Q_bestg. Define the average value X_besta of the
optimal position of all individual particles as:

X_besta =
(
x_besta,1, · · · , x_besta,n

)
=

(
1
m

m∑
i=1

x_besti,1,
1
m

m∑
i=1

x_besti,n

)
(5)

The particle position is updated by combining the infor-
mation of the individual particle’s optimal position X_besti,
the overall particle’s optimal position X_bestg, and the aver-
age value of the overall particle’s optimal position X_besta.
As shown in (6)∼(8):

pi,j(t) = r · x_besti,j(t)+ (1− r) · x_bestg,j(t) (6)

xi,j(t + 1) = pi,j(t)

± β(t)
∣∣x_besta,j(t)− xi,j(t)∣∣ ln(1u

)
(7)

β(t) = 1−
t
T
· 0.5 (8)

In the equation, j = 1, 2, · · · , n; r and u are random
numbers on the interval [0, 1]; t is the current iteration alge-
bra; T is the maximum iteration algebra; β is the scaling
factor, which linearly decreases from 1 to 0.5 according to
the iteration algebra. The flow chart of DEQPSO algorithm
is shown in Fig.2.

FIGURE 2. Flow chart of DEQPSO algorithm.

In order to prove the effectiveness of the DEQPSO algo-
rithm, five standard test functions are selected to test the PSO,
QPSO, and DEQPSO algorithms. Among them, f4 and f5
have multiple optimal value points, which can test the global
search ability of the algorithm. The test function information
is shown in Table 1.

TABLE 1. Information about the test function.

Set the search dimension to 30 and the maximum number
of iterations to 500. Each algorithm was independently run
30 times for each test function. The algorithm test results are
shown in Table 2. It can be seen from the table that, whether it
is the mean or the median, DEQPSO has the highest accuracy,
QPSO is the second, and PSO is the lowest. It shows that the
algorithm in this paper has stronger global search ability and
more general applicability than before.

The Friedman test and the Friedman rank test [28], [29]
were used to compare the quality of the analytical solutions.
The results are shown in Table 3. It can be seen from the table
that the correlation between the solutions of the DEQPSO
algorithm is the highest, followed by the QPSO, and the PSO
is the lowest.

In terms of the time complexity of the algorithm, for
PSO and QPSO, the time complexity is O (m× n). The
DEQPSO algorithm adds mutation, crossover, and selection
operations, and the time complexity of the added operations
is O (m× n). So the time complexity of the overall algorithm
is still O (m× n). Therefore, in terms of time complexity,
this algorithm remains unchanged compared to the original
algorithm.

Calculate the time-consuming of the algorithm by simu-
lating the test function. For the test functions in Table 1, the
same number of iterations and populations were used to run
30 times independently, and the results shown in Table 4 were
obtained. It can be seen from the table that DEQPSO takes the
longest time, QPSO is the second, and PSO is the shortest, but
the difference in time duration is not large, and the increased
computation and excessive consumption are limited.

B. INTELLIGENT IDENTIFICATION METHOD BASED ON
DEQPSO
The objective function uses the mean square error function
(MSE) [28]:

Q (Xi) =
1
l

l∑
k=1

[
y(kTs)− ỹ(kTs)

]2
=

1
l

l∑
k=1

{
y(kTs)− fg [u(kTs),Xi]

}2 (9)
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TABLE 2. The test results of the accuracy of the three algorithms.

TABLE 3. Results of friedman’s test and friedman’s aligned ranks test.

In the equation, Ts is the sampling time; u(kTS ) is the
collected input sequence; y(kTS ) is the collected output
sequence; fg is the estimated model to be identified; ỹ(kTS ) is
the output of the estimated model; Xi records the parameters
of the estimated model. For the process system, the com-
monly used model structure of estimated model fg is [29]:

Y (s) =
K (α + βs)e−τ s

sm(Ts+ 1)n
(10)

In the equation, K is the system gain; τ is the pure delay
time; T is the system inertia time; n is the order of the inertial
part; β is the differential time constant. The dynamic model
of the SCR denitration system can be fitted with a high-order
inertial model with pure delay. The model structure is:

Y (s) =
Ke−τ s

(Ts+ 1)n
(11)

The difference equation of the model is:

x1 (k + 1) = e−DT/T x1 (k)+ K
(
1− e−DT/T

)
u (k)

x2∼n (k + 1) = e−DT/T x2∼n (k)

+

(
1− e−DT/T

)
x1∼n−1 (k + 1)

y (k + 1) = xn (k + 1− τ/DT ) (12)

The DEQPSO optimization algorithm is used to identify
the parameters in the estimated model (11). Finally find the
parameter that minimizes the objective function Q.

C. IDENTIFICATION RESULTS OF DYNAMIC
CHARACTERISTICS
Taking a 600MW thermal power unit as the research object,
the ammonia injection disturbance test was carried out under
three load conditions (350MW, 450MW and 550MW). The
ammonia injection and the SCR outlet NOx concentration
data were collected. The sampling time was 5s. Eliminate
outliers in the collected data. In order to eliminate the influ-
ence of measurement noise, inertial filtering is used for data
smoothing.

TABLE 4. The test results of the time-consuming cases of the three
algorithms.

Before identifying the dynamic characteristics of the sys-
tem, the steady-state component in the data should be elimi-
nated. In traditional methods, multi-point averaging is often
used to obtain steady-state components, which has low accu-
racy and affects the identification accuracy. In this paper, the
input and output steady-state components of the system are
used as the parameters to be identified. The improved system
estimation model structure (11) is transformed into

Y (s)− y0 =
Ke−τ s

(Ts+ 1)n
(U (s)− u0) (13)

In the equation, u0 and y0 are the steady-state components
of the input and output of the system.

In order to avoid subjective will and accidental factors, the
first half of the data is used for model training, and the second
half of the data is used for model testing. The identification
results are shown in Table 5. Fig.3, Fig.4, and Fig.5 show the
comparison of model output and actual data under three load
conditions.

It can be seen that the model output fits the actual data well,
which can meet the model requirements of the 2-DOF-IMC.
The model test results show that the model has a high degree
of accuracy and no over-fitting phenomenon has occurred.

IV. DESIGN OF TWO-DEGREE-OF-FREEDOM INTERNAL
MODEL CONTROL SYSTEM
A. TWO-DEGREE-OF-FREEDOM INTERNAL MODEL
CONTROL
Horowitz first proposed the idea of two degrees of freedom
in the 1960s [30]. The structure of the 2-DOF-IMC system is
shown in Fig.6 [31].

In the Fig.6,Q1(s) andQ2(s) constitute a 2-DOF-IMC con-
troller; Gp(s) is the controlled object; Gm(s) is the estimated
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TABLE 5. Identification result of dynamic characteristics of SCR
denitration system.

FIGURE 3. Comparison curve between model output and actual data
under 350MW load conditions.

FIGURE 4. Comparison curve between model output and actual data
under 450MW load conditions.

controlled object model; R(s), R1(s), and R2(s) are the set
point, internal and external disturbances of the system.
Gm(s) can be decomposed into the all-pass partGm+(s) and

the minimum phase part Gm−(s), namely

Gm(s) = Gm+(s)Gm−(s) (14)

Among them, Gm+(s) contains all the zero points and time
lag of Gm(s) RHP, and |Gm+(jw)| = 1, ω ∈ [0,∞).

From the design method of the internal model controller,
Q1(s) and Q2(s) are

Q1(s) =
G−1m−

(λ1s+ 1)n
(15)

Q2(s) =
G−1m−

(λ2s+ 1)n
(16)

FIGURE 5. Comparison curve between model output and actual data
under 550MW load conditions.

FIGURE 6. System structure diagram of 2-DOF-IMC.

Among them, equations (15) and (16) introduce filters to
solve the problem that G−1m−(s) is non-regular and physically
unrealizable. The order n of the filter must ensure the regu-
larity of Q1(s) and Q2(s). λ1 and λ2 are adjustable filter time
constants.

The system output Y (s) is

Y (s) =
Gp(s)Q1(s)

1+ Q2(s)[Gp(s)− Gm(s)]
R(s)

+
[1− Gm(s)Q2(s)]Gp(s)

1+ Q2(s)[Gp(s)− Gm(s)]
R1(s)

+
1− Gm(s)Q2(s)

1+ Q2(s)[Gp(s)− Gm(s)]
R2(s) (17)

B. STABILITY ANALYSIS OF THE
TWO-DEGREE-OF-FREEDOM INTERNAL MODEL CONTROL
SYSTEM
If the estimated model of the controlled object is accurate,
namely Gm(s) = Gp(s), then the system output Y (s) is

Y (s) = Gp(s)Q1(s)R(s)

+ [1− Gm(s)Q2(s)]
[
Gp(s)R1(s)+ R2(s)

]
(18)

It can be seen from (18) that the system is equivalent to
an open loop at this time. As long as the controllers Q1(s),
Q2(s) and the controlled system Gp(s) are stable, the closed
loop system must be stable. The necessary and sufficient
conditions for controller Q1(s) and Q2(s) to be stable are
λ1 > 0 and λ2 > 0 respectively.

When the estimation model is not accurate, analyze the
robust stability of the system. Describe the accused object in
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the form of additive uncertainty, namely

Gp(s) = Gm(s)+1(s) (19)

In the equation,1(s) represents the additive perturbation of
model uncertainty. The system internal disturbance R1(s) and
external disturbance R2(s) can be equivalent to a part of the
model uncertainty and are no longer considered separately.
Fig.6 can be transformed into the structure shown in Fig.7
by (19).

FIGURE 7. 2-DOF-IMC equivalent block diagram 1.

FIGURE 8. 2-DOF-IMC equivalent block diagram 2.

The equivalent transformation of Fig.7 can obtain the open-
loop control system structure shown in Fig.8.

It can be seen from Fig.8 that as long as the controllers
Q1(s), Gc(s) and the controlled system Gp(s) are stable, the
system is stable. According to the principle of small gain, the
necessary and sufficient condition for Gc(s) to be stable is

‖Q2(jw)1(jw)‖∞ =

∥∥∥∥∥ G−1m−(jw)
(λ2jw+ 1)n

1(jw)

∥∥∥∥∥
∞

< 1 (20)

From the stability of Gp(s), we know that the model uncer-
tainty 1(s) must have an upper bound. Therefore, by adjust-
ing λ2, Gc(s) can always meet the stability condition (20).

C. NSGA-II BASED ON CHAOTIC MUTATION
Srinivas and Deb proposed NSGA-II on the basis of NSGA
in 2000. The new algorithm introduces the elite strategy,
and proposes a fast non-dominated sorting algorithm and a
crowding degree comparison operator. It has the advantages
of fast calculation speed and good convergence [32]. In order
to solve the shortcoming of NSGA-II that is easy to fall
into local optimum, this paper proposes a NSGA-II based on
chaotic mutation.

The chaotic iteration strategy is used to initialize the pop-
ulation to reduce the influence of random distribution on

the optimization results [33]. Tent chaotic mapping has the
advantage of uniform distribution [34], and its mapping equa-
tion is

xn+1 =

{
µ· (1− xn)
µ· xn

(21)

Randomly generate vector X0 =
(
x0,1, x0,2, · · · , x0,n

)
,

where n is the number of parameters to be optimized. Bring
each component in X0 into (21) and iterate m times to gener-
ateinitial individuals X1 ∼ Xm. Use (22) to map the popula-
tion to the solution space:

xi,j = minj + xi,j ·
(
maxj −minj

)
(22)

In the equation, minj and maxj are the upper and lower
limits of the j-th parameter to be optimized.
Calculate the fitness function Qi =

(
qi,1, qi,2, · · · , qi,d

)
of each individual, where d is the number of optimization
goals. In order to avoid the group being brought into the local
optimal solution by the prominent individuals in the initial
stage of the search, (23) is used to improve the fitness function
and enlarge the fitness gap between individuals.

qi,k = qi,k · e(1+λ|qi,k |) (23)

In the equation, λ is the adjustment factor.
Perform non-dominated sort according to the fitness func-

tion to obtain front F1, F2, · · · . Use (24) to calculate the
crowding distance Il of the l-th individual in the front:

Il =


∞ l = 1 or g
n∑
j=1

ql−1,j − ql+1,j
maxj−minj

1 < l < g (24)

The selection operation is based on the binary tournament
strategy [35]. Equation (25) and (26) are used for crossover
and mutation to generate individual offspring.

xi1,j(t + 1) =
1
2

[(
1− βj

)
xi1,j +

(
1+ βj

)
xi2,j

]
xi2,j(t + 1) =

1
2

[(
1+ βj

)
xi1,j +

(
1− βj

)
xi2,j

] (25)

xi3,j(t + 1) = xi3,j(t)+ (maxj −minj)δj (26)

In the equation, i1, i2, i3 are random integers in the interval
[1,m]; βk is the cross factor; δk is the variation factor.
Perform non-dominated sort on all individuals of the parent

and offspring, and calculate the crowding distance in each
front. Individuals are selected according to the principle that
the lower the front rank, the more priority, and the larger the
crowding distance of the same front rank, the more priority.

Traverse the individuals in each front. If the crowding
distance between two individuals is less than the threshold
σ , then the two individuals are considered to be similar
in quality, one individual is randomly retained, and chaotic
mutation is added to the other individual [36] to increase the
diversity of individuals while avoiding falling into the local
optimum:

Xi = (1− α · ε) · Xi + (−1)i · α · ε · Xi
/
‖Xi‖ (27)
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FIGURE 9. Flow chart of NSGA-II algorithm based on chaotic mutation.

In the equation, α is the influencing factor of artificial
degradation; ε is the chaotic disturbance factor.
The flow chart of NSGA-II algorithm based on chaotic

mutation is shown in Fig.9.

D. CONTROL SYSTEM DESIGN AND PARAMETER TUNING
The corresponding 2-DOF-IMC controller is designed using
the dynamic models under the load of 350MW, 450MW and
550MW established in 2.3. The pure delay e−τ s is realized by
the first-order Taylor approximation. The order of Q1(s) and
Q2(s) is selected as the second order. Table 6 shows the design
results of the 2-DOF-IMC controller under various typical
load conditions.

Use 350∼550MW as the research interval to adjust the
parameter optimization range according to the robust stability
condition (20). The system is required to be closed-loop
stable when the 2-DOF-IMC under typical work conditions
is used to control the 350∼550MW full-working model.

The maximum uncertainty additive perturbation 1max(jw)
of typical work condition model and full work condition
model is ±

(
Gp550(jw)− Gp350(jw)

)
. Because the analytic

solution of λ2 under condition ‖Q2(jw)1(jw)‖∞ < 1 is
difficult to find. Therefore, the selection of λ2 is qualitatively
analyzed and calculated by means of simulation and drawing
of Bode diagram. The log-amplitude-frequency characteristic
curves ofQ2(jw)1max(jw) under different parameters λ2 were
drawn when the 2-DOF-IMC controller was adopted under
various typical working conditions. The curve is shown in
Fig.10.

TABLE 6. 2-DOF-IMC controller under various typical working conditions.

FIGURE 10. Logarithmic amplitude-frequency characteristic curve of
Q2(jw)1max(jw) under internal model of each typical working condition.

As can be seen from the figure, at the same frequency
ω, with the decrease of λ2, |Q2(jw)1max(jw)| gradually
approaches and may exceed 1, and the robust stability
of the system becomes worse. With the increase of λ2,
|Q2(jw)1max(jw)| gradually decreases, and the robust stabil-
ity of the system is enhanced.

Therefore, after comprehensive consideration, the tuning
interval of λ2 is selected as [40, 150]. To ensure that the
closed-loop system is stable while maintaining a certain
response speed. Parameter λ1 only needs to satisfy λ1 > 0.
In this system, in order to avoid the drastic action of the
controller, the tuning interval of λ1 is set as [40, 150].

The parameters λ1 and λ2 are tuned using the NSGA-II
multi-objective optimization algorithm based on chaotic
mutation. The fitness function is selected as follows:

q1 =
1
l

l∑
k=1

[r(kTs)− y(kTs)]2 r(t) 6= 0, r1(t) = 0

=
1
l

l∑
k=1

[
r(kTs)− fg [u1(kTs)]

]2 r2(t) = 0 (28)
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q2 =
1
l

l∑
k=1

[y(kTs)]2 r(t) = 0, r1(t) 6= 0

=
1
l

l∑
k=1

[
fg [u2(kTs)]

]2 r2(t) 6= 0 (29)

q3 =
1
l

l∑
k=1

[u1(kTs)]2 +
1
l

l∑
k=1

[u2(kTs)]2 (30)

In the equation, l is the sampling length; y = f (u) is the
controlled system; u1 is the control quantity of the system
under the set point step response; u2 is the control quantity
of the system when overcoming internal and external distur-
bances; q1 reflects the performance of the system following
the set point r(t); q2 reflects the performance of the system to
eliminate internal and external disturbances r1(t) and r2(t); q3
reflects the system’s consumption of control energy. In order
to avoid the control effect being too violent or gentle, the
optimal interval between λ1 and λ2 is set as [40, 150]. The
solved Pareto optimal solution is shown in Fig.11∼Fig.13.

The Pareto optimal solution is divided into five areas
(AreaI∼AreaV). The solutions in AreaI have the strongest set
point tracking performance and consumes the most control
energy. From AreaI to AreaV, the set point tracking perfor-
mance of the control system gradually decreases, and the
control energy consumed also gradually decreases.

E. SIMULATION TEST AND ANALYSIS
In AreaI∼AreaV, five controller parameters (ParametersI∼
ParametersV) are selected according to the principle of
strongest anti-disturbance ability and centered distribution.
The parameters are shown in Table 7.

The 2-DOF-IMC controller shown in Table 6 and the con-
trol parameters shown in Table 7 are used to control the SCR
denitration system under various typical load conditions.
In 200s, a set point step signal with an amplitude of 1 is added,

an internal disturbance signal with an amplitude of −0.4 is
added at 2000s, and an external disturbance signal with an
amplitude of −0.1 is added at 4000s. The simulation results
are shown in Fig.14∼Fig.16. The quantitative performance
indexes are shown in Table 8, where Mp is the overshoot
of step response, Ts is the system stability time (±0.02),
MSE1 is the mean square error of the system response from
0 to 2000s (reflecting the dynamic performance of the sys-
tem), MSE2 is the mean square error of the system response
from 2001 to 6000s (reflecting the anti-disturbance perfor-
mance of the system), and E is the mean square control
quantity of the system.

It can be seen from Fig.14∼Fig.16 and Table 8 that
although the system responds most quickly under Parame-
tersI, it also consumes huge control energy and causes the
violent action of the controller. Although the controller moves
smoothly under ParametersV, the system response is under
damped and the rapidity is poor. Parameter λ1 determines
the set point tracking performance of the system. As λ1
increases, the overshoot of the system response will gradu-
ally decrease, the rapidity of the system will decrease, the
consumption of the control quantity will be weakened, and
the stability of the control will increase. The parameter λ2
determines the anti-disturbance performance of the system.
The smaller the λ2, the stronger the system’s ability to elim-
inate disturbances. The set point tracking performance and
anti-disturbance ability of the system can be adjusted by
adjusting λ1 and λ2, which is the advantage of the two-degree-
of-freedom controller.

At the same time, the 2-DOF-IMC is better than PID in
terms of adjustment speed, overshoot, and anti-disturbance
ability. This is mainly because the model information of the
controlled object is added to the internal model controller,
which is an ‘‘active’’ adjustment method compared to PID.

Increase or decrease the proportional coefficient, inertia
time, and pure delay of the controlled object by 5% to test

FIGURE 11. Pareto optimal solution of controller parameters under 350MW load condition.
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FIGURE 12. Pareto optimal solution of controller parameters under 450MW load condition.

FIGURE 13. Pareto optimal solution of controller parameters under 550MW load condition.

TABLE 7. Parameter tuning results of 2-DOF-IMC controller under various
typical working conditions.

the robustness of the 2-DOF-IMC. The results are shown
in Fig.17∼Fig.19. The quantitative performance indexes are
shown in Table 9, whereMp is the overshoot of step response,
Ts is the system stability time (±0.02), MSE is the mean
square error of the system response, and E is the mean square
control quantity of the system.

It can be seen from the figure that the 2-DOF-IMC has
strong robustness under each parameter and can effectively
overcome the model mismatch. With the increase of load, the
system control quality develops to underdamping direction,
and with the decrease of load, the system control quality
develops to overdamping direction.

V. DESIGN OF AN ADAPTIVE TWO-DEGREE-OF-FREEDOM
INTERNAL MODEL CONTROL SYSTEM
A. CONTROLLER PARAMETER ADAPTIVE STRATEGY
From the transfer function of the system under typical load
conditions shown in Table 5, it can be seen that as the load
increases, the dynamic characteristics of the SCR denitration
system become more active (Inertial time becomes smaller),
and the system response speed increases. Combined with
the analysis of Fig.17(b), Fig.18(b) and Fig.19(b), it can be
obtained that the control quality of the system develops in
the direction of underdamping. In this case, the parameters

24778 VOLUME 10, 2022



B. Hu et al.: Adaptive Internal Model Control of SCR Denitration System Based on Multi-Objective Optimization

FIGURE 14. Simulation results of 2-DOF-IMC under 350MW load
condition.

FIGURE 15. Simulation results of 2-DOF-IMC under 450MW load
condition.

FIGURE 16. Simulation results of 2-DOF-IMC under 550MW load
condition.

with strong control effect should be adopted to improve
the response speed of the system (such as ParametersI,
ParametersII).

TABLE 8. Comparison of dynamic performance indexes of 2-dof-imc
under various typical load conditions.

FIGURE 17. Robustness test results of 2-DOF-IMC under 350MW load
condition.

FIGURE 18. Robustness test results of 2-DOF-IMC under 450MW load
condition.

As the load decreases, the dynamic characteristics of the
SCR denitration system slow down (Inertia time becomes
larger). The system response speed becomes slow. Combined
with the analysis of Fig.17(a), Fig.18(a) and Fig.19(a), it can
be obtained that the system control quality develops in the
direction of over-damping. At this time, control parameters
with weak control effect should be used to avoid excessive
overshoot (such as ParametersIV, ParametersV).

Considering that the controller action is too violent under
ParametersI and the controller action is too slow under
ParametersV, so the control parameters in AreaI and AreaV
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TABLE 9. Comparison of dynamic performance indexes of robustness test of 2-dof-imc under various typical load conditions.

FIGURE 19. Robustness test results of 2-DOF-IMC under 550MW load
condition.

are discarded. ParametersII, ParametersIII, ParametersIV are
used to design the controller parameter adaptive strategy.

The design idea is to use ParametersII, ParametersIII,
ParametersIV to design sub-controllersI, sub-controllersII
and sub-controllersIII. The total control quantity is obtained
by the weighted summation of the outputs of the three sub-
controllers.When the load is at the model rated load, the
output of sub-controllerII accounts for the largest propor-
tion. When the load positively deviates from the model rated
load, the output weight of sub-controllerI gradually increases.
When the load deviates from the model rated load in the
reverse direction, the output weight of sub-controllerIII grad-
ually increases.

The output weighting of the sub-controller is completed by
the scheduler based on the T − S fuzzy model [37]. Suppose
that the T − S fuzzy model is composed of n fuzzy rules, and
the i-th rule is [38]:

Ri : if x1 is Ai1 and x2 is A
i
2, . . . , xn is A

i
n

Then yi = pi0 + p
i
1x1 + p

i
2x2 + . . .+ p

i
nxn (31)

In the equation, Ri is the i-th fuzzy rule; xj is the j-th input
variable; n is the number of input variables; yi is the output

FIGURE 20. The membership curve of each sub-controller under the
controller parameter adaptive strategy.

of the i-th rule; pij is the j-th parameter of the i-th rule; Aij is
the value when the membership of the j-th input variable is
1 under the i-th fuzzy rule.
After the output yi of each rule is weighted and averaged

according to a certain weight, the output y of the scheduler
can be obtained:

y =
n∑
i=1

wiyi
/

n∑
i=1

wi (32)

The weighting coefficient is the product of the membership
degrees of the input variables:

wi =
n∏
j=1

µAij
(xj) (33)

The membership function adopts the trigonometric func-
tion, and the membership curve of each sub-controller is
shown in Fig.20.

Fig.6 can be equivalent transformed into a set point filtered
2-DOF control structure as shown in Fig.21.

In the Fig.21, the set point filter C1(s) is

C1(s) =
Q1(s)
Q2(s)

(34)
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FIGURE 21. System structure diagram of 2-DOF control with set point
filter type.

The controller C2(s) is

C2(s) =
Q2(s)

1− Gm(s)Q2(s)
(35)

TheC2(s) can be transformed into the PID controller struc-
ture shown in (36):

C2(s) =
(Ts+ 1)2

Ks
[
λ22s+ (2λ2 + τ)

]
= Kp

(
1+

1
TI s
+ Td s

)
1

TF s+ 1
Kp = 2T

/
[K (2λ2 + τ)]

TI = 2T
TD = T

/
2

TF = λ22
/
(2λ2 + τ)

(36)

Equation (36) can be further improved into the form of
incremental PID to ensure that the control quantity changes
smoothly when the output weight of each sub-controller is
changed. Fig.22 shows the block diagram of 2-DOF-IMC
system based on the controller parameter adaptive strategy.

B. MULTI-MODEL ADAPTIVE STRATEGY
Single-model control strategies can often only achieve good
control results in modeling conditions. After adding con-
troller parameter adaptation, it can improve the adaptabil-
ity of single-model control strategy to small-scale working
condition changes. The multi-model adaptive strategy can
improve the system’s adaptability to the full range of working
conditions.

This paper adopts a 2-DOF-IMC controller output weight-
ing scheme under typical load conditions to implement a
multi-model adaptive strategy. The specific method is the
recursive bayesian probability weighting method. The algo-
rithm calculates the weight based on the error between the
sub-model and the actual system [39]. The recursive proba-
bility calculation equation is:

Gj,k =
exp

(
−

1
2K

(
y (k)− ŷj (k)

)2)Gj,k−1
N∑
i=1

(
exp

(
−

1
2K

(
y (k)− ŷj (k)

)2)Gi,k−1) (37)

In the equation, Gj,k is the recursive bayesian weighted
probability of the j-th model at time k; y (k) is the output
value of the system at time k; ŷj (k) is the predicted value
output by the j-th sub-model at time k; K is the recursive
calculation Convergence coefficient; N is the number of sub-
models. The value of the convergence coefficient determines

the rate of convergence to the model with the smallest error.
The larger the value, the faster the convergence rate. How-
ever, if the value of the convergence coefficient is too large,
it may cause the controller to oscillate between different sub-
models, which will increase the instability of the system.

It can be seen from (37) that the probability of recurrence
is not only related to the error at the current moment, but
also related to the historical probability. When it completely
converges to a certain model, the probability of the model
is 1, and the probability of the other models is 0, and the
subsequent recursive process will exclude all the remaining
models.

To ensure that all model probabilities are not lost, a smaller
number δ is set as the small probability cutoff value. That is,
when Gj,k ≤ δ, let Gj,k = δ. The calculation equation for the
weight of each sub-controller is:

wj,k =


Gj,k

/
N∑

i=1,i6=o

Gi,k Gj,k > δ

0 Gj,k = δ

(38)

In the equation, wj,k is the weight of the output of the sub-
controller corresponding to the sub-model j at the time k; o is
the set of sequence numbers j that satisfy Gj,k = δ.

The recursive bayesian probability weighting method con-
verges quickly, has a small amount of calculation, and the
switching process is stable. Block diagram of a multi-model
adaptive 2-DOF-IMC system is shown in the Fig.23.

C. IMPLEMENTATION PROCESS OF ADAPTIVE
TWO-DEGREE-OF-FREEDOM INTERNAL MODEL CONTROL
In summary, the implementation process of the adaptive
2-DOF-IMC strategy is:

1) Identify the transfer function model of the controlled
object under various typical working conditions.

2) Using the model obtained by the identification, design
the 2-DOF-IMC controller under each typical working
condition.

3) Use the NSGA-II method based on chaotic mutation
to tune the parameters of the 2-DOF-IMC controller in
each typical working condition.

4) According to the parameter tuning results, the
T − S fuzzy scheduling method is used to design a
2-DOF-IMC controller with adaptive parameters under
various typical working conditions.

5) The recursive bayesian probability weighting method
is used to weight and sum the output of the parameter
adaptive 2-DOF-IMC controller under various typical
working conditions to obtain a multi-model adaptive
2-DOF-IMC strategy.

D. SIMULATION TEST AND ANALYSIS
According to the methods in Sections 4.1∼4.3, four control
strategies are designed for simulation test. The four strategies
are:
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FIGURE 22. Block diagram of a 2-DOF-IMC system based on the controller parameter adaptive strategy.

FIGURE 23. Block diagram of a multi-model adaptive 2-DOF-IMC system.

1) Single-model 2-DOF-IMC (Denoted as Single-model).
This strategy uses the system estimatedmodel to design
the controller under 450MW load, and the controller
parameters use ParatemetersIII.

2) Single-model and parameter-adaptive 2-DOF-IMC
(Denoted as Single-model and parameter-adaptation).
This strategy uses the system estimatedmodel to design
the controller under 450MW load, and the controller
parameters are designed using the adaptive method in
4.1.

3) Multi-model 2-DOF-IMC (Denoted as Multi-model).
This strategy adopts the system estimated model to
design sub-controllers under 350MW, 450MW and
550MW loads and adopts the model adaptive method
in 4.2. The parameters of each sub-controller adopt
ParatemetersIII.

4) Multi-model and parameter-adaptive 2-DOF-IMC
(Denoted as Multi-model and parameter-adaptation).
This strategy adopts the system estimatedmodel design
sub-controller under 350MW, 450MW, 550MW loads
and adopts the model adaptation method in 4.2. The
parameters of each sub-controller are designed using
the adaptive method in 4.1.

1) COMPARATIVE ANALYSIS OF DYNAMIC PERFORMANCE
Under 400MW and 500MW load conditions, a unit step
signal is applied to the SCR denitration system, that is, a set

FIGURE 24. Comparison of set point tracking performance of four control
strategies under 400MW load condition.

point of 1mg
/
m3, to investigate the set point tracking ability

of the control system. The system response curve and con-
trol quantity curve under four control strategies are shown
in Fig.24 and Fig.25. The quantitative performance indexes
are shown in Table 10, where Mp is the overshoot of step
response, Ts is the system stability time (±0.02),MSE is the
mean square error of the system response, and E is the mean
square control quantity of the system.

Under 400MW load conditions: the time for the four
control strategies to reach the set point for the first time
is basically the same; The single-model strategy has the
largest overshoot and the longest transition time; After
adding parameter adaptation to the Single-model strategy, the
overshoot has been improved; The Multi-model strategy is
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FIGURE 25. Comparison of set point tracking performance of four control
strategies under 500MW load condition.

FIGURE 26. Comparison of anti-disturbance performance of 4 control
strategies.

significantly better than the Single-model strategy in terms of
overshoot and adjustment time; After adding parameter adap-
tation to the Multi-model strategy, the dynamic performance
of the system is further improved.

Under 500MW load conditions: The Single-model strategy
is in an underdamped state, and the adjustment is slow;
After adding parameter adaptation to the Single-model strat-
egy, the system response speed is slightly improved; Multi-
model strategy has fast response speed and small overshoot;
After adding parameter adaptation, the overshoot of the
Multi-model strategy is further reduced.

2) COMPARATIVE ANALYSIS OF ANTI-DISTURBANCE
PERFORMANCE
Test the anti-disturbance ability of the system under different
control strategies. After the closed-loop control system is
adjusted smoothly under the action of the unit step set point,
the variable load test will be carried out. Assuming that the
initial unit load is 350MW, the unit load increases to 550MW
at a rate of 6MW

/
min at 2000s, and the unit load drops to

350MW at a rate of 6MW
/
min at 6000s. The comparison of

TABLE 10. Comparison of dynamic performance indexes of four control
strategies under atypical conditions.

TABLE 11. Comparison of dynamic performance indexes of four control
strategies under atypical conditions.

the effect of system anti-disturbance capability is shown in
Fig.26. The quantitative performance indexes are shown in
Table 11, where MSE is the mean square error of the system
response, and E is the mean square control quantity of the
system.

It can be seen that the anti-disturbance ability of the Multi-
model strategy is better than the Single-model strategy. After
adding parameter adaptation, the anti-disturbance capabilities
of the Multi-model strategy and the Single-model strategy
have been enhanced.

VI. CONCLUSION
This paper takes a 600MW thermal power unit as the research
object, and proposes an adaptive 2-DOF-IMC algorithm for
the full range control of the SCR denitration system.

The intelligent identification method based on DEQPSO
was used to establish the transfer function model of
the ammonia injection-SCR outlet NOx concentration
under 3 typical working conditions. On this basis, three
2-DOC-IMC controllers were established. Taking the set
point tracking performance, anti-disturbance performance
and control energy consumption of the control system as
the objective function, the pareto optimal solution of the
controller parameters is obtained by using the NSGA-II algo-
rithm based on chaotic mutation. Aiming at the over-damping
or under-damping problems that may occur when the actual
working conditions deviate from the ratedworking conditions
of the controller, the T − S fuzzy scheduler is used to
design the controller parameter adaptive strategy. In order to
improve the adaptability of the controller to the full range

VOLUME 10, 2022 24783



B. Hu et al.: Adaptive Internal Model Control of SCR Denitration System Based on Multi-Objective Optimization

of working conditions, the recursive Bayesian probability
weighting method is used to weight and sum the output of
the controller under each typical working condition to obtain
a multi-model adaptive strategy.

The test results show that the multi-model adaptive con-
troller is better than the single-model controller in terms of
set point tracking and anti-disturbance, which is manifested
in a shorter transition time and a smaller overshoot; After
adding control parameter adaptation to single-model and
multi-model controllers, the control quality of the system can
be further improved, which is mainly reflected in the reduc-
tion of overshoot; Multi-model adaptation is more adapt-
able to the full range of working conditions than parameter
adaptation.

Based on the existing research results, the future research
directions are as follows:

1) Explore the model online identification, no disturbance
switching scheme, to achieve regular maintenance of
the internal model controller model.

2) Using machine learning algorithm to soft measureNOx
concentration at the entrance of SCR system. Accord-
ing to the chemical reaction equation molar ratio to
calculate the ammonia injection feedforward.

3) Embed the algorithm into the optimized control plat-
form developed by the team.
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