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ABSTRACT This paper proposes a new design and practical implementation of a robustH∞ control applied
to some mechanical systems considering in the controller design full access to the state variables and in
the equivalent controller implementation only the feedback of all positions or of all velocities of the plant.
An important characteristic, though, is that limitations are considered for the state feedback. Two methods
are presented, one that uses feedback only from state variables related to positions of the system and another
that uses feedback only from state variables related to velocities. The control strategy is based on Linear
Matrix Inequalities (LMIs), using the theory of D-stability, which allows the designer to allocate the closed
loop system eigenvalues in a negative complex semi-plane region, which, in addition to ensuring stability,
also allows to attend certain performance requirements of the feedback system. The paper motivation is
to provide satisfactory control results with limited states access, without any kind of estimation of the state
variables that are not available. Therefore, the proposed control systems are interesting options as alternatives
for the design of full-order state feedback for plants with uncertain parameters using only output feedback,
considering that it is not required to build an observer to estimate any plant state variable. Furthermore, their
implementations are relatively cheaper because it is not necessary to measure all state variables of the plant.

INDEX TERMS Control system, linear matrix inequalities (LMIs), robust control, active suspension,
mechanical systems, position feedback, velocity feedback.

I. INTRODUCTION
Stability analysis and the design of linear system controllers
are widely explored research areas. It is a field with countless
options of control techniques. Some of them use a Lyapunov
function along with linear matrix inequalities (LMIs) to
guarantee the stability of the system. Examples of the main
advantages of using LMIs in this type of project are the easy
insertion of performance indexes in the addressed system and
the fact that LMIs can be solved efficiently in microcomput-
ers using well-known softwares, as shown in [1].

Often access to all state variables of a system is a problem.
In some cases one way to overcome this issue is to use some
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form of estimation of these state variables that are difficult to
reach. It is known that this estimation becomes more difficult
when the plant has uncertain parameters. However, another
very interesting alternative is the implementation of a control
technique that does not depend on all the states of the system.
In many cases of mechanical systems, the velocity vector is
difficult to access, while in other cases the issue is having
access to position parameters. The solution of this problem
may be of great importance on the design and implementation
of control for this class of systems. A method for controlling
uncertain mechanical systems, where there is no need to
measure speeds, for example, could make implementations
cheaper, which is highly valued.

In [2] there is a study on the nonlinear position control
for permanent magnet stepper motor using only position
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feedback, since in industrial applications the velocity mea-
surement has been not widely used due to either its reso-
lution or cost concern. In [3] the authors present a control
of velocity for DC Motors measuring only angular position.
Avila-Becerril designed in [4] a dynamic controller which is
based on measurements of link and joint positions only, for
flexible-joint robots. Also working with robots, [5] develops
an adaptive locomotion control of hexapod walking robot for
traversing rough terrains with position feedback only. A FAT
(function approximation technique)-based adaptive con-
troller is proposed in [6] for robot manipulators with position
measurements only. Salam shows in [7] a method where only
velocity feedback is needed to achieve position-to-position
control for robot manipulators. A study that investigates the
robust quantised H∞ control problem for active suspension
systems is presented in [8], while a different approach is taken
by [9], where a fault-tolerant control approach is proposed to
deal with the problem of fault accommodation for unknown
actuator failures of active suspension systems. [10] presents
an interesting procedure, where an output feedback controller
is designed for trajectory tracking of robot manipulators with-
out velocity measurements nor observers.

This paper proposes a new design and practical imple-
mentation of two robust H∞ control methods applied to a
system of active suspension manufactured by Quanser [11].
Although the designs consider access to all plant state vari-
ables, the implementations use only the feedback of all posi-
tions or of all velocities of the system. On the first method,
the state feedback is composed only by state variables related
to positions of the implemented system, while the second
method considers the use of velocity feedback only. There
is no estimate of state variables in any of the methods pre-
sented. Therefore, the proposed control systems are interest-
ing options as alternatives for the design of full-order state
feedback for plants with uncertain parameters using only
output feedback, considering that it is not required to build
an observer to estimate any plant state variable. Furthermore,
they are relatively cheaper because it is not necessary to
measure all state variables of the plant.

The software MatLab, the Yalmip language [12] and the
LMILab solver were used in order to carry out the control
design applying LMIs, wich were implemented using the
theory of D-stability. The main goal os this paper is to show
that, even with a limited state feedback access (a particular
output feedback), it is possible to obtain a satisfactory con-
trol performance. After a complete theoretical analyses of
the proposed results, the effectiveness of these procedures
was illustrated in the implementation of the controllers for
an inverted pendulum system and for an active suspension
system.

Throughout the text the following notations are used:
‘‘(. . .)T’’ indicates the transposition of a vector or matrix. The
symbol ‘‘∗’’ generically denotes each symmetric element.
He{.} is the hermitian operator such that He{A} = A + AT .
‖.‖2 represents the Euclidean norm. Lastly,L2 represents the
set of all trajectories, such that ‖ξ‖22 <∞.

II. ROBUST H∞ CONTROL AND D-STABILITY
Many classical control objectives can be expressed in terms
of H∞ performance and tackled by H∞-synthesis tech-
niques. Since it only involves solving two Riccati equa-
tions, H∞ synthesis has a low complexity comparable to
some other techniques. However, its design deals mostly with
frequency-domain aspects and provides little control over the
transient behavior and closed-loop pole location. In contrast,
satisfactory time response and closed-loop damping can often
be achieved by forcing the closed-loop poles into a suitable
subregion of the left-half plane. In addition, fast controller
dynamics can be prevented by prohibiting large closed-loop
poles (often desirable for digital implementation). One way
of simultaneously tuning the H∞ performance and transient
behavior is therefore to combine theH∞ and pole-placement
objectives [13].

It is well known that H∞ synthesis can be formulated
as a convex optimization problem involving LMIs. Because
LMIs intrinsically reflect constraints rather than optimality,
they tend to offer more flexibility for combining several
constraints on the closed-loop system [13].

Consider the uncertain linear time-invariant system,
described in the form of state variables:

ẋ(t) = A(β)x(t)+ B(β)u(t)+ H (β)w(t), (1)

y(t) = C(β)x(t)+ D(β)u(t)+ G(β)w(t), (2)

where x(t) ∈ Rn is the state vector, u(t) ∈ Rm is the controlled
input, w(t) ∈ Rp is the limited exogenous input, y(t) ∈ Rq

is the controlled output, A(β), B(β), C(β), D(β), G(β), and
H (β) are the matrices of adequate dimensions that describe
the system and belong to a convex set of a polytopic nature
given by

(A,B,C,D,H ,G)(β) =
N∑
i=1

βi(A,B,C,D,H ,G)i,

β ∈ 3p, (3)

where N is given by the ratio N = 28, where 8 denotes
the number of distinct uncertain elements from the matrices
(A,B,C,D,H ,G), and (A,B,C,D,H ,G)i represent the ver-
tices of the polytope. Parameters βi belong to a unit simplex
3p defined as

3p =

{
β ∈ RN

:

N∑
i=1

βi = 1, βi ≥ 0, i ∈ KN

}
. (4)

Assuming that the state vector is available for feedback,
we use the classical control law:

u(t) = −Kx(t). (5)

Substituting (5) into the system (2) we have the following
closed-loop system:

ẋ(t) = (A(β)− B(β)K )x(t)+ H (β)w(t),

y(t) = (C(β)− D(β)K )x(t)+ G(β)w(t). (6)
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Consider that the system (6) is excited by an exogenous
input w(t), with finite energy. The H∞ norm establishes a
limitation for the influence of the exogenous input w(t) on
the controlled output y(t) [14]. It can be calculated as

‖H (s)‖∞ = max
w6=0

‖y(t)‖2
‖w(t)‖2

, w(t) ∈ L2, (7)

whereH (s) is the transfer function that relates output y(t) and
exogenous input w(t) of the system.
The guaranteed cost H∞ of the system is defined as the

minimum value of γ , with γ > 0 and finite, such that

‖y(t)‖2 < γ ‖w(t)‖2 , (8)

wich means

‖H (s)‖∞ < γ. (9)

Consider the quadratic function of Lyapunov:

V (x) = xTPx, P = PT > 0. (10)

If the inequality (11) is true, then the stability of the feed-
back system (6) with the guaranteed costH∞ is ensured [15].

V̇ (x)+ yT y− γ 2wTw < 0. (11)

In these terms, [15] presents the following theorem.
Theorem 1: [15] The system (1) - (2) with the control

law (5) is asymptotically stable if, given a scalarµ > 0, there
are matrices X = XT > 0 andM, of adequate size, satisfying
the following optimization problem:

min µ

s.a X = XT > 0He{AiX − BiM} Hi XCT
i −M

TDTi
∗ −µI GTi
∗ ∗ −I

 < 0, (12)

for i ∈ KN and γ 2
= µ > 0. If (12) is feasible, then

the feedback gain matrix is given by K = MX−1, ensuring
‖H (s)‖∞ <

√
µ.

Proof: See [15]. �
It is often necessary for the closed-loop eigenvalues of the

system to be allocated within a particular region of inter-
est, in order to ensure limits for some parameters, such as
maximum overshoot, rise time and settling time. This region
S(α, r, θ) is defined in [13] and it uses the concept of D-
stability for the allocation of eigenvalues.

In this region S(α, r, θ), that may be seen in Fig. 1, the
complex eigenvalues of the system (in the form x ± jy)
satisfies

S(α, r, θ) =


x < −α < 0,
|x ± jy| < r,
tan(θ )x < −|y|.

(13)

The first constraint on (13) represents a half-plane to the
left of the vertical line passing through the point (−α, 0), with
α > 0, the second constraint on (13) represents a disk of

FIGURE 1. S(α, r , θ) region for eigenvalues allocation.

radius r centered at the origin and the third and last constraint
of (13) limits the argument θ of the set elements.

In second order systems, the dynamic behavior of the sys-
tem can be described in terms of two parameters: the damping
coefficient and the undamped natural frequency [16]. When
the eigenvalues of a second order system belong to the region
S(α, r, θ), the feedback system has minimal decay rate α,
minimum damping coefficient ζ > cos(θ) and maximum
damped frequency ωd < r sin(θ ) [13].

The following theorem, from [13], presents a condition
sufficient to restrict the eigenvalues, in closed loop, in the
region S(α, r, θ).
Theorem 2: [13] The system (1) - (2) with the control

law (5) has eigenvalues in the region S(α, r, θ) if there exist
matrices X = XT > 0 and M, of appropriate dimensions,
such that:

AiX + XATi − BiM −M
TBTi + 2αX < 0, (14)[

−rX AiX − BiM
∗ −rX

]
< 0, (15)[

0 cos(θ )(AiX − XATi − BiM +M
TBTi )

∗ 0

]
< 0, (16)

where 0 = sin(θ )(AiX + XATi − BiM −M
TBTi ), i ∈ KN and

the feedback gain matrix is given by K = MX−1.
Proof: See [13]. �

Remark 1: Note that the conditions presented in Theo-
rems 1 and 2 allow the design of a robustH∞ controller that
uses a fixed gain to D-stabilize the feedback system in the
region S(α, r, θ). These theorems will be useful to illustrate
the applications of the main proposed results, for controlling
an inverted pendulum system and an active suspension sys-
tem, in Section V.
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III. PROBLEM FORMULATION: THE POSITION-FEEDBACK
CONTROL
For the first proposed method, a mechanical system is con-
sidered to have positions and velocities as state variables.
However, although the design considers access to all plant
state variables, the implementation considers access only to
the position state variables for feedback.

Consider the following classical state space equation of a
time-invariant linear mechanical system:

ẋ(t) = Ax(t)+ Bu(t), x(t) = [d(t)T ḋ(t)T ]T , (17)

where y(t) = d(t), x ∈ Rn, d ∈ Rq, u ∈ Rm, A ∈ Rn×n and
B ∈ Rn×m, with n = 2q.
For the controller design initially consider the control law:

u̇(t) = −[K1 K2 K3]

 d(t)ḋ(t)
u(t)

 , (18)

where d(t) is the state vector of positions, ḋ(t) is the state
vector of velocities of the system, considering that both are
available, and K1 ∈ Rm×q, K2 ∈ Rm×q and K3 ∈ Rm×m

are the controller gains. The closed loop system can be rep-
resented as:

ẋtp(t) = (Atp − BtpKtp)xtp(t), xtp(t) =

 d(t)ḋ(t)
u(t)

 , (19)

Atp =
[
An×n Bn×m
0m×n 0m×m

]
, Btp =

 0q×m
0q×m
Im×m

 , (20)

Ktp =
[
K1 K2 K3

]
. (21)

With the closed-loop system introduced, the following the-
orem is proposed.
Theorem 3: If the plant (A,B) presented in (17) is control-

lable, then (Atp,Btp) presented in (19) and (20) will also be
controllable.

Proof: Analyzing the system (19) controllability matrix,
we have:

C =
[
Btp AtpBtp · · · A

n+m−1
tp Btp

]
,

C =
[
0 B AB · · · An−1B AnB · · · An+m−1B
Im 0 0 · · · 0 0 · · · 0

]
. (22)

Two new matrices are defined, then:

Cp =
[
B AB · · · An−1B

]
, (23)

Ca =
[
AnB · · · An+m−1B

]
. (24)

Note that the matrix Cp ∈ Rn×(nm) has rank n, because the
original plant is controllable. Then:

CCT
=

[
0 Cp Ca

Im 0 0

] 0 Im

Cp
T 0

Ca
T 0

 ,
CCT

=

[
CpCp

T
+ CaCa

T 0

0 Im

]
, (25)

CCT
≥

[
CpCp

T 0

0 Im

]
> 0, (26)

since rank(Cp) = n and Cp ∈ Rn×(nm), so CpCp
T > 0.

Besides CaCa
T
≥ 0 for every Ca ∈ Rn×m2

. Therefore, C ∈
R(n+m)×(n+m)m has rank equal to (n+ m) and the augmented
plant system (Atp,Btp) is controlable. �

Theorem 3 shows that the augmented system (19) and (20)
is controllable, when the plant (17) is controllabe. It means
that the introduction of the new state variables given by the
vector u to the plant (17) to obtain the augmented system (19)
and (20), does not add any conservatism in the controller
design conditions for the plant.

Assuming, initially, that xtp(t) is available, a gain Ktp
is designed so that the feedback system (19) shows ade-
quate performance. This procedure can be done, for exam-
ple, using techniques based on LMIs, considering several
performance indices, such as: robustness, operating region,
decay rate, among others. Next, consider the existence of
Ktp = [K1 K2 K3] ∈ Rm×(2q+m) such that the controlled
system presents a suitable performance. Observe that the
initial conditon u(0) can also be specified, if necessary. Then,
note that the designed control law (18) can be represented as:∫ t

0
u̇(t)dt = u(t)− u(0)

=

∫ t

0
(−K1d(t)− K2ḋ(t)− K3u(t))dt

=

∫ t

0
(−K1d(t)− K3u(t))dt +

∫ t

0
(−K2ḋ(t))dt

=

∫ t

0
(−K1d(t)− K3u(t))dt − K2(d(t)− d(0)). (27)

Now, we define a function named z(t) as:

z(t) = u(t)+ K2d(t). (28)

Thus, from (27) and (28) we have:

z(t) =
∫ t

0
(−K1d(t)− K3u(t))dt + u(0)+ K2d(0), (29)

z(0) = u(0)+ K2d(0). (30)

From (28)-(30) the control law (18) can be exactly repre-
sented by:

ż(t) = −K1d(t)− K3u(t), (31)

u(t) = z(t)− K2d(t), (32)

z(0) = u(0)+ K2d(0). (33)

Finally, substituting (32) into (31) it follows that:

ż(t) = (−K1 + K3K2)d(t)− K3z(t). (34)

Note that the control law u(t) implemented as in (32) only
uses d(t) (the positions vector), not depending on ḋ(t) (the
velocities vector), and it is equivalent to the original control
law (18), which considered both d(t) and ḋ(t) available.
In terms of block diagrams, Fig. 2 and Fig. 3 illustrate,

respectively, the configurations used on the design and in the
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FIGURE 2. Initial illustration for the design with position-feedback.

implementation of the control law. The configuration in Fig. 2
is based on (17) and (18), while the configuration on Fig. 3,
the implemented system, is determined by (17) and (32)-(34).

A possible disadvantage of the initial configuration shown
in Fig. 2 is the use of the integrator to generate the control
signal u(t). This fact may make it difficult to obtain certain
performance indices due to the fact that u(t) can be seen as
the area of the signal at the input of the integrator added to an
initial condition u(0).

The proper specification of u(0) in Fig. 3 may improve this
possible problem. For example, if u(0) = −K2d(0), then we
have that z(0) = u(0) + K2d(0) = 0 and, therefore, there
exist only an initial condition vector that is different from
zero in the system represented in Fig. 3, given by x(0) =
[d(0)T ḋ(0)T ]T . Observe that this proposed control system
is an interesting option for designing full state feedback for
mechanical plants with uncertain parameters using only the
feedback of the positions, considering that it is not needed to
build an observer or similar to estimate the plant velocities.
Furthermore, it is relatively cheaper because it is not neces-
sary to measure the plant velocities, only the plant positions.

[10] designs an output feedback controller that does not
need velocity measurements for its implementation and the
structure of the proposed scheme consists of a proportional
gain plus a dynamic gain resulting from a first-order system.
On the present paper a different strategy is used to achieve a
similar goal with the position-feedback control. In addition,
the presence of polytopic uncertainties in the mechanical
model used in the studies is considered in order to confirm
the robustness of the designed controller.

IV. PROBLEM FORMULATION: THE VELOCITY-FEEDBACK
CONTROL
The same classic system presented in (17) is considered,
representing a mechanical system whose state variables are
linked to positions and velocities. Once again, in the design
stage it is considered that all state variables of the system
are available for feedback. The new control law is presented
in (35), being composed of three components: one related
to position, one related to speed and another related to the
integral of the control signal itself. The block diagram in
Fig. 4 represents the initial design of the feedback system.

u(t) = −K3[K1d(t)+ K2ḋ(t)−
∫ t

0
u(t)dt − z(0)]. (35)

FIGURE 3. Implementation of the designed control system:
Position-feedback.

FIGURE 4. Initial illustration for the design with velocity-feedback.

Remark 2: A similarity to a PID (Proportional Integral
Derivative Controller) is noticed in (35).

It is necessary, therefore, to end the direct dependence of
the control signal on the state variables related to the positions
(d(t)). For that, we have:∫ t

0
ḋ(t)dt = d(t)− d(0),

d(t) =
∫ t

0
ḋ(t)dt + d(0). (36)

With this small maneuver it is possible to represent the
system through another block diagram, presented in Fig 5
(where g(0) = z(0) − K1d(0)). The new diagram represents
a system equivalent to the one presented in Fig. 4, with the
important difference that the feedback is composed only by
the velocity state variables.

From the original block diagram in Fig. 4, the following
representation is made in the state space:

ẋtv(t) = Atvxtv(t)+ Btvu(t), xtv(t) =

 d(t)ḋ(t)
z(t)

 , (37)

Atv =

[
An×n 0n×m
0m×n 0m×m

]
, Btv =

[
Bn×m
−Im×m

]
, (38)

u(t) = K3(−K1d(t)− K2ḋ(t)+ z(t)),

= −
[
K3K1 K3K2 −K3

] d(t)ḋ(t)
z(t)

 , (39)

= −
[
K3K1 K3K2 −K3

]
∫ t
0 ḋ(t)dt + d(0)

ḋ(t)
z(t)

 . (40)
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FIGURE 5. Implementation of the designed control system:
Velocity-feedback.

It is noteworthy that the feedback gain vector, as presented
in the control law (40), has the following format for a generic
n-dimensional system:

Ktv =
[
Kn+1K1 Kn+1K2 · · · Kn+1Kn −Kn+1

]
. (41)

Based on what was introduced, the following theorem is
presented.
Theorem 4: If the plant (A,B) presented in (17) is con-

trollable and det(A) 6= 0, then (Atv,Btv) presented in (37)
and (38) will also be controllable.

Proof: Analyzing the system (37) controllability matrix,
we have:

C =
[
Btv AtvBtv · · · A

n+m−1
tv Btv

]
,

C =
[
B AB · · · An−1B AnB · · · An+m−1B
−Im 0 · · · 0 0 · · · 0

]
. (42)

Two new matrices are defined, as described below:

Cp =
[
B AB · · · An−1B

]
, (43)

Ca =
[
AnB · · · An+m−1B

]
. (44)

Therefore, matrix C can be written as follows:

C =

[
Cp Ca

[−Im 0] 0

]
. (45)

From (45) we have:

CCT
=

[
Cp Ca

[−Im 0] 0

]Cp
T

[
−Im
0

]
Ca

T 0

 , (46)

CCT
=

CpCp
T
+ CaCa

T Cp

[
−Im
0

]
[−Im 0]Cp

T Im

 . (47)

Applying the Schur complement [15] to (47) it is possible
to affirm that CCT > 0 if and only if:

CpCp
T
+ CaCa

T
− Cp

[
−Im
0

]
Im[−Im 0]Cp

T > 0, (48)

[Cp Ca]
[
Cp

T

Ca
T

]
− Cp

[
Im 0
0 0

]
Cp

T > 0. (49)

Calculating the second term in (49), from (43) it follows
that:

Cp

[
Im 0
0 0

]
Cp

T
= BBT . (50)

Substituting (50), (43) and (44) in (49) one obtains:

[B AB · · · An+m−1B][BT (AB)T · · · (An+m−1B)T ]T

−BBT > 0,

[AB · · · An+m−1B][(AB)T · · · (An+m−1B)T ]T > 0. (51)

Using a mathematical artifice, matrix A is put in evidence
to the left of the first term and matrix AT is put in evidence to
the right of the second term of (51). Thus, we have:

A[B AB · · · An+m−2B][BT (AB)T · · ·

· · · (An+m−2B)T ]TAT > 0. (52)

Therefore, from (43) and defining

C−a = [AnB An+1B · · · An+m−2B],

it follows that:

A[Cp C−a ]

[
Cp

T

C−a
T

]
AT = A(CpCp

T
+ C−a C

−
a
T )AT , (53)

A(CpCp
T
+ C−a C

−
a
T )AT ≥ CpCp

T > 0, (54)

because Cp ∈ Rn×(n+m) and A have rank n, bearing in mind
that the original plant (A,B) is controllable and det(A) 6=
0. Thus, the controllability of the plant for the augmented
system (Atv,Btv) is maintained. �
Remark 3: If det(A) = 0, then the plant (17) cannot be sta-

bilizable when only ẏ(t) = ḋ(t) is available for feedback [17].
Remark 4: The proposed procedures for controlling

mechanical systems, using only the feedback of all positions
or only the feedback of all velocities, can be classified as
output feedback controls, since usually the state variables
of mechanical systems are the positions and the velocities.
However, an important additional characteristic of these
new control implementations is that they allow the design of
controllers considering full access to the state variables of
the plant. The implementation of these controller structures,
consider m additional integrators, where m is the number of
the plant inputs, as described in Figures 3 and 5.
Remark 5: Note that in the proposed procedures, the num-

ber of inputs (m) and the rank of the input matrix B(β)
of the plant given in (1) and (2) can be arbitrary and are
not related to the number of plant state variables (n). Thus,
they can be applied in many situations, for instance, in the
implementation of controllers for underactuated and also
fully-actuated systems. The implementation of controllers for
nonlinear systems with these newmethods is a topic for future
researches.
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V. SIMULATION RESULTS
Some examples of mechanical systems are presented along
with several simulations results to prove the effectiveness of
the proposed method. The simulations were performed using
the Simulink tool of the MATLAB software.

At first the inverted pendulum system is presented, which
is a simpler case. Later the active suspension system, which
is the focus of this paper and, therefore, also had practical
results collected and presented in the paper.

In order to design a controller that guarantees adequate sys-
tem performance and, also, that can be implemented in prac-
tice, some values were determined empirically for parameters
related to the S(α, r, θ) region, after a series of multivalued
tests for these parameters.

A. INVERTED PENDULUM SYSTEM
Consider the inverted pendulum model shown in Fig. 6. The
mass of the pendulum (m) is concentrated at its tip and its
length is l. A variable torque τ (t) is applied to the pendulum
at the position of its articulation to keep it balanced with the
0 radian angle. φ(t) represents the inclination angle of the
pendulum and g denotes the gravity acceleration. The system
dynamics are given by:

ml2φ̈(t)+ mgl sinφ(t) = τ (t). (55)

Linearizing the systemmodel around the equilibrium point
(φ0, φ̇0) = (0, 0), described in the form of state space,
we have:

ẋ(t) =

 0 1

−
g
l

0

 x(t)+
 0

1
ml2

 u(t), (56)

x(t) =
[
φ(t)
φ̇(t)

]
, u(t) = τ (t). (57)

Remark 6: The linearized model allows a first illustration
of the possibility of applying the proposed method, consid-
ering that the linearized model is widely used in control
designs when the feedback system operates in regions close
to the equilibrium point. When the state variables are far
away from the equilibrium point, the control performance of
inverted pendulums may be influenced by the terms neglected
in the linearization process and present an inadequate
performance.

For the simulations related to the inverted pendulum, the
following values were adopted for the system parameters:
m = 0.1kg, l = 0.5m and g = 9.8m/s2. However, a polytopic
uncertainty is considered for for the pendulum mass, with
a variation of ±10%, representing that m could vary from
0.09 to 0.11kg. Therefore, the vertices of the polytope on the
control design are presented on (58).

A1 = A2 =
[

0 1
−19.6000 0

]
,

B1 =
[

0
36.3636

]
, B2 =

[
0

44.4444

]
. (58)

FIGURE 6. Schematic model of the inverted pendulum system.

1) INVERTED PENDULUM SYSTEM - POSITION FEEDBACK
For the simulation, after a series of tests, the α parameter was
delimited in ‘2’ and r in ‘40’, while θ had no restriction.
Solving the LMIs presented in Theorem 2 using the values
mentioned for α and r and considering (18)-(21), the follow-
ing parameters were obtained:

P =

0.0821 0.0025 0.0018
0.0025 0.0001 0.0001
0.0018 0.0001 0.0001

 ,
Ktp =

[
778.1146 50.2633 62.2170

]
. (59)

The inverted pendulum linearized model was used for the
controller design folowing the structure described in Fig. 2.
However, the results of the simulations presented are from
the controller applied to the real, nonlinearized model, using
only the feedback of the position and following the procedure
given in Fig. 3. On Fig. 7 and Fig. 8, it is possible to see the
angle and angular velocity variation over time, respectively.
On Fig. 9 it is shown the controlled input signal. The pendu-
lum bar initially has a tilt angle of π/4 rad (45◦), as shown
in Fig. 7. Analyzing Figs. 7-9 we can see that the feedback
system was able to stabilize in less than 4 seconds. Therefore,
the effectiveness of the limited feedback for the first example
is proved.

2) INVERTED PENDULUM SYSTEM - VELOCITY FEEDBACK
Considering the same inverted pendulum model (Fig. 6),
new simulations were performed with the velocity feedback
method. The α parameter was delimited in ‘0.3’ and r in
‘40’, while θ had once again no restriction. Solving the LMIs
presented in Theorem 2, we obtain:

P =

 0.1979 0.0019 −0.3080
0.0019 0.0021 0.0610
−0.3080 0.0610 3.0725

 ,
Ktv =

[
7.1160 0.4215 −11.2841

]
. (60)

The design was based on the block diagram given in Fig. 4.
The implementation of the controller uses only the feedback
of the velocity, following the structure presented in Fig. 5
with the plant represented by its nonlinear model (55). The
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FIGURE 7. Angle variation on inverted pendulum simulation - position
feedback.

FIGURE 8. Angular velocity variation on inverted pendulum simulation -
position feedback.

FIGURE 9. Controlled input signal on inverted pendulum simulation -
position feedback.

angle and angular velocity variation over time are presented
on Fig. 10 and Fig. 11, respectively, while the controlled input
signal is presented on Fig. 12. Again, the initial angle of the
pendulum bar is π/4 rad (45◦).
The velocity-feedback system was able to stabilize even

faster than the position-feedback system, in addition to hav-
ing a less oscillatory transient. So, the effectiveness of the
limited feedback is verified once again.

FIGURE 10. Angle variation on inverted pendulum simulation - velocity
feedback.

FIGURE 11. Angular velocity variation on inverted pendulum simulation -
velocity feedback.

FIGURE 12. Controlled input signal on inverted pendulum simulation -
velocity feedback.

B. QUANSER ACTIVE SUSPENSION SYSTEM
Consider the didactic active suspension system of a vehicle
manufactured by Quanser R© that can be seen in Fig. 13 [11],
[18]. The schematic model with more details is represented
in Fig. 14. The system consists of a set of two masses, called
by Ms and Mus. The Ms mass represents a portion of the
total vehicle body ( 14 if the vehicle is a car or 1

2 if it is a
motorcycle, for example) and is supported by the spring ks
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FIGURE 13. Active suspension system from quanser R© belonging to the
LPC-FEIS-UNESP (Brazil).

and by the damper bs. The Mus mass corresponds the mass
of the tire set and is supported by the spring kus and by the
damper bus. The vibrations caused by irregularities in the
street can be attenuated by the vehicle’s active suspension
system, represented by a motor (actuator) connected between
the masses Ms and Mus, and controlled by the force Fc [14].
The dynamic model of the Quanser Active Suspension [11]
can be represented in the form of state space in (61)-(62).

ẋ(t) =



0 0 1 − 1
0 0 0 1

−
ks
Ms

0 −
bs
Ms

bs
Ms

ks
Mus

−
kus
Mus

bs
Mus

−
(bs + bus)
Mus

 x(t)

+


0
0
1
Ms

−
1
Mus

 u(t)+


0
−1
0
bus
Mus

w(t), (61)

with

x(t) =


zs(t)− zus(t)
zus(t)− zr (t)

żs(t)
żus(t)

 and w(t) = żr (t). (62)

The positions zs(t), zus(t) and zr (t) are measured by
encoders and the values for the system parameters are pre-
sented on Table 1. The presence of polytopic uncertainties
in the active suspension system was considered for carrying
out control designs, with the uncertainties relating to the
mass of the vehicle body portionMs (values ranging between
1.455 and 2.45 kg). Some papers, like [19], use acceleration
measurements for the control method of the Quanser active
suspension system, but for the methods proposed on this
paper these measurements are not necessary.

FIGURE 14. Schematic model of the active suspension system.

TABLE 1. Parameters of the active suspension system.

Substituting the values presented in Table 1, considering
the polytopic uncertainties, we have the following local mod-
els for the vertices of the polytope:

A1 =


0 0 1 −1
0 0 0 1

−618.6 0 −5.2 5.2
900 −2500 7.5 −12.5

 ,

A2 =


0 0 1 −1
0 0 0 1

−367.3 0 −3.1 3.1
900 −2500 7.5 −12.5

 ,

B1 =


0
0.7
0
−1

 , B2 =


0
0.4
0
−1

 ,

H1 = H2 =


0
0
−1
5

 . (63)

1) ACTIVE SUSPENSION - POSITION FEEDBACK
For the active suspension system simulation working with
the position feedback, α was delimited in ‘8’ and r in ‘48’,
while θ had no restriction. Solving the LMIs presented in
Theorems 1 and 2 using the aforementioned values for α and
r , the following parameters were obtained as (64), shown at
the bottom of the next page.

The design was based on the block diagram given in Fig. 2.
The implementation of the controller uses only the feedback
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FIGURE 15. System outputs and track profile on active suspension
simulation - position feedback.

FIGURE 16. Controlled input signal on active suspension simulation -
position feedback.

of the positions, following the structure presented in Fig. 3
with the plant (61) and (62) represented as an uncertain linear
time-invariant system described in (1)-(4).

In the simulation that generated Fig. 15 and Fig. 16 a
square wave signal with amplitude of 0.02meters is simulated
in the track profile. It is possible to observe in Fig. 15 the
vertical displacement of the vehicle (zs), of the tire set (zus),
besides the own track profile (zr ). On the time interval of 0 to

FIGURE 17. System outputs and track profile on active suspension
simulation - velocity feedback.

FIGURE 18. Controlled input signal on active suspension simulation -
velocity feedback.

6 seconds the system is in open loop, while from 6 seconds
onwards the system starts to work in closed loop using the
designed controller (only position feedback).

The controlled input signal of the simulated system is
shown in Fig. 16. Clearly, this input has zero value until the
instant of 6 seconds, due to the fact that the system is working
in an open loop mode. On the closed loop system, the con-
trolled input reaches amaximum value of approximately 14N

P =


0.2860 − 0.1615 − 0.0042 0.0062 − 0.0003
−0.1615 0.5389 0.0036 − 0.0026 0.0003
−0.0042 0.0036 0.0017 − 0.0006 0.0000
0.0062 − 0.0026 − 0.0006 0.0004 − 0.0000
−0.0003 0.0003 0.0000 − 0.0000 0.0000

 ,
Ktp = 104 ×

[
−4.4522 5.6958 0.1018 0.0560 0.0072

]
,

‖H (s)‖∞ ≤ γ =
√
µ = 0.1429. (64)
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FIGURE 19. System outputs and track profile on active suspension
implementation - position feedback.

FIGURE 20. Controlled input signal on active suspension
implementation - position feedback.

on the simulation, wich is a perfectly acceptable value for the
practical implementation of the project (±39.2 N ).

2) ACTIVE SUSPENSION - VELOCITY FEEDBACK
For the active suspension system simulation working with
the velocity feedback, α was delimited in ‘6’ and r in ‘45’,
while θ again had no restriction. Solving the LMIs presented
in Theorems 1 and 2 the following parameters were obtained
as (65), shown at the bottom of the page.

FIGURE 21. System outputs and track profile on active suspension
implementation - velocity feedback.

FIGURE 22. Controlled input signal on active suspension
implementation - velocity feedback.

The design was based on the block diagram given in Fig. 4.
The implementation of the controller uses only the feedback
of the velocities, following the structure presented in Fig. 5
with the plant (61) and (62) represented as an uncertain linear
time-invariant system described in (1)-(4).

The simulations conducted in this stage had the same con-
ditions as for the system with position feedback in terms of
initial conditions and track profile. The vertical displacement
of the vehicle (zs), of the tire set (zus) and the track profile

P =


168.9295 7.8169 5.5849 − 0.3403 − 1.3279
7.8169 196.0425 − 3.2073 1.7824 − 0.2172
5.5849 − 3.2073 0.3192 − 0.0446 − 0.0357
−0.3403 1.7824 − 0.0446 0.0737 0.0020
−1.3279 − 0.2172 − 0.0357 0.0020 0.0123

,
Ktv =

[
−223.8343 384.0248 42.6896 −25.8383 −2.7703

]
,

‖H (s)‖∞ ≤ γ =
√
µ = 2.8111. (65)
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FIGURE 23. Active suspension system response for a increasing frequency on the track profile - position feedback.

FIGURE 24. Active suspension system response for a increasing frequency on the track profile - velocity feedback.

(zr ) are presented in Fig. 17, while the controlled input signal
of the simulated system is shown in Fig. 18. The velocity
feedback system has a similar performance to the position
feedback system, showing a slightly better performance con-
sidering the peak of zs in the transient for the closed loop
system. On the other hand, the controlled input signal peaks
showed higher values, but still, far from the practical limits
of the system.

VI. PRACTICAL IMPLEMENTATION FOR ACTIVE
SUSPENSION SYSTEM
In this section the practical results for the active suspension
system are presented. The same conditions simulated on

computer for this system were implemented in laboratory
with the two methods presented: position and velocity feed-
back.

A. LABORATORY RESULTS - POSITION FEEDBACK
On Fig. 19 we have once again zs, zus and zr , as showed on
Fig. 15, with similar results. Some challenges are to reduce
the transitory peak and the steady state error.

It is presented in Fig. 23 the system behavior (open loop
and closed loop) when the track profile is a variable fre-
quency sinusoid, ranging from 1 to 10 Hertz in 25 seconds.
This experiment was carried out in order to demonstrate the
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ability of the feedback system to cancel the resonant frequen-
cies present in the open loop system. Clearly, the control
method does a great job of nullifying the resonance around
20 seconds.

B. LABORATORY RESULTS - VELOCITY FEEDBACK
On Fig. 21 are presented zs, zus and zr , showing similar results
to Fig. 17. For this case a smoother transient can be observed
than for the position feedback method.

The controlled input signal is presented in Fig. 22, showing
slightly higher values than the practical results for the con-
trolled input signal in the system with position feedback, just
like it was observed on the simulations.

The active suspension system is once again put under the
influence of a track profile composed of a variable frequency
sinusoid, just like it was done for the position feedback
method. The results are presented on Fig. 24, proving the
velocity feedback method is also capable of canceling the
resonant frequency in the open loop system.

VII. CONCLUSION
In this paper, the design of a control signal that depends only
on part of the system state variables is the main characteristic.
A set of LMIs was used to achieve stability and adequate
performance. It was verified that, despite the limitation in
the feedback of the system, both control methods (position
and velocity feedback) worked satisfactorily for the examples
presented. For the active suspension system, there was an
overshoot even with the closed loop system, especially for
the system with position feedback, while the case with speed
feedback showed a very small overshoot peak. Therefore,
the proposed control systems are interesting options for the
design and implementation of full state feedback for plants
with uncertain parameters using only output feedback (only
positions feedback or only velocities feedback), considering
that it is not needed to build an observer to estimate any
plant state variable. Furthermore, they are relatively cheaper
because it is not necessary to measure all state variables of
the plant. Some next steps for the research are the possibility
working with switched state-feedback control and designing
a hybrid control method, which works with partial access to
position state variables and partial access to the velocity ones.
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