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ABSTRACT Nowadays Practical Byzantine Fault Tolerance (PBFT) algorithm has become the most
extensive consensus algorithm in the alliance chain. However, the PBFT algorithm is usually only applicable
to small networks due to high communication complexity and poor scalability. Although there have been
many improved algorithms for PBFT in recent years, they ignore fault tolerance and democracy. Therefore,
to meet the requirements of a high degree of decentralization and fault tolerance of blockchain-based
scenarios. This paper proposes a high fault tolerance consensus algorithmNBFT, which follows the principle
of decentralization and democratization of blockchain and ensures the improvement of performance in fault
tolerance upper limit and scalability. First, we use the consistent hash algorithm to group the consensus nodes
to avoid much communication between nodes, reduce the communication complexity of the network, and
improve the scalability of the network. Second, to ensure the fault-tolerant ability of the grouping consensus,
the nodal decision broadcast model and threshold vote-counting model are proposed first. Combined with
the proposed two models, the joint fault analysis of nodes is carried out, and the fault tolerance upper limit is
more than 1/3. Then, the Faulty Number Determined (FND) model is introduced to simulate the experiment,
and the results are verified.

INDEX TERMS High fault tolerance, group consensus, scalability.

I. INTRODUCTION
The Byzantine fault tolerance (BFT) algorithm has been a
widespread concern since it was proposed by Leslie Lam-
port, Robert Shostak, and Marshall Pease in 1982 [1]. How-
ever, it has not been applied in practice due to its high
communication complexity. It was not until Castro et al.
proposed the practical Byzantine fault tolerance (PBFT) algo-
rithm [2] in 1999, which reduced the complexity of the orig-
inal Byzantine fault tolerance algorithm from exponential to
polynomial, that the Byzantine fault tolerance algorithm was
introduced into the engineering field. At present, PBFT algo-
rithm has become the most widely used consensus algorithm
in blockchain alliance chain [3]. Because the Byzantine
fault-tolerant consensus algorithm can still ensure the correct
consensus of data in the distributed network when Byzantine
nodes do evil. Therefore, the Byzantine fault-tolerant consen-
sus algorithm is significant for the development of blockchain
technology, ensuring the normal consistency of data of each
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node in the blockchain distributed network and the order
of uplink transactions. The communication complexity, scal-
ability, fault tolerance, and performance of the consensus
algorithm will directly affect the performance of blockchain-
based applications [4].

Although the PBFT algorithm breaks the performance bot-
tleneck of the original POW algorithm, improves throughput,
and reduces transaction confirmation delay, due to the prob-
lems of high communication complexity, poor scalability, and
poor fault tolerance of the PBFT algorithm, it is difficult
for the performance of blockchain-related projects to meet
the actual business requirements. The PBFT algorithm is
usually only suitable for networks with less than 100 network
nodes, which is challenging to be used in more extensive net-
works [5]. It limits the application of blockchain technology
in financial services, energy trading, supply chain manage-
ment, the Internet of things (IoT), and other fields [6]. There-
fore, there are many improved algorithms for PBFT in recent
years. For example, literature [7]–[10] combines PBFT with
a public chain consensus algorithm to improve consensus
efficiency.The core idea is to select a certain number of nodes
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as committees through Proof-of-Work (PoW) [11], Proof-of-
Stake (PoS) [12], and other algorithms, and then the com-
mittees generate blocks through the PBFT algorithm. This
algorithm is usually suitable for token scenarios, but there is
no token circulation in the actual alliance chain. Therefore, a
series of Byzantine fault-tolerant algorithms based on credit
mechanisms have been proposed [9], [10], [13]–[22]. The
consensus nodes are screened through the reputation mech-
anism, and the consensus of the whole network is turned into
the participation of some nodes or committees. Generally,
these algorithms can effectively reduce the complexity of
communication and improve the ability of network extension.
However, these methods will have the following shortcom-
ings. First, the original intention of blockchain technology
is decentralization and democratization, while node selection
based on reputation tends to be centralized. Therefore, apply-
ing such a consensus algorithm in the blockchain is contrary
to our original intention of decentralization. Secondly, when
selecting nodes by reputation value, some nodes with high
reputations have many tasks and consume more resources.
As a result, nodes in the network may be prone to laziness.
Third, this kind of algorithm reduces the cost of doing evil
by the nodes with high reputation and increases the risk
of joint evil, thus affecting the consensus security of the
entire network. Therefore, it is vital to design an efficient and
decentralized consensus algorithm to solve the bottleneck of
blockchain.

In addition, privacy security protection has become more
critical in recent years. In order to curb all kinds of network
attacks, many scholars have put forward many reasonable
solutions in network security [23]–[26]. Therefore, to curb
the joint evil of Byzantine nodes, the destruction of the entire
network consensus. The consistency hash algorithm [27] is
used to select the master node and the network consensus
node. The identity of the consensus node is hidden in advance
to restrain the joint evil of Byzantine nodes.

The contributions of this paper are as follows:
a. First, the consistent hash algorithm is introduced to

select and group nodes. Thus, each node has uncer-
tainty about the consensus role in advance, achieving
the purpose of restraining the evil nodes.

b. Subsequently, the nodal decision broadcast model and
threshold vote-counting model are proposed for the
first time to ensure the consensus security. The error
tolerance interval of the NBFT algorithm is analyzed
according to these two models.

c. Evil acts against possible nodes in the consensus are
committed. First, combined with the proposed two
models, joint fault analysis is performed on the nodes.
The results show that the maximum probability of fault
tolerance is more substantial than 1/3. Then, the FND
model [4] is introduced to further analyze and prove
that the fault tolerance upper limit of the NBFT algo-
rithm will be greater than 1/3.

The rest of the article works as follows. Section II: Intro-
duction of related work. Section III shows the establishment

of the NBFT algorithm and model. In Section IV, the fault-
tolerant upper limit and communication complexity of the
NBFT algorithm is analyzed. Section V summarizes the work
of this paper.

II. RELATED WORK
In recent years, the PBFT algorithm is mainly been studied
through communication complexity and scalability. First of
all, scalability is the biggest bottleneck of PBFT, so many
solutions are proposed to solve PBFT scalability. For exam-
ple, in literature [28], [29], a multi-layer PBFT algorithm is
adopted to improve the scalability of the network and avoid
the problem of increased communication quantity caused by
the increase of consensus nodes. Unlike the multi-layer PBFT
algorithm, a multi-center PBFT algorithm is proposed in the
literature [30], which also effectively improves the scalabil-
ity of the network. In addition, M. Zamani et al. formed many
consensus groups by adopting network sharding to enhance
the expansion ability of the network [31], [32]. However,
increased network scalability often comes at the expense of
system security. For example, there may be Byzantine node
proliferation through multi-layer or grouped PBFT consen-
sus.When sharding is adopted, the data loss of any single slice
will not be able to query the recorded data [33]. Secondly,
the communication volume between nodes is significantly
reduced by introducing threshold signature in literature [34].
However, because the synthesis and forwarding of thresh-
old signatures of each link depend on the primary node, its
performance is largely related to the number of tasks of the
primary node.

Although these algorithms improve PBFT performance,
they often ignore the fault tolerance of the consensus net-
work. In practical application, the stronger the fault-tolerant
capability is, the stronger the algorithm’s applicability will
be, ensuring the system’s regular operation in a more severe
environment. Fault tolerance is vital in all fields, and many
scholars have conducted in-depth studies on fault tolerance in
recent years [35], [36]. Therefore, the fault tolerance of the
algorithm is considered in the design of this paper, and the
node decision broadcast model and threshold vote-counting
model are proposed for the first time. Its purpose is to hope
that the entire network can still reach a correct and consistent
consensus under themore severe distributed network environ-
ment. In addition, existing studies have sacrificed decentral-
ization to reduce communication complexity. However, the
degree of decentralization of the alliance chain itself is lower
than that of the public chain. Suppose the consensus of the
whole network is participated by some nodes to improve the
performance. In that case, both the democracy of consensus
and the utilization of network computing resources will be
insufficient. With the development of computing hardware,
we know that the performance of marginal hardware is also
outstanding [37]. We hope that all nodes can participate in
the consensus of data together when blockchain technology
is applied to IoT scenarios such as the Internet of vehicles,
finance, supply chain management, and the more extensive
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network. This can make full use of the computing resources
of the entire network but also better follow the original inten-
tion of decentralization and democratization of blockchain.
To this end, we designed a mechanism for all nodes to par-
ticipate in consensus. In addition to ensuring decentralization
and democratization, the network scalability, communication
complexity, and fault tolerance are also improved.

Our proposed approach differs from previous approaches
in several way:

a. To prevent the nodes from doing evil things, we hid the
identity of the consensus node so that each node did not
know the identity chosen by the primary node and each
group of representative nodes in advance.

b. To reduce the complexity of communication, we use
the idea of convolutional pooling in the neural network
to gradually reduce the consensus group. Each group
node reaches a local consensus, and then each group of
representative nodes reaches the whole network con-
sensus. In addition, to prevent the consensus security
from being reduced through the agreement of repre-
sentative nodes, two models are proposed for the first
time to effectively monitor the behavior of each group
of representative nodes

c. Different from other algorithms, we improve network
scalability and reduce communication complexity and
improve the fault-tolerant upper limit of the network,
making the consensus of the whole network more
secure and more tolerant. Through analysis and exper-
iments, it is proved that the fault-tolerant upper limit
will exceed 1/3.

III. NBFT ALGORITHM DESIGN
This paper assumes that the number of nodes in the whole
network is n, and the number of nodes in each group is as
follows: m (m = 3f1 + 1, f1 = 1, 2, 3 . . . . . .). Therefore,
the number of neutrons in the entire network is as follows:
R = [(n− 1)/m]. In addition, according to the conclusion of
n ≥ 3f + 1 [2] (where f represents the maximum number
of Byzantine nodes that can be tolerated), each group can
tolerate E = [(m − 1)/3] Byzantine nodes at most, and the
entire network can tolerate w = [(R− 1)/3] group consensus
abnormalities at most (where R,E,ware integers, R ≥ 4).

A. NBFT CONSISTENCY PROTOCOL
In the NBFT algorithm, the original PBFT algorithm, where
all nodes broadcast to each other, is changed to the consensus
within the group. Then, the consensus between the groups is
broadcast. The consensus in the group does not represent a
global consensus. As a result, to avoid communication that
is too trivial, the consensus in the group, with the aid of
the Hotstuff algorithm [34], depends on behalf of the pri-
mary node aggregation and forwards the message. The actual
consensus is shown in Figure 1 and consists of the prepre-
pare1, in-prepare1, in-prepare2, out-prepare, commit, and
preprepare2 phases. Replica0 serves as the primary node, and

the client serves as the customer service. In the in-prepare1
and in-prepare2 stages, each m consensus node constitutes a
subnetwork. For the convenience of description, the last node
of each group is taken as the representative primary node of
the group. After the client sends a message to the primary
node, the entire networkwill be triggered, and the final agreed
message will be written to the blockchain.

B. GROUPING POLICY AND CONSENSUS NODE
SELECTION
We adopt the consistent hash algorithm for the selection of
each group node and the primary node [27]. The consis-
tency hashing algorithm has properties, such as anti-collision
and uniform dispersion. After each node calculates its hash
value through hash(nodeip), it can be evenly mapped to
the hash ring of 0 ∼ 232 (where nodeip represents
node ip). The primary node is calculated according to the
hash(masterip + previoushash + viewnumber ) after the hash
value of the ring clockwise to the nearest node is the current
consensus of the primary node (where masterip represents
the ip address of the primary node of the consensus of the
last round, previoushashrepresents the hash of the last block,
and viewnumber represents the view number) after the primary
node selection, according to the hash ring clockwise direction
starting from the [viewnumber/nodenumber ] nodes(where [ ]
represents that is rounded, nodenumber represents the num-
ber of nodes in the network), which also skips the primary
node every m nodes to a consensus group. The representative
primary node of each group is selected according to the hash
ring formed by the group and combined withhash(masterip+
viewnumber + groupnumber ) to choose the representative pri-
mary node of the group in this round consensus (where
groupnumber represents the group number). When grouping
for the first time, the primary node is the first node in
the clockwise direction of the ring, and the initial value of
viewnumber is 0.

The consistency algorithm can not only realize the fast
selection of each group and consensus node but also ensure
the uncertainty of each node’s selection of the group and
representative primary node in advance, reducing the risk of
the joint evil of the Byzantine nodes.

C. NODE DECISION BROADCAST MODEL
In the in-prepare2 stage, after the consensus within each
group is completed, each representative primary node will
participate in the intergroup agreement on behalf of each
group. However, whether the consensus result within the
group is correct and whether the representative primary node
is Byzantine may affect the consensus of the whole network.
Therefore, we need to build a model with monitoring capa-
bility to monitor the consensus results representative primary
node. As a result, we design a node decision broadcast model.
When the nodes in the group find that the consensus within
the group is abnormal, they do not let the group representative
primary node participate in the consensus in the out-prepare
stage, but they broadcast the message to the representative
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FIGURE 1. NBFT consensus algorithm (n = 17, m = 4).

primary node in other groups. Abnormal group consensus
includes three situations: (1) The internal nodes of each group
discover that the messages representative of the primary node
is inconsistent with their messages. (2) The group node fails
to receive the message representative of the primary node
within the limited time in the in-prepare2 phase. (3) In the
in-prepare2 phase, the number of aggregated signatures sent
by the representative primary node is less than 2E + 1.
In any of the above situations, the nodes in the group will
broadcast in the out-prepare stage. The pseudocode for the
node decision broadcast model is described in Algorithms 1.

D. THRESHOLD VOTE-COUNTING MODEL
The purpose of the node decision broadcast model is to
monitor the representative primary node consensus and pre-
vent non-Byzantine valid messages from being delivered
to the intergroup consensus. However, after the consensus
within the in-prepare2 stage group, Byzantine nodes may
also participate in the broadcast in the out-prepare stage.
Therefore, to avoid the influence of the Byzantine node vote
on the entire network consensus in the out-prepare stage,
we need to design a vote-counting model to weaken the
vote of the Byzantine node. According to the conclusion of
n ≥ 3f + 1 [2], when a network of Byzantine nodes is less
than 1/3 of thewhole number of network nodes, the Byzantine
behavior can actually be tolerated. Therefore, we believe
that the number of valid signatures in the group exceeds
m − E in the counting process. The consensus votes of the
group are counted as m votes; otherwise, the number of valid
signatures is calculated as the number of votes. In addition,

valid signatures of ordinary replica nodes are counted as
1 vote. Therefore, if all representative primary nodes do not
fail in the out-prepare stage, some representative primary
nodes will reach the consensus threshold votes of the whole
network through the threshold vote-counting model. Specific
threshold analysis will be introduced in Section IV. Then,
after collecting the representative primary nodes that meet the
threshold number of votes, all the collected valid signatures
consistent with its message are aggregated and forwarded to
the primary node. Finally, the primary node will aggregate
signature information and statistical vote information as proof
of the consensus of the whole network and broadcast the
second time to all consensus nodes. Each node verifies the
secondary broadcast message from the primary node and
sends a replymessage to the customer service terminal.When
the customer service terminal receives (n − 1)/2 + 1 reply
to messages from different nodes, it considers that the whole
network has reached a consensus.

Therefore, the threshold vote-counting model not only
enables the votes of non-Byzantine nodes in each group
to obtain good statistics but also weakens the influence
of Byzantine nodes within the group on the consensus of
the whole network. The pseudocode for the threshold vote-
counting model is described in Algorithms 2.

IV. NBFT FAULT TOLERANCE UPPER LIMIT AND
COMMUNICATION COMPLEXITY
Themodels established in Part C and Part D of Section III aim
to avoid the influence of Byzantine nodes on the consensus of
the whole network. Therefore, to prove that the proposed two
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Algorithm 1 The Node Decision Broadcast Model
Pseudocode
if it is the representative primary node in in-prepare2 phase
then

while the in-prepare2 phase wait timed out do
Broadcast the aggregation signature messages to the
representative primary nodes of the other groups in the
out-prepare phase.

end while
end if
else then

if the in-prepare2 phase did not wait for a message
representative primary node then
Broadcast messages to representative primary nodes of
other groups in the out-prepare phase.

end if
else then
if inconsistent with the representative primary node
message in the group then

Broadcast messages to representative primary nodes
of other groups in the out-prepare phase.

end if
else then
if the number of aggregation signatures of the
representative primary node in the group does not
exceed 2E + 1 then

Broadcast messages to representative primary
nodes of other groups in the out-prepare phase.

end if
end else

end else
end else

Algorithm 2 The Threshold Vote-Counting Mode Pseu-
docode
F: Number of valid signatures
P: Valid votes
H: Total valid votes
if the received signed message is valid then

if the signaturemessage accepted is from the representative
primary node then

if F ≥ m− (m− 1)/3 then
P = m

end if
else then

P = F
end else

end if
else then

P = 1
end else

end if
while H ≥ (R− [(R− 1)/3]m) do

All valid messages received in the out-prepare phase are
aggregated and sent to the primary node

end while

models can indeed improve fault tolerance and suppress the
influence of Byzantine nodes. So this section combined with
node decision broadcast model and threshold vote-counting
to analyze NBFT fault tolerance upper limit.

A. ERROR TOLERANCE NUMBER INTERVAL
According to Part A of Section III, we know that in the NBFT
consensus algorithm, the final consensus result can be formed
only after the intragroup consensus and the intergroup two-
round voting consensus. There are R consensus groups in the
out-prepare stage. To ensure the security of consensus among
groups, a maximum of w groups can have abnormal con-
sensus. Therefore, we need to analyze thresholds to ensure
overall system safety and activity.

We know that in the PBFT consensus algorithm, the max-
imum number of Byzantine nodes tolerated is a value, and
correct consensus can be guaranteed as long as the number
of Byzantine nodes is not greater than 1/3 of the number of
consensus nodes in the whole network. However, the error
tolerance upper limit of the NBFT algorithm is not a definite
value, but it is an interval. In the out-prepare stage, if all of
the representative primary nodes were Byzantine nodes, the
consensus could not be successful. In this case, the minimum
error tolerance number is equal to the number of consensus
groups R. As seen from the threshold vote-counting model in
Part D of Section III, consensus among allR−w groups can be
guaranteed when all R−w groups reach the maximum fault-
tolerant number. This occurs only when all representative
primary nodes cannot fail and the consensus can be suc-
cessful. Therefore, assuming that all representative primary
nodes do not fail, the maximum number of fault-tolerant
nodes is the minimum number of the non-Byzantine nodes
required to reach the correct consensus. R − w groups have
a correct consensus, each group of correct consensus has
reached the maximum number of fault tolerances E , and the
remainingw groups are all Byzantine nodes. Finally, Formula
1 is obtained, and T represents the maximum number of fault
tolerances. Since it is not possible to determine whether a
node that is not grouped is a Byzantine node, the formula
is simplified and ignores nodes that are not grouped. Finally,
we can conclude that the error tolerance interval of the NBFT
protocol is [R,T ].

T =


[
n−1
m

]
− 1

3

m+
[n− 1

m

]
−

[
n−1
m

]
− 1

3


×

[
m− 1
3

]
(1)

B. REPRESENTING THE PROBABILITY THAT ALL PRIMARY
NODES ARE BYZANTINE NODES
According to the inference analysis of the NBFT fault tol-
erance number in Part A of Section IV, when the number
of Byzantine nodes in the network exceeds the number of
groups in the network, all of the representative primary nodes
are Byzantine nodes. Therefore, we conduct a probability
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FIGURE 2. Probability of joint evil of principal nodes (n = 17, m = 4).

analysis on the situation where all of the main nodes are
Byzantine nodes. Assuming that each node is independent
of each other, Formula 2 is obtained (K represents the prob-
ability of failure and i represents the number of Byzantine
nodes in the network).CR

n indicates that when the number of
Byzantine nodes exceeds the number of groups, R nodes are
randomly selected from n consensus nodes.CR

i means that the
R representative primary nodes are all from the i Byzantine
nodes. Finally, the probability obtained is the probability that
all representative primary nodes are Byzantine nodes under
the current i Byzantine nodes.

K =
CR
i

CR
n

(2)

According to Formula 2, we took n = 17 and m = 4 to
draw Figure 2. It can be seen that the K value is almost
equal to 0 in the interval [4], [7] of the error tolerance
number inferred from Part A of Section IV. The probability
of all representative primary nodes being Byzantine nodes
is very low. We find that as the network grows larger, the
probability that all representative primary nodes within the
range of fault tolerance numbers are Byzantine nodes tends
to be 0. Therefore, we can conclude that when all nodes are
in-dependent of each other, R nodes are randomly selected
as representatives of the primary nodes within the range of
the number of fault tolerances, and the probability that all R
nodes are Byzantine nodes is almost 0.

C. P POINTS OF ANALYSIS
According to the interval analysis of the number of fault
tolerances in Part A of Section IV, we know that when the
number of fault tolerances is maximized, the number of
non-Byzantine nodes required to reach correct consensus
is the lowest. In other words, if the number of Byzantine
nodes in the network exceeds the maximum number of fault
tolerances, in the out-prepare stage, it is impossible to have
a R − w group consensus correctly, and the consensus of
the entire network will fail. However, according to the deci-
sion broadcast model and the threshold vote-counting model,

we know that when the proportion of Byzantine nodes in the
network gradually increases, the number of Byzantine nodes
does not exceed the maximum number of fault tolerances,
and thus, it is also possible to destroy the consensus of the
whole network. For example, as long as the Byzantine nodes
destroy the R − w group consensus according to a certain
grouping mode, each representative primary node in the out-
prepare stage cannot reach the consensus threshold. Because
the minimum cost of destroying the consensus of each group
isE+1 Byzantine nodes, as long as there areR−w groups and
each group has E + 1 Byzantine nodes, the total vote count
of the whole network cannot exceed (R − w)m votes. As a
result, the consensus threshold of the whole network cannot
be reached. This phenomenon is called joint evil between
groups. Therefore, we hope to deduce the ratio between the
minimum number of nodes that cooperate to the number of
nodes in the whole network under different networks. We call
this ratio the cutoff point P. As long as the ratio of the number
of Byzantine nodes is greater than the P value of the current
network, the nodes of each group can cooperate in evil.

Before the analysis, we need to explain that the consensus
threshold in the out-prepare stage requires R−w groups with
correct consensus, which does not necessarily mean that there
are R − w groups with correct consensus. According to the
threshold vote-counting model, the sum of the total votes of
all correct consensus groups plus the valid votes of ordinary
replica nodes participating in the out-prepare stage broadcast
is greater than or equal to (R − w)m. This is equivalent to
the whole network, and at least R − w groups can reach a
consensus.

According to the analysis of the P value, it is also impos-
sible to determine whether the replica nodes that are not
grouped in the in-prepare2 phase are Byzantine nodes. There-
fore, we still ignore the nodes that cannot be grouped. Assum-
ing that some H groups are damaged, we first deduce the
maximum number of damaged groups that the network can
tolerate, as shown in Formula 3.

m([
n− 1
m

]− H )+ [m− 1− [
m− 1
3

]]H

≥ [[
n− 1
m

]−
[ n−1m ]− 1

3
]m (3)

In Formula 3, H is the maximum integer, indicating that
the maximum number of destructive groups Hmax is the
amount that the network can tolerate.Hmax+1 represents the
minimum number of joint evils between groups, and at least
(E+1)(Hmax+1) Byzantine nodes are required to participate
in joint evils between groups. The ratio of this value to n is
the value of P at the cutoff point when the current network
size is n. When the proportion of Byzantine nodes is greater
than that of P, there may be a risk of node unions between
groups.

Therefore, we took m = 4, 7, 10 to analyze changes
of P points under different n values. For convenience,
we chose (n − 1) as an integer multiple of m for analy-
sis. The final experimental situation is shown in Figure 3.
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FIGURE 3. P points corresponding to different networks (m = 4, 7, 10).

As the original intention of our algorithm design is for the
Byzantine fault-tolerant consensus of large networks, we can
see from Figure 3 that regardless of how muchm is taken, the
final P value is approximately 1/3. In other words, in a large
network, when the proportion of Byzantine nodes is less than
1/3 of the total number, there will not be a failure of network
consensus caused by joint evil between groups, or the prob-
ability of failure is very low. Therefore, to further verify that
the NBFT algorithm can guarantee the success of consensus
when the proportion of Byzantine nodes is less than 1/3, the
FND [4] fault-tolerant analysis model is introduced in Part D
of Section IV to further analyze the fault-tolerant upper limit
of the NBFT algorithm.

D. NBFT SIMULATION CONSENSUS
Based on the analysis of the interval where the fault-tolerant
number is obtained in Part A of Section IV and the probability
that all of the representative primary nodes are Byzantine
nodes in Part B of Section IV we know that the probability
that all of the representative primary nodes being Byzantine
nodes in the interval where the fault-tolerant number is
obtained is almost 0. Then, through the analysis of the P
point in Part C of Section IV, we also know that in a large
network, the failure of network consensus caused by joint
evil between groups will occur only when the proportion
of Byzantine nodes exceeds 1/3 of the number of network
nodes. Therefore, based on the analysis in the preceding
sections, the NBFT algorithm can ensure that when each node
is independent of the other, the maximum probability of the
network fault tolerance upper limit will exceed 1/3.

So we introduce the FND model [4] and conduct a simu-
lated consensus experiment in combinationwith the twomod-
els established in Part B and Part C of Section IV to analyze
the NBFT fault-tolerant upper limit further. The specifica-
tions of the system are: intel core i5-9300H, 2.4 GHz proces-
sor, 8 GB RAM and 1T storage. When we takem = 4 and the
network size is 101 201 and 301, respectively, the experiment
is carried out, assuming that each node in the experiment is
independent of each other. The change in the success rate of

FIGURE 4. Simulated consensus experiment based on the FND model
(m = 4).

the system consensus with the number of Byzantine nodes
in the network is analyzed. Under each number of Byzantine
nodes, 200 simulation experiments are carried out to calcu-
late the success rate of consensus by counting the times of
consensus success.

The final experimental results are shown in Figure 4,
and we can see that the fault-tolerant upper limit exceeds
1/3. When the success rate of consensus is less than 1,
the corresponding number of Byzantines is greater than 1/3
of the number of consensus nodes in the current network.
In addition, as the network expands, the gap between the
in-flection point and 1/3 of the point will become increasingly
larger. As the network gradually expands when the number
of Byzantine nodes is less than 1/3 of the number of network
nodes, the probability of forming all representative primary
nodes that are Byzantine nodes and the probability of joint
sabotage between groups is very low.

We also conducted an experimental analysis on m = 7.
Finally, as shown in Figure 5, we can still see that the number
of Byzantines corresponding to the inflection point is greater
than 1/3 of the number of consensus nodes in the current
network. As the network increases, the gap between the
inflection point and the 1/3 of the number of consensus nodes
increases.

Therefore, we can draw another conclusion. When each
node is independent of the other, the NBFT fault tolerance
upper limit will exceed 1/3. Although when the number of
Byzantine nodes is less than 1/3 of the number of network
nodes, it is possible that all of the representative primary
nodes are Byzantine nodes. However, the probability of this
happening is almost 0, as seen through the experiments.
In addition, the selection of grouping and consensus nodes
adopts the consistent hash algorithm, which ensures the
uncertainty of the nodes to the consensus role, which makes
it is very difficult for nodes to conduct joint evil. Therefore,
the combination of the two models and the consistent hash
algorithm can ensure that the fault tolerance upper limit of
the NBFT algorithm is greater than 1/3.

In addition, the experimental results also show that when
the number of Byzantine nodes exceeds 1/3 of the number
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FIGURE 5. Simulated consensus experiment based on the FND model
(m = 7).

of network nodes, the consensus of the whole network is
guaranteed to be unaffected by Byzantine nodes within a
certain range. However, the existing Byzantine fault-tolerant
algorithm cannot guarantee the correct consensus when the
number of Byzantine nodes exceeds 1/3 of the number of
network nodes. Therefore, the fault tolerance performance of
our algorithm is better than that of the existing Byzantine fault
tolerance algorithm. The reason for this is that the twomodels
we propose weaken the evil ability of some Byzantine nodes
and make the whole network more fault-tolerant.

E. NBFT COMMUNICATION COMPLEXITY
According to the overview of NBFT in Part C of Section III,
we know that in the in-prepare2 stage, when consensus
anomalies occur among nodes in the group, they will broad-
cast to consensus nodes in the out-prepare stage, resulting
in an uncertain number of nodes broadcast in the out-prepare
stage. Therefore, the communication complexity of theNBFT
algorithm is also simplified. It is assumed that only the
representative primary nodes of each group are broadcast
in the out-prepare stage. Based on this assumption, NBFT
algorithm traffic is shown in Formula 4, where C represents
the total consensus traffic.

C = 2(n− 1)+ 2(m− 1)[
n− 1
m

]+ [
n− 1
m

]2 (4)

As seen from the expression in Formula 4, the complexity
of the NBFT algorithm isO([(n−1)/m]2). Therefore, we take
m = 4, 7, 10 to conduct experimental analysis on networks
less than 1000 and compare the ratio of communication
consumption of the NBFT and PBFT algorithms at differ-
ent nodes. The experimental results are shown in Figure 6.
As seen from Figure 6, compared with the PBFT algorithm,
the NBFT algorithm consumes very little traffic regardless of
grouping. With the change of the network, different groups
can effectively reduce the total traffic and improve the scala-
bility of the network.

Through the experimental analysis and derivation of
fault-tolerant communication complexity and expansibility,

FIGURE 6. The communication consumption ratio of the NBFT and PBFT
algorithms under different network sizes.

it was found that the performance of our algorithm has greatly
improved compared with the PBFT algorithm. In addition,
our algorithm adopts a consistent hashing algorithm for the
selection of nodes and the grouping of networks before con-
sensus to hide the identity of nodes in advance without the
need for the creation of centralized institutions. In consensus,
two models are constructed to ensure the democratization of
consensus, meaning that our algorithm has a high degree of
decentralization.

Thus, in Table 1, we compare the performance of other
mainstream Byzantine fault-tolerant algorithms. Our algo-
rithm has characteristics, such as high fault tolerance and a
high degree of decentralization while ensuring that the con-
sensus is decentralized. Although the communication com-
plexity of our algorithm is not optimal, according to the
business requirements of the actual scene, we can balance
the communication complexity with the number of fault tol-
erance and the degree of decentralization and adopt different
consensus protocols to meet the needs of the actual business.
For example, blockchain finance, digital assets, and other
financial fields require relatively high levels of security and
decentralization, and our algorithm has obvious advantages.
We can guarantee that when the number of Byzantine nodes is
more significant than 1/3 of the network nodes, the consensus
of the entire network can still be correctly consistent within
a certain range. In addition, each node can participate in
the consensus of the whole network more democratically.
However, some alliance chains are not genuinely decentral-
ized. We follow the original intention of decentralization
and democratization of blockchain. The original intention of
democratization. In the multi-Layer PBFT consensus algo-
rithm, Z is an integer that satisfies Formula 5, Xmax satis-
fies Formula 6, and the communication complexity finally
obtained is a dynamic range.

Z = 1+ 3+ 32 + . . . . . .+ 3max (5)

Xmax =
⌊
log3 (2Z + 1)

⌋
− 1 (6)
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TABLE 1. Comparison with other algorithms.

V. CONCLUSION
This paper aims at the problems of lack of democracy and
low security in existing alliance chain consensus algorithms.
A new fault-tolerant consensus algorithm is proposed, which
ensures the decentralized and democratization of consen-
sus nodes in the network and improves the performance
of scalability and communication complexity. The experi-
mental results show that the NBFT fault-tolerant consensus
algorithm is superior to the existing Byzantine fault-tolerant
consensus algorithm. New solutions are proposed for some
scenarios with high security and decentralization require-
ments, such as financial services based on blockchain tech-
nology, energy trading, supply chain management, Internet
of Things (IoT), and other fields, which contribute to the
development of alliance chain. In addition, the algorithm
in this paper is mainly for single-layer consensus networks,
and its scalability needs to be improved. Therefore, we will
further consider the multi-layer consensus network in future
research and ensure that the fault-tolerant performance of the
network is still outstanding, which will significantly improve
the application scope of our algorithm. Promote the applica-
tion of blockchain alliance chains to more extensive networks
and more severe distributed scenarios.
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