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ABSTRACT Identification and delineation of craniofacial characteristics support the clinical and molecular
diagnosis of genetic syndromes. Deep learning (DL) frameworks for syndrome identification from 2D facial
images are trained on large clinical datasets using standard convolutional neural networks for classification.
In contrast, despite the increased availability of 3D scanners in clinical setups, similar frameworks remain
absent for 3D facial photographs. The main challenges involve working with smaller datasets and the need
for DL operations applicable to 3D geometric data. Therefore, to date, most 3D methods refrain from
working across multiple syndromic groups and/or are solely based on traditional machine learning. The
first contribution of this work is the use of geometric deep learning with spiral convolutions in a triplet-loss
architecture. This geometric encoding (GE) learns a lower dimensional metric space from 3D facial data that
is used as input to linear discriminant analysis (LDA) performing multiclass classification. Benchmarking
is done against principal component analysis (PCA), a common technique in 3D facial shape analysis, and
related work based on 65 distinct 3D facial landmarks as input to LDA. The second contribution of this work
involves a part-based implementation to 3D facial shape analysis and multi-class syndrome classification,
and this is applied to both GE and PCA. Based on 1,786 3D facial photographs of controls and individuals
from 13 different syndrome classes, a five-fold cross-validation was used to investigate both contributions.
Results indicate that GE performs better than PCA as input to LDA, and this especially so for more compact
(lower dimensional) spaces. In addition, a part-based approach increases performance significantly for both
GE and PCA, with a more significant improvement for the latter. L.e., this contribution enhances the power
of the dataset. Finally, and interestingly, according to ablation studies within the part-based approach, the
upper lip is the most distinguishing facial segment for classifying genetic syndromes in our dataset, which
follows clinical expectation. This work stimulates an enhanced use of advanced part-based geometric deep
learning methods for 3D facial imaging in clinical genetics.

The associate editor coordinating the review of this manuscript and
approving it for publication was Gina Tourassi.
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I. INTRODUCTION

Genetic conditions frequently present with distinct facial
characteristics, which are often the first clue in diagnostics.
To this day, a clinical diagnosis relies on an assessment
by clinical experts who are trained to recognize facial phe-
notypes associated with syndroms. However, subtle facial
phenotypes may not be obvious to the clinician. Further,
it can be difficult for a clinician to keep pace with the
ever-expanding catalog of clinical and molecular diagnoses
and their associated phenotypes. Therefore, objective facial
phenotyping for syndrome identification is needed to assist in
clinical diagnosis [1]-[5]. Previous work has mostly focused
on 2D facial images [6], with large-scale deep convolutional
neural networks being developed for and implemented in the
clinic [1]. While 2D photographs are easier to obtain, 3D
images capture facial shape and morphology more directly
and accurately as they are not subject to distortions due
to projections, positional changes, and lighting conditions.
Given the increasing accessibility of 3D imaging hardware,
including consumer-grade depth sensors in modern smart-
phones [7], large-scale 3D shape analysis and deep learning
for syndrome classification is becoming a practical possibil-
ity. Previous work in this domain has used linear dimension-
ality reduction and classification techniques, or feed-forward
neural networks, and has typically focused on discriminating
one or a few syndrome groups from controls [8]-[10]. The
most comprehensive attempt at 3D multi-syndrome classifi-
cation deployed linear techniques on 64 syndrome classes,
with a sparse configuration of 65 anatomical 3D facial
landmarks [3].

Training convolutional neural networks (CNNs) on 3D
photographs is a developing field. Some approaches ignore
the local connectivity of the interconnected 3D ‘mesh’ data by
transforming it into a 2D UV or 3D voxel representation [11],
[12], or by learning only from the point cloud [13]. This may
result in a substantial loss of information about the surface
geometry. With recently introduced Geometric Deep Learn-
ing (GDL) techniques [14], it is now possible to apply deep
learning directly on non-Euclidean facial surfaces, which are
discretized as graphs or meshes [15]-[18]. Drawing from this
literature, we use spiral convolutional operators which apply
local anisotropic filters to features given on a non-Euclidean
domain, mimicking the classical convolutional filters used in
CNNs [15], [19]-[22]. These spiral operators are applicable
to meshes that share a common topology, as for the 3D facial
data in this work. While a cross-entropy loss is the typical
loss used for classification tasks, we use deep metric learning
instead to learn similarity measures based on discriminative
facial features. More specifically, we implement a geometric
encoder (GE), which is a triplet-based Siamese architecture
trained with a triplet loss function [23]. The advantage of the
triplet loss is that it can efficiently learn many groups, even
with a small number of samples per group [24], [25].
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The human face is a multipartite morphological shape
that expresses both shape integration and modularity [6].
Anatomical structures with different embryological origins
and functions are combined in a viable, functional whole.
As such, information useful for syndrome classification may
occur in individual and different facial regions and/or at the
level of the whole face. To exploit this, multi-scale part-based
approaches have been employed in literature, for 2D images,
in which separate models are trained for local regions such
as the eyes, nose, mouth, and chin, along with the entire face
[1], [26]. Inspired by this idea, we propose a part-based GE
using a data-driven hierarchical facial segmentation, intended
to reflect the integrated and modular nature of facial variation.
Figure 1 shows the general pipeline. First, a low dimensional
embedding vector is learned for each facial segment using
a separate encoder block. Then, the embeddings of multiple
segments are concatenated to form the final embedding space
which is then fed to a linear discriminant analysis (LDA)
classifier. Performance of the GE is benchmarked against
principal component analysis (PCA), which is a commonly
used unsupervised linear dimensionality reduction technique
in 3D facial shape analysis [27], [28]. For each embedding
type (PCA and GDL), we assess the contribution of the
part-based setup by comparing its performance to using the
full face as a single segment and investigate the contributions
of different facial segments to the performance.

The main contributions of this work can be shortly listed
as: 1) combining geometric deep learning with spiral con-
volutions and a triplet-based architecture, for the first time
to learn phenotypic features that discriminate genetic syn-
dromes from 3D facial shape; 2) incorporating a part-based
approach to 3D facial shape analysis and multi-class syn-
drome classification such that the classification perfor-
mance increases for both baseline and our geometric model;
3) providing visual and quantitative feedback on the classifi-
cation output, and investigating the most distinguishing facial
segment for classifying genetic syndromes by performing
ablation studies within the part-based approach.

Il. MATERIALS AND METHODS

A. DATASET

The dataset comprises 1,786 3D facial images of controls
and individuals clinically diagnosed into one of 13 different
syndromes. All images were captured using the 3dMD or
Vectra H1 3D imaging systems and were sourced from:

1) The FaceBase repository (www.facebase.org) “Devel-
oping 3D Craniofacial Morphometry Data and Tools to
Transform Dysmorphology, FB00000861”*, collected
at patient support groups in the USA, Canada, and the
UK [3], [29].

2) The Western Australian Health Department. This col-
lection is from the database of the Health Department
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FIGURE 1. The syndrome classification scheme using a part-based
approach. Lower dimensional embeddings (e;) are learned for each facial
segment (m;) via function g; which can be replaced either by PCA (see
Equation 4) or by a geometric encoder using a spiral convolutional
operator (see Equation 5). Lower dimensional embeddings are
concatenated (e) and final classification supporting scores (sc;) are
obtained from linear discriminant analysis (LDA) classifier. The flow of the
pipeline is provided in Algorithm 1.

Algorithm 1 Part-Based Classification Pipeline
1. pre-process 3D Image: f = P(r) (Equation 1)
2. foriranging from 1 to 7 (number of segments) do:
encode input mesh: e; < g;(m;)
if Baseline then:
gi < gi(m;) (Equation 4)
else if GE then:
qi < hi(m;) (Equation 5)
end if
end for
3. concatenate embeddings: e < (¢;] |i7=1)
4.  call classifier: Z = [scy, scp, ..., sc,] < LDA(e)

of Western Australia. Images were collected between
2009 and 2018, and were recruited primarily through
the Genetic Services of Western Australia, but also at
complementary sites including Australian hospitals and
patient support groups. [30]

3) Peter Hammond’s legacy 3D dysmorphology dataset
hosted at the KU Leuven, Belgium. Patients were
recruited at patient support groups across the United
States, UK and Italy between 2002 and 2013. At ini-
tial recruitment, diagnosis was as reported by families
and/or suggested by clinical geneticists attending the
meetings; some patients were in contact over several
years and molecular diagnoses were reported by par-
ents or by collaborating clinical geneticists. [28]

From these three collections combined, groups with
>= 80 individuals were selected and only one image per per-
son was included. Our original dataset is highly imbalanced
with many groups containing images of a few individuals.
Therefore, looking at the imbalance ratio of the dataset,
defined as the ratio of the minimum and the maximum group
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size within the dataset, we selected the minimum group
size such that the imbalance ratio remains below 1:3. To be
precise, the imbalance ratio is 1:2.62 with the minimum group
size of 80. Note that this selection was done prior to develop-
ment and testing and was not further optimized based on the
results. Approximately, 45%, 54% and <1% of the data used
in this work are collected by the first, second, and the third
listed source respectively. The demographic characteristics
of the groups are shown in Table 1. This study was approved
by the ethical review board of KU Leuven and University
Hospitals Gasthuisberg, Leuven (556392, S60568).

TABLE 1. Group number and names, sample size (N), mean and standard
deviation of age (M+SD), and the female/male ratio (F/M) for each group.

Synd. Nr. Synd. Group N M = SD FM
1 Control 139 | 30.00 + 10.83 | 0.74
2 Angelman 106 10.11 £7.62 | 0.48
3 Bardet-Biedl (BBS) 87 2633 +£ 1478 | 0.438
4 CHARGE 87 1373 £9.50 | 0.56
5 22q11.2 Del 170 10.63 £ 6.06 | 0.49
6 Cornelia de Lange 182 12.15 £9.19 0.54
7 Ehlers Danlos 90 33.95 + 18.76 | 0.86
8 Marfan 113 | 23.86 £ 16.48 | 0.59
9 Noonan 150 14.11 £ 12.67 | 0.46
10 Prader Willi 32 21.27 £ 13.30 | 043
11 Smith Magenis 128 14.14 £9.23 0.57
12 Turner 86 25.8 = 19.30 1
13 Williams 215 17.81 £ 14.16 | 0.46
14 ‘Wolf Hirschhorn 151 10.89 + 9.38 0.56

Total 1786 | 17.87 +14.28 | 0.59

B. IMAGE PRE-PROCESSING

To apply spiral convolutional operators, meshes with a fixed
topology are required. This fixed topology also allows the
removal of extraneous (e.g., non-shape related) variation
using techniques from statistical shape analysis, which poten-
tially lowers the learning curve for the network. To accom-
plish this, a pre-processing routine P was applied to all raw
facial scans R to generate meshes with fixed topology F:

P:R—>F (1

R and F are representing the same facial shape, however,
while R has a random mesh representation, the output F is the
structured mesh with the same topology across all faces. Pre-
processing started by removing hair and ears, and indicating
five positioning landmarks on each facial scan. These were
used as input to a non-rigid 3D surface registration pipeline
as implemented in MeshMonk [31] that gradually warped a
generic facial template, comprising 7,160 vertices and 14,050
triangles into the shape of each target. This warped template,
produced for each image, constitutes a representation of its
shape, resampled to a standard topology or canonical mesh.
Given this fixed topology, each image can be symmetrized
and its position, orientation and size standardized; a gener-
alized Procrustes analysis of all resampled images and their
reflected copy was performed, followed by averaging each
image and its reflected copy. Note that the latter operation
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was facilitated by the bilaterally symmetrical constructed
template [32] as provided in MeshMonk.

Meshes were then transferred to another template, which
contains 8,321 vertices instead of 7,160 vertices and 16,384
triangles instead of 14,050 triangles. This template was intro-
duced in [33] to facilitate equidistant 3D mesh down- and up-
samplings, as mesh pooling operations in combination with
the spiral convolutions. The 3D transformation between both
templates was performed by an interpolation using 3D thin-
plate spline Radial Basis Function . After preprocessing, each
3D face was described as a manifold triangle mesh:

F=(V,E, ®) )

where V = {vi}f’:l21 is a set of 8,321 3D vertices v; =
(x4, yi, zi) defining the mesh geometry, and £ and ® are set
of edges and faces which define the mesh topology. £ defines
edges by an adjacency matrix where:

1, where v; and v; are connected

3

&ij = .
0, otherwise

and faces are defined by ® = {go}l.li’1384 where ¢; =

(v, v, vgllerp = 1,814 = 1,65 g = 1} declares the vertices
of each triangle in the template. Since all our meshes have the
same topology as the template, £ and ® are fixed.

C. LEARNING LOWER DIMENSIONAL EMBEDDINGS

1) PRINCIPAL COMPONENT ANALYSIS (PCA)

PCA derives a low-dimensional latent space that is a linear
subspace of the space spanned by all features (3D vertices),
which optimally preserves the Euclidean distance among
all observations (individual faces) [34]. Embeddings into
the latent space of 3D vertices were obtained by selecting
multiple principal components (PCs). To be more specific,
consider F containing all facial data reshaped to form an
n x k matrix. Each row of F is obtained by flattening V,
and therefore n = 1, 786 is the number of individuals, and
k = 8,321 x 3 . First, F is column-mean centered. Then,
PCs are calculated by singular value decomposition of F:
USAT = F, where S is a diagonal matrix of singular values
s in descending order of magnitude, U contains left singular
vectors and A contains right singular vectors or PCs. Then,
a flattened vector f is projected to the space spanned by the
PCs, and the corresponding embedding is then calculated by
function g:

g:F—>E,e=g(f)=f.A 4)

where e;, the i row of E, is the embedding of i individual in
the dataset. While the first PCs contain meaningful variations,
the latter typically code for the noise in the data, and the

variance explained by n* PC is measured by o> = ( %) .
When columns of A are sorted in order of decreasing o2, the
columns of A define mutually orthogonal directions within
the data that maximize the variance represented in the linear
subspace.
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FIGURE 2. (a) The first three levels of the hierarchical segmentation of 3D
facial shape. [22] (b) Mesh-padding: From the average face of all
individuals with (for instance) Williams syndrome (f), the nose segment
is padded with the average face of all individuals in the dataset (f*).
Equation 6 explains the mesh-padding with more details.

2) GEOMETRIC ENCODER

In our syndrome classification scenario, the metric space is
learned by our GE such that the feature representations of
patients within the same syndrome group are situated closer
to each other than patients from a different syndrome group.
Once trained, a GE can be represented by function h that maps
an input mesh f € F to a low dimensional embedding e € E:

h:F —E, e=h() ®)

A triplet-loss network is a supervised deep metric learner that
relates individuals in terms of such group membership [35],
and consists of three identical subnetworks. Triplet networks
are trained with triplets of the data comprising an anchor
(f2), positive (f,) and negative sample (f,). In each triplet,
the anchor and positive samples are from the same class,
while the anchor and negative samples are from different
classes. The output of the network for a given triplet is a
lower dimensional embedding of each element of the triplet
(eq, ep, en) = (h(fa), hi(fp), h(fy)). The loss function with
which the triplet architecture was trained is defined as: t =
max(|| eq — ep ||% — |l ea — en ||% 4, 0) where « is the
margin between paired positive and negative samples of the
triplet, and according to [35] it is set to 0.2. Changing this
parameter did not significantly change the outcomes (data
not shown). Triplets were selected by a random triplet mining
strategy from all possible triplets within a batch.

Choosing an appropriate architecture of the triplet subnet-
works significantly affects the capacity of the embeddings
to capture and learn the relevant information to separate
individuals according to group membership. We use GDL
to learn directly from the 3D facial meshes and efficiently
leverage the underlying geometry by using spiral convolution
operators, and for this reason we name the triplet subnetworks
“geometric encoders’”. For each vertex, we convert its neigh-
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borhood to an ordered sequence of vertices by applying a
spiral scan as follows: first, an arbitrary direction is chosen
in order to indicate the starting point of the spiral. Then,
we follow a counterclockwise trajectory adding neighboring
vertices sequentially (Figure 3b). Based on the fact that the
one-ring neighbors of a vertex in the meshes cover a range
from seven to ten vertices and also suggested by [19] and [20],
the trajectory is truncated to nine vertices including the cen-
tral vertex, i.e. the spiral length is set to nine. Larger spiral
lengths were initially tested in a geometric autoencoder, and
although the computation time was increased, no significant
improvement in reconstruction performance was observed.
Then, the ordered neighbor vertices are assigned the cor-
responding weights of the spiral convolution operator, i.e.:
Yv € V., W) = Zw[Th(Si(v)), where h(v) is the input
representation of vertex v, h’(v) the output representation, and
Si(v) the i neighbor of v in the spiral [20]. Since all the faces
have the same fixed topology, the spirals were determined on
the template mesh only once.

2113 vertices 8,321 vertices

SConv,+ SConv,+ SConvy+  SConv,+ Flatten+
ELU ELU ELU ELU FC &
\ A A lo!
) » » 2 o O el
el
8321x3 2,113x64 545x64 145x%64 41x128 Latent
Dim.x1
(b)
Layer no. | Layer Type | Spiral length | In-Out Dimension | Number of Spirals
1 Sconv+ELU 9 8,321 - 2,113 64
2 Sconv+ELU 9 2,113 - 545 64
3 Sconv+ELU 9 545 - 145 64
4 Sconv+ELU 9 145 - 41 128
5 flatten+FC latent dim. 41-latent dim.

(c)

FIGURE 3. (a) The result of the equidistant mesh sampling scheme
introduced in [33]. (b) The visual architecture of a (part-based) geometric
encoder. (c) The detailed architecture of a GE. Spiral length indicates the
number of vertices defining the spirals. In-Out dimensions indicate the
number of mesh vertices in each Sconv layer before and after
down-sampling. Number of spirals defines the number of spiral filters in
each Sconv layer.

In a geometric encoder based on spiral convolutions, aside
from the convolution operator, a pooling operator for meshes
must be incorporated. Established mesh decimation tech-
niques used in many geometric deep learning methods reduce
the number of vertices such that a good approximation of
the original shape remains, but they result in irregularly sam-
pled meshes at different steps of resolution. We, however,
developed and published a 3D Mesh down- and up-sampling
scheme that retains the property of equidistant mesh sampling
in [33]. Starting from five initial points shown on the left in
Figure 3a, the refinement is done with loop subdivision by
splitting each triangular face of the mesh into four smaller
triangles by connecting the midpoints of the edges. The last
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up-sampled mesh has 8,321 vertices and the average res-
olution of 2mm, meaning that the average edge length is
2mm. For our geometric encoder, the five highest levels of
resolution are kept, and their output is passed through the
fully connected layers of our encoder. In-house experiments
showed that other sampling schemes are equally effective
and can be used instead. We chose equidistant sampling for
the part-based approach, to ensure a consistent number of
vertices in segments with similar size. The number of spirals
in each layer (last column of the table provided in Figure
3C) was chosen empirically based on the previous and related
works [22], [33], as well as in other in-house projects where
similar facial data structures are used.

The architecture of our GE is illustrated in Figure 3b and
the details of the model are reported in table provided in
Figure 3c. The spiral convolutional (Sconv) layer in this table
consists of first, convolving spirals on vertices of the mesh
in the current layer, and second, down-sampling the current
mesh to obtain input for the next layer. Each Sconv layer is
followed by an exponential linear unit (ELU).

3) FACIAL SEGMENTATION AND PART-BASED LEARNING

To exploit the multi-scale nature of facial variation, this work
employed the hierarchical 3D facial surface segmentation
proposed in [36], based on ~ 8,000 3D facial images of indi-
viduals from an unselected/non-clinical European population
and that were also processed with MeshMonk. The segmen-
tation sequentially splits the vertices of the facial surface into
smaller subsets by spectral clustering such that covariation
within subsets is maximized and covariation between subsets
is minimized. We refer to these subsets as segments. Here,
we adopted the first three levels of this segmentation as
first suggested in [22] and shown in Figure 2. Each segment
m is a subset of the full face, hence, is defined by m =
{(V,e,9)]e’ € E,¢ C @}, where &’ and ¢’ are fixed
and predefined as shown in Figure 2a.

In the part-based approach, each 3D segment is pro-
cessed separately. This means for every face, different embed-
dings are learned for each segment. Part-based PCA simply
takes only the vertices of each segment into account, while
part-based GEs were implemented using 3D mesh-padding.
More specifically, the facial data for training a GE on seg-
ment i, which is noted as m;, consists of the corresponding
vertices of the segment i padded with the vertices of the
average face of all classes m/. This is shown in Figure 2b
and defined as

i, &, ¢i)

(v £r6r. 0\91) ©

n; =

D. FULL PIPELINE
Starting from a raw image data r, the facial scan was
pre-processed to generate the structured mesh representation:

Lf=P@r) (N

VOLUME 10, 2022



S. S. Mahdi et al.: Multi-Scale Part-Based Syndrome Classification of 3D Facial Images

IEEE Access

P is the pre-processing function (Equation 1), and f is the out-
put mesh representation expressed in Equation 2. Next, each
facial segment m; obtained from Equation 6 was encoded to a
low dimensional embedding space by the encoding function
q:F— E:

2. ¢ = qi(m;) ®)

where ¢ is derived from Equation 4 for the baseline, or Equa-
tion 5 for the GE. Next, embeddings of all segments were
concatenated (expressed by the concatenation operator.|l) and
passed to a syndrome classifier:

3.2 = (el ©)
4.7 = q(e) (10)

where e is the m x d dimensional concatenated embeddings
where m is the number of segments and d is the dimension of
the embedding, Z is the 1 x n dimensional vector containing
classification scores for n syndrome groups, and g is the
classification function that is replaced by LDA.

E. TRAINING AND EVALUATION

1) TRAINING

The GE blocks are trained for 600 epochs, when the valida-
tion loss plateaus, using the Adam optimizer, with a batch size
of 60 (limited by the maximum GPU memory). The initial
learning rate is set to le-4 according to experiments we ran
with a range of (le-1,le-8), and a decay rate of 0.99 after
each epoch. The models are implemented and trained on an
NVIDIA GeForce RTX 2080 Ti using PyTorch 1.1.0.

2) EVALUATION

To assess the non-linear metric learning based on a GDL
architecture followed by LDA, we compared our results to
those obtained using PCA followed by LDA as a base-
line. We also compared classification based on embeddings
learned from the full-face to those of the part-based GE and
PCA. Taking into account the computation in training for
each fold involved, the dataset was divided into a five-fold
cross-validation. In each fold, 20% of the data from each
group was randomly selected and devoted to the test set, and
the remaining 80% was used for training the GE or PCA along
with LDA.

One-vs-rest classification performance with LDA was used
to evaluate the GE and PCA. For part-based models, LDA
was trained on the embedding coordinates obtained from all
facial segments concatenated into a single feature vector for
each face. LDA was the chosen classifier in this work as it was
the best performing model among multiple tested techniques
including support vector machines, K- nearest neighbors, and
a multi-layer perceptron (data not shown).

Since the group sizes in the test dataset are highly imbal-
anced, it is important to consider classification metrics that
are more robust to the group size imbalance. Therefore,
to compare the overall performance of models, the classifi-
cation measures reported or referred to throughout this paper,
are:
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o Sensitivity: measure of how well the classifier can iden-
tify true positives;

« Specificity: measure of how well the classifier can iden-
tify true negatives;

o Balanced accuracy: the mean of sensitivity and
specificity;

« Area under the precision-recall curve (PR-AUC): indi-
cator of both recall and precision, where high precision
relates to a low false positive rate, and high recall relates
to a low false negative rate;

o F1 score: harmonic mean of precision and recall;

o Adjusted rand index (ARI): a measure of agreement
between the results obtained by a clustering (or classi-
fication) process and the results defined by external cri-
teria (in our case ground truth labels) [37]. As supported
in [38], we incorporated ARI as a classification measure
in this work.

F. EXPERIMENTS

1) LATENT SPACE DIMENSIONALITY

The number of dimensions retained in a lower dimen-
sional embedding space can affect the classification accuracy.
Therefore, to examine this, we started with a low dimension-
ality of 4 and increased the dimensions to 14, 24, 35, 47,
and 57. These numbers explain up to 68%, 90%, 95%, 97%,
98%, and 98.51%, respectively, of the variation in the full face
using PCA, and we compared them to geometric embeddings
retaining the same number of dimensions. Furthermore, for
consistency, the same numbers of dimensions were used for
each part-based encoder in the part-based setup.

2) CONTRIBUTION OF PART-BASED LEARNING

The contribution of part-based learning is assessed in mul-
tiple ways. In the first instance, we contrasted classifica-
tion evaluation metrics based on only the embeddings of
the full face, to those based on the embedding from all
facial segments. In the second instance, we investigated the
contribution of individual segments. For part-based learning
to be of value, the metric spaces of individual segments
should contain information complementary to that of other
segments. We assessed this as follows: the similarity among
the 7 different metric spaces was summarized as the 7 x 7
similarity matrix of RV coefficients between each pair of
distance matrices, transformed into cross-product matrices as
per [39]. The eigenvectors of this similarity matrix define
a similarity space where distance represents the difference
among metric spaces. The first eigenvector represents infor-
mation that is common among the metric spaces: those spaces
with larger projections onto this eigenvector contain more
common information and those with smaller projections con-
tain less [39]. We used this to assess the relative amount
of information contained in one metric space that is not
contained in others. The expectation was that those metric
spaces with lower projections are especially valuable to the
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TABLE 2. One-vs-all classification metrics (balanced accuracy, sensitivity, specificity, and F1 score) for full-face (FF) or part-based (PB) geometric

encoder (GE) and principal component analysis (PCA), for increasing dimensions (DIMs). Reported numbers indicate mean +standard deviation of
14 syndrome groups.

BALANCED ACCURACY SENSITIVITY / SPECIFICITY F1 SCORE
DIM | PCA FF | PCA PB | GE FF | GE PB | PCA FF PCA PB GE FF GE PB PCA FF | PCA PB | GE FF | GE PB
4 0.7 % 082% | 081+ | 087+ | 0.71£0.092 | 0.82+0.075 | 0.83+0.071 | 0.86£0.066 | 025+ | 042% [ 037+ | 05+
0.047 0.036 0.037 | 0.033 | 0.69 +0.023 | 0.83 +0.019 | 0.78 £ 0.036 | 0.88 + 0.018 | 0.03 0.032 0.04 0.038
R 082% | 087+ | 087+ | 0.71 £0.079 | 0.82%0.072 | 0.86 + 0.066 | 0.86 £ 0.063 | 025+ | 042% | 051 | 05+
0.038 0.033 0.035 | 0.031 | 0.69+0.022 | 0.83+0.017 | 0.88 £0.02 | 0.88 +0.014 | 0.032 0.041 0.049 | 0.044
54 | 083% [089% [087% [088% | 0830075 | 084007 | 0850072 | 0840082 [ 043+ |[063% |053% | 061
0.037 0.035 0.036 | 0.04 0.84 +0.017 | 0.94 £0.016 | 0.89 +0.015 | 0.93 0.013 | 0.035 0.053 0.041 | 0.05
3 086= | 088= | 088+ | 0.88+ | 0.85+0.062 | 0.82+0.068 | 0.86 = 0.06 | 0.82+0.073 | 048 = | 0.64+ | 055+ | 0.62 +
0.029 0.035 0.028 | 0.036 | 0.87 £0.015 | 0.94 +0.014 | 0.9 £0.016 | 0.94 +0.013 | 0.031 0.059 0.039 | 0.045
p 087 | 088% | 088+ | 0.87+ | 0.86%0.065 | 0.81 £ 0.073 | 0.86 = 0.068 | 0.8 £0.076 | 052% | 0.65% | 057 | 0.63 +
0.031 0.037 0.036 | 0.037 | 0.89 +0.017 | 0.95+0.012 | 091 +0.015 | 0.94 + 0.011 | 0.036 0.057 0.047 | 0.047
5 088% | 087+ | 088+ | 087+ | 0.86%0.067 | 0.8 %0075 | 085008 | 0790078 | 055 | 065+ | 058 | 0.64 +
0.033 0.037 0.039 | 0039 | 09+0016 | 0.95+0.013 | 091 0015 | 0.95+0.013 | 0.039 0.053 0.046 | 0.049
part-based classification as they contain information that is O PCA-FF
not contained in metric spaces derived from other segments. 1t F‘_S('f:iBf
We further assessed the unique contribution of each seg- sl ——
ment by removing the embedding derived from the segment Q
and re-training the LDA classifier. We used the ARI to sum- s 05 |
. . A
marize the agreement between true and predicted labels. ARI 041 1
values close to zero indicate chance performance, and values 0sl |
of one indicate perfect classification.
S MY
Dimension

3) ONE-VS-ALL GEOMETRIC ENCODER

So far, the GEs were trained in a multi-class setup. This
means, the network is trained using all group labels at once,
and one output vector of various dimensions is generated.
In comparison, we also trained a two-class GE for each
syndrome group in a one-vs-all instead of a many-vs-many
setup. For simplicity, we refer this model as “‘binary GE”.
Each binary GE has one dimensional output, thus once con-
catenated, for each segment, the embedding space of all
syndromes will be a 14-dimensional vector. We will then
compare the PR-AUC based on this experiment with those
from a 14 dimensional multi-class GE and PCA.

IIl. RESULTS

A. CLASSIFICATION PERFORMANCE OF

PART-BASED GE AND PCA

The average balanced accuracy, sensitivity, specificity, and
F1 score for each dimension are provided in Table 2. This
table reports results of the full-face and the part-based models
for both PCA and GE. To compare models, the PR-AUC
is plotted for increasing dimensions in Figure 4. It indi-
cates that, for the full-face approach, GE outperforms PCA,
although the discrepancy becomes smaller as the number
of dimensions increases. The part-based approach increases
the performances in lower dimensionalities for both GE and
PCA while the improvement is the largest for PCA. In higher
dimensions, however, the performance gain decreases for
both approaches. According to this figure, the optimal clas-
sification performance is achived by 24-dimensional part-
based approaches. The classification measures per syndrome
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FIGURE 4. Average area under precision-recall curve (PR-AUC) as a
function of embedding dimensions for full-face (FF) and part-based (PB)
principal component analysis (PCA) and geometric encoder (GE). Shadow
around each line indicates standard deviation.

03 04 045 05 055 06 065 07 075 08

Level 2

Level 3

Level 1

FIGURE 5. Part-based heatmap of classifying 22q11_2 deletion syndrome.
Each segment in the first, second, and third levels of the hierarchical
segmentation is colored by the PR-AUC of classification based on the
segment’s embedding.

for 24-dimensional part-based approaches are available in
Table S.1 in supplementary material.

B. CLASSIFICATION PERFORMANCE OF BINARY GE

Figure 6 shows the PR-AUC per syndrome obtained from
each binary GE, multi-class GE, and PCA, all trained with a
part-based setup with the optimal embedding dimension (24)
per segment. Differences in performance among the binary
implementation and multi-class GE and PCA were com-
pared statistically with pairwise comparisons using a paired
two-tailed Wilcoxon signed rank test. The PR-AUC of the
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FIGURE 6. Comparison between the performance of the Binary GE with multiclass GE and PCA, all in part-based
setup with 24 dimensions per segment. Error bars indicate the standard error of the mean.

binary GE is significantly higher than that of the multi-class
GE and part-based PCA (p-values < 0.05).

C. INFLUENCE OF INDIVIDUAL SEGMENTS

Figure 7a displays the first two dimensions of a similarity
space comparing the metric spaces derived from individual
segments. Each point represents a metric space learned from
a particular segment and projections on the first dimen-
sion (plotted on the horizontal axis) inversely represents the
amount of information represented in that space that is not
shared among other spaces [39]. Table 7b shows the result
of an ablation study as ARI computed from predicted labels
and the ground truth labels. Both of these analyses show that
in the context of the hieracrchical segmentation, the metric
space of the full face contains the least unique information
for discriminating syndromes in this dataset while segment
4 comprising the vermillion and cutaneous upper lip contains
the most. This is expected since the full face overlaps the
most with all the other segments, and hence has little extra
to contribute.

Aside from an increased classification performance,
another advantage of the part-based classification is gaining
the opportunity to quantitatively and qualitatively measure
the contribution of each facial segment in the final classifica-
tion of each syndrome. The latter is highly interesting since
it allows us to compare the facial segments that contribute to
the automated classification with the clinical features that are
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used by expert clinicians to recognize a particular syndrome.
E.g., Figure 5 illustrates the clinically-relevant visual repre-
sentation of the relative contribution of different facial parts
for the first three levels of the hierarchical segmentation. The
color of each segment is indexed to the PR-AUC computed
from the one-vs-all classification of 22q11_2 deletion syn-
drome. While there is wide inter-individual variability in the
presence of mild dysmorphic features in 22q11_2 deletion,
the most consistent feature is a tubular nose with underde-
veloped alae nasi and a round nasal tip. In alignment with
this, the heatmaps in the first, second, and third levels of
Fig. 5 indicate the relatively higher contribution of the nasal
segment in the automated classification.

IV. DISCUSSION

Deep CNNs for multi-class syndrome classification based
on 2D photographs are now being routinely used in many
clinics [1], [2]. 2D images are readily available but encode
only indirectly information about 3D shape. By now, large-
scale databases of 3D photographs of clinical populations
have been collected, although compared to the 2D datasets
of genetic syndromes used in the literature [1], available 3D
datasets are still considerably (about ten times) smaller in
size and diversity. With increasingly inexpensive and portable
3D imaging hardwares, this imaging modality is expected
to grow in popularity and use. Furthermore, recently devel-
oped GDL techniques now allow CNNs to be deployed
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5 f Removed segment | Fold 1 | Fold 2 | Fold 3 | Fold 4 | Fold 5 | Mean | STD
0.2f / 0.652 | 0.629 | 0.688 | 0.635 | 0.664 | 0.654 | 0.0244
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0 seg 2 0.397 | 0.396 | 0.38 0.354 | 0.407 | 0.387 | 0.021

0.489 | 0.516 | 0.525 | 0.473 | 0.529 | 0.506 | 0.024
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FIGURE 7. (a) The projections of the seven segments onto the first and second eigenvectors of the similarity matrix. This compares the metric spaces
learned from different facial segments. Projections on the first eigenvector inversely index the agreement between the metric space of the segment
and the other metric spaces. (b) Adjusted rand index (ARI) between the ground truth and obtained labels from the LDA classifier. Results indicate
ARI based on the concatenated embeddings (24-dimensional embedding per segment). In each row, the embedding that is referred to is excluded.

directly onto 3D images. To tackle the data size limitation, we
1) pre-processed and standardized the data using MeshMonk,
2) Implemented the part-based approach to divide the learn-
ing between multiple GEs, and 3) trained our GEs in a
triplet-based setup, so that the models learn from different
combinations of data samples.

In this study we apply GDL on 3D facial meshes
for a multi-class syndrome classification. We developed a
GDL-based metric learner to learn metric spaces that sep-
arate syndrome classes. We compared classification perfor-
mance to that obtained using latent spaces defined by PCA.
To exploit the multi-scale nature of facial variation, this was
further expanded into a part-based framework where metric
spaces are defined for each facial segment of the hierarchical
global-to-local facial segmentation. We compared classifica-
tion performance from embeddings on the full-face only to
those using all segments and further assessed the individual
contribution of embeddings defined for each facial segment.
Additionally, we assessed the performance of the geometric
part-based setup when trained from labels of all classes in
a single part-based metric learner (Multiclass-GE) compared
to training a separate part-based metric learner for each syn-
drome using positive (belonging to the class) vs all other
(Binary-GE). In all classification experiments, LDA was used
as a classifier for a one-vs-all classification.

GE significantly outperforms PCA in lower dimensonality,
which was expected. This discrepancy becomes smaller as
the number of dimensions increases. This is mainly because
GEs are trained in a supervised way (in contrast to PCA),
therefore, the embeddings are trained to preserve the most
relevant information to the discrimination task. This is likely
to include localized facial features only common to a small
proportion of the training set (e.g., to one particular syn-
drome). PCA ultimately learns these also, but it takes addi-
tional dimensions to do so, because it only aims to preserve
the maximum amount of variation across the entire training
dataset. Therefore, its first dimensions will capture broad pat-
terns of facial variation and population structure and not spe-
cific discriminative facial features. It is important to note that
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for static facial shape analysis, PCA was and still is a strong
and popular approach. The part-based implementation clearly
improved the performance of PCA, and this close to the level
of the GE part-based equivalent. In applications where clear
non-rigid variations are concerned (e.g. facial expressions
and body movements), however, illustrating the superiority
of neural models is more straightforward [19], [40]. More-
over, training a single full-face GE, trained on an NVIDIA
GeForce RTX 2080 Ti using PyTorch 1.1.0 takes 18 minutes
and 25 seconds, while the PCA method takes 13 seconds
in MATLAB 2020, on the same machine. Although the
time complexity is significantly higher for the deep learning
approach, we should keep in mind that this complexity is
reduced to training time only and once a trained GE is loaded,
it takes less than 3 seconds to embed all the faces. Figure S.2
of supplementary material depicts a 2D visualization of
the 14 dimensional part-based PCA and GE projections of
the train set (smaller dots) and test set (larger dots) using
t-SNE [41]. This plot demonstrates that the GE learns a better
structured metric space in which distinct syndromes reside in
clusters.

The part-based approach yields better performance than
the full face in spaces of smaller dimensionality for both
GE and PCA while the improvement is the largest for PCA.
With higher dimensionalities, however, the performance of
the part-based approach decreases for both GE and PCA.
This suggests that with a part-based scheme at 24 dimensions
per segment, performance is ceiling and models with more
dimensionality are overfitting. Using the part-based model,
localized information of the face is forcefully added into
the model. For PCA, this means that, even with low dimen-
sionality, localized shape variation remains available, that is
otherwise lost in the context of the full face only. For the
PCA model, adding segments to the analysis has a similar
effect as increasing the dimensions of the full-face model.
Although the performance of the part-based PCA and the
part-based GE are close, and that the improvement of the
latter is marginal, the gain in using the part-based approach is
still notable for the GE, suggesting that discriminative facial
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variation is represented compactly by both approaches when
using a part-based scheme.

The part-based Binary GEs trained for individual syn-
dromes outperformed both the part-based PCAs and multi-
class GEs. With more data and resources available, this model
can potentially be prioritized over multi-class GE. However,
it is important to note that for a binary GE with d dimensional
embedding size, the final concatenated embedding dimension
of each input would be d x 7 x 14 (for 7 segments and
14 classes). In contrast, in a multi-class GE, the final concate-
nated embedding dimension for 7 segments would be d x 7.
This means that the binary GE is less flexible in terms of the
embedding compactness. This constraint together with the
longer training time and more memory usage, make binary
GEs more difficult to implement and to use in practice, par-
ticularly for a larger-scale syndrome classification problem.

We assessed the contribution of metric spaces of differ-
ent facial segments learned by the GE. Segment 1, com-
prising the full face, and segment 3, comprising all of the
face but the nose and upper lip have the smallest unique
contribution. This is not surprising as, given these are large
facial regions and at the top level of the hierarchy, much
of the discriminating information they contain is also con-
tained in their sub-segments at lower levels of the hierarchy.
However, each segment contains some unique information
that is not contained in their sub-segments, demonstrating
the value of a multi-scale, hierarchical approach to facial
segmentation, as opposed to simply dividing the face into
mutually exclusive parts (e.g., at a single level of the hier-
archy). Segment 4 has the largest unique contribution to
classification. This comprises the cutaneous and vermillion
upper lip. The upper lip develops early in embryogenesis and
abnormalities in this area are associated with a wide variety
of developmental disorders. Further, as shown in [42], the
correlation between genomic signals of the upper lip with
other segments on the third level of hierarchical segmentation
is relatively small. As such this region appears relatively
independent and its development is especially sensitive to
disturbances caused by genetic anomalies, explaining why it
may be especially useful in discriminating among syndromes.
Using the part-based approach, it is also possible to give
feedback to clinicians about the relative contribution of dif-
ferent facial segments to the classifications of a patient into a
syndrome, which helps to explain the decision making of the
network.

The age and sex imbalance of the dataset may have induced
biases in the learning. However, our embedding spaces are
learned by random combinations of (anchor, positive, neg-
ative) triplets. As such, during training, anchors will be
exposed to negative instances with the same demographic
characteristics and positive instances with different demo-
graphic characteristics, reducing the chance that the net-
work will incorrectly learn facial features associated with
demographics as characteristic features of the syndrome. For
further assurance, we trained a full-face GE with an age-
and sex-corrected dataset using linear regression methods
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to compare the results, and no significant changes were
observed (Table S.3 of supplementary material).

The clinical state-of-the art is Face2Gene-Clinic (F2G-C)
which is pretrained on hundreds of syndromes and thousands
of images. To compare the 3D approach with F2G-C, com-
puter graphics softwares are used to render 2D images from
the 3D facial surfaces. However, given the low-resolution
and inferior texture quality of the 3D facial images avail-
able, these rendered images remained far from photorealistic.
In addition, for many of the 3D images available, only shape
without texture or color information was available. Consid-
ering these limitations, such a comparison is not fair towards
the 2D approach. However, a direct comparison with the 3D
state-of-the-art technique published in [3] is feasible. To do
so, 65 landmarks were selected on all our faces, as done
in [3]. Then, regularized LDA is performed in a binary (one-
vs-rest) set up, on the vector of 65 x 3 dimensional input
data. The average over five data folds of balanced accu-
racy, sensitivity, specificity and F1 score are 0.78+0.069,
0.58 £0.135,0.98 +0.006, and 0.62 +0.135 respectively.
In comparison, we look at the highest dimension of the
full-face analysis that we performed (57 dimensions). The
results show that the balanced accuracy for 57 dimensional
PCA as well as GE (both as input to LDA) which are based
on the dense facial meshes are 10% higher than the 3D state-
of-the-art with 65 facial landmarks.

V. CONCLUSION

In this work, we proposed a 3D part-based GDL model as
an assisting tool for identifying candidate disorders based on
facial shape from 3D surface images. First, we introduced
a geometric encoder (GE) compared to PCA as input to
LDA, where the former generated a clear improvement. Sec-
ond, we proposed a part-based implementation to 3D facial
shape analysis and multiclass syndrome classification, and
this applied to both GE and PCA. The comparison between
part-based versus holistic (or full face) approaches indicated
substantial improvements. In addition, we are able to provide
localized feedback on the contribution of each facial segment
in the syndrome classification of a patient’s image which aids
clinicians in their assessment of the result. Lastly, based on
ablation studies within the part-based approach, we investi-
gated which facial segment stored the most unique informa-
tion. This work is a collection of techniques found in the lit-
erature, and therefore, individual contributions to each of the
components can further increase the work. To be more spe-
cific, future work includes optimizing the hierarchical facial
segmentation using multi-task learning methods, instead of
incorporating a previously obtained data-driven segmenta-
tion. Moreover, since many syndromes are extremely rare
and hence their group size will always remain small, learning
from highly imbalanced data techniques will become impor-
tant. Lastly, other existing geometric deep learning methods,
aside from the spiral convolutions used in this work, such as
PointNet++ [43] are of interest to explore since they enable
learning from unstructured 3D data. This makes it possible
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to learn directly from the original 3D scans and shortcuts
the pre-processing steps of the pipeline used in this work.
However, a steeper learning curve is expected since extensive
data normalization is less trivial to implement.

VI. CODE AVAILABILITY
The necessary code for reproducing the results based

on

the low dimensional embeddings and the trained

models are available at https://github.com/sohamh/Multi-
Scale-Part-Based-Syndrome-Classification.git. Low dimen-
sional embeddings are reproducible for the portion of the
data that is publicly available (The FaceBase repository
(www.facebase.org)).
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