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ABSTRACT Predicting heart disease is regarded as one of the most difficult challenges in the health-care
profession. To predict cardiac disease, researchers employed a variety of algorithms including LDA, RF,
GBC, DT, SVM, and KNN, as well as the feature selection algorithm sequential feature selection. For
verification, the system employs the K-fold cross-validation approach. These six strategies were used to
conduct the comparative study. The Dataset for Cleveland, Hungray, Switzerland, and Long Beach V, as
well as the Dataset Heart Statlog Cleveland Hungary, were used to assess the models performance. For
both Hungary, Switzerland & Long Beach V and Heart Statlog Cleveland Hungary Dataset, Random Forest
Classifier sfs and Decision Tree Classifier sfs produced the highest and almost identical accuracy values
(100%, 99.40% and 100%, 99.76% respectively). The findings were compared to previous research that
focused on cardiac prediction. In the future, we hope to extend the model even further so that it may be used
with various feature selection techniques; another possibility is to use a random forest classifier. The major
goal of this study is to improve on previous work by developing a new and unique technique for creating the
model, as well as to make the model relevant and easy to use in real-world situations.

INDEX TERMS Heart disease, sequential feature selection, DT, RF, SVM, GBC, LDA, confusion matrix ·
ROC curve.

I. INTRODUCTION
The study of disease diagnosis is crucial in the realm of
healthcare [1]. A disease is defined as any cause or set
of conditions that lead to suffering, sickness, malfunction,
or finally death of a human person. Individuals have the
fundamental right to good health, according to WHO princi-
ples [2]. It is thought that proper health care services should
be offered for frequent health checks. Heart disease is the
leading cause of death in the world, accounting for nearly
31% of all deaths. Early detection and treatment of many
cardiac disorders are highly challenging, especially in poor
countries, due to a lack of diagnostic centers, skilled doctors,
and other resources that affect the proper prognosis of heart
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disease [3]. Some prevalent risk factors, such as diabetes, high
blood pressure, and excessive cholesterol, make it difficult
to detect heart disease. Underlying disorders induce irregu-
lar cardiac rhythms and breathing difficulties, such as pul-
monary cracks, improved jugular vein weight, and borderline
edema [4]. Because the symptoms of cardiac disease are so
varied, they must be treated with extreme caution. Failure to
do so may have a negative impact on the heart [5]. According
to the American College of Cardiology, there are 26 million
individuals globally who have heart disease, and 3.6 million
people are tested each year. Within a year 15–35 % of indi-
viduals with heart disease will die, and the rest will die
in 4–5 years. Diseases can affect a person physically and
mentally, and they can have a significant impact on how they
live. The pathological process is defined as the study of the
causes of disease. Signs or symptoms that are evaluated by
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FIGURE 1. Block diagram of the medical diagnosis process.

clinical professionals form the basis of disease. Diagnosis
is described as the process of determining the path physi-
ology of a disease based on its indications and symptoms.
As illustrated in Figure-1, diagnosis may also be described
as the process of determining which disease an individual
has, based on their symptoms and indicators. The information
was gleaned frommedical records. The knowledge necessary
for diagnosis is based on a physical examination of a person
with a medical pathology. During this treatment, at least one
diagnostic procedure, such as medical testing, is frequently
performed. A medical practitioner will go through a proce-
dure that includes multiple steps in order to make an accurate
diagnosis enabling them to get the most quantity of data
feasible [6].

Disease diagnosis is the most difficult procedure and, at the
same time, a crucial phenomenon for a medical care expert
to understand before reaching a judgment. The diagnostic
procedure might be lengthy and difficult. Care specialists
collect empirical facts to determine a patient’s disease to
reduce the uncertainty in medical diagnosis health. Due to
a mistake in the diagnostic process, the patient’s necessary
therapy may be postponed or ignored, resulting in major
health complications. Unfortunately, not every doctor is a
specialist in every field of medicine. As a result, an inde-
pendent verdict system was needed that combined human
understanding with Machine Learning (ML) precision [7].
To get accurate outcomes from the diagnosis procedure at
a lower cost, we need a good decision support system. For
human specialists, classifying disease based on multiple fac-
tors is a difficult task, but machine learning techniques might
assist to detect and treat such situations. Various machine
learning approaches are currently being applied in medicine
to accurately diagnose cardiovascular disease. ML is a com-
ponent of computer science that enables computers to become
more intelligent. Learning is a must for every intelligent sys-
tem. Learning-based strategies in machine learning include
sequential feature technique. One of the most significant is
Artificial Intelligence (AI) technologies in the medical field
is a rule-based intelligent system, which provides a collection
of if-then rules in medical healthcare and works as a decision
support system. AI-based autonomous techniques need very
little human interaction are progressively adding intelligent
systems in the medical business [8]. In recent years, medical
aid software has been developed using computer technology
and machine learning techniques as a support system for
the early identification of cardiovascular disease [9]. Early
detection of any heart-related disease can lower the chance
of mortality [10]. In medical data, many ML algorithms are
utilized to comprehend the pattern of data and make pre-
dictions from it [11]. Healthcare data is typically large in

volume and structured in a complicated way [12]. ML algo-
rithms can manage large amounts of data and mine it for the
useful information [13]. ML algorithms use historical data
to learn and predict real-time data. This type of machine
learning framework for cardiac sickness prediction can urge
cardiologists to act more quickly, allowing more patients to
get medications in a shorter amount of time, perhaps saving
a substantial number of lives [14]. Machine Learning is a
branch of Artificial Intelligence study that has gained a lot of
attraction in recent years. Machine Learning algorithms can
perform a variety of tasks, including prediction, classifica-
tion, and decision-making. To learn ML algorithms, we need
training data [15]. The majority of investigations at the Liter-
ary Research Centre illustrate the use of feature determination
techniques and other machine learning algorithms, which is a
strategy to organize individuals in an expected fashion or as
cardiovascular disease patients. Previously K. J. Shanthi, D.
K. Ravish et al. (2015), used a vast amount of data created
by the medical business that was not efficiently utilized. The
innovative procedures proposed here are simple and success-
ful in lowering the cost and improving the calculation of
temperament ailment. The numerous research strategies used
in this study for the prediction and classification of heart
disease utilizing ML and deep learning (DL) techniques are
extremely accurate in determining the usefulness of these
methods [16], [17].

K. Polaraju et al. [18] suggested a Multiple Regression
Model for Heart Disease Prediction, which shows that Multi-
ple Linear Regression is suitable for predicting heart disease
risk. The task is done using a training data set of 3000 exam-
ples with the 13 different characteristics mentioned before.
The data set is divided into two parts, with 70% of the data
being used for training and 30% being used for testing. Based
on the findings, it is obvious that the Regression method
has higher classification accuracy than other techniques [19].
Different data mining algorithms were developed by Brahmi
and Shirvani [20] to test heart disease prediction and diag-
nosis. The major purpose is to compare and contrast J48,
Decision Tree, KNN, SMO, and Nave Bayes, as well as
other classification algorithms. Following that, the accuracy,
precision, sensitivity, and specificity of certain performances
are evaluated and compared. J48 and decision tree [21] are the
strongest strategies for predicting cardiac disease. ‘‘An Intel-
ligent Learning System based on Random Search Algorithm
and Optimized Random Forest Model for Improved Heart
Disease Detection’’ was developed by Ashir Javeed, Shijie
Zhou, and colleagues [22]. This study employs the random
search algorithm (RSA) for factor selection and the random
forest model for cardiovascular disease diagnosis. This model
is primarily designed to be used with the grid search algo-
rithmic software. For cardiovascular disease prediction, two
types of experiments are employed. Only a random forest
model is built in the first experiment, while a suggested
Random Search Algorithm-based random forest model is
developed in the second. This technique is more efficient
and straightforward than the traditional random forest model.
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It has a 3.3 % greater accuracy than a traditional random for-
est. Physicians can benefit from the suggested learning sys-
tem by improving the quality of heart failure detection [23]. A
support vector machine recursive feature elimination feature
selection method based on artificial contrast variables and
mutual information [24]. The first features to be removed
are noise, redundancy, or irrelevant features; the most sig-
nificant feature is the last to be removed. The accuracy of
SVM-RFE and Principal Component Analysis-Support Vec-
tor Machine (PCA-SVM) in predicting cardiac disease was
88.24% [25]. By removing duplicate data, this strategy can
enhance heart disease prediction accuracy. It is, however,
a greedy strategy that attempts to discover the best possible
categorization combination by deleting the poorest attributes
one at a time. When paired with other features, the features
that were eliminated before might give a large performance
boost. Mohan et al. (2019) [23] developed an effective hybrid
machine learning strategy. Random forest and linear methods
are combined in the hybrid technique. For prediction, the
dataset and subsets of characteristics were gathered. The
pre-processed knowledge (data) collection of cardiovascular
disease was used to choose a subset of specific properties.
Hybrid approaches were used to diagnose cardiovascular dis-
ease after prep-processing [26]. ‘‘Prediction and Diagnosis
of Heart Disease Patients Using Data Mining Technique’’
was created by Mamatha A. P. and Shaicy P Shaji [27]. This
article employs theArtificial Neural Network, KNN,Random
Forest, and Support Vector Machine methodologies. The
Artificial Neural Network [28] is compared to the above-
mentioned classification algorithms in data mining to predict
improved accuracy in diagnosing heart disease. A disease
prediction system based on Feature Selection (FS) was intro-
duced by Sandhiya and Palani et al. [29]. As the FS method,
the incremental FS algorithm (IFSA) was used. This showed
that IFSA was a mixture of intelligent conditional random
fields and linear correlation coefficient-based FS. The dis-
tance between characteristics was used to categorize the fea-
tures. Finally, diseases including cancer, heart disease, and
diabetes were predicted with a lower false alarm rate (FAR)
utilizing temporal-convolutional NN (T-CNN) [30]. Accord-
ing to the authors, results may be attained with excellent
precision by following this approach. ML can forecast dif-
ferent diseases by utilizing electronic information. Prediction
and Diagnosis of Heart Disease Patients Using MLT were
recently done by different researchers [31], [32].

The Sequential Feature Selection (SFS) method starts with
an empty set and adds an element that provides the most
persuasive incentive for the target effort in the first phase. Ini-
tial with the second phase, the remaining characteristics are
added to the current subset precisely. In a good approach, the
algorithm picks several features from a collection of features
and assesses them for model iteration, lowering and improv-
ing the number of features for the model to achieve optimal
performance and outcomes. Bharti et. al [58] have used the
ML for predicting heart disease and got 100% accuracy.
In any event, determining the best feature subset to employ in

the diseases prediction and analysis framework is still a work
in progress. Present relevant writings [33], [34] always focus
on picking a subclass of pieces to magnify the correctness of a
single/large-scale arrangement. Predicting cardiac disease is
considered one of the most challenging tasks in the medical
field. Researchers used a range of algorithms, including LDA,
RF, GBC, DT, SVM, and KNN, as well as the feature selec-
tion method SFS, to predict cardiac illness. The system uses a
K-fold cross-validation technique for verification. The com-
parison research was conducted using these six methodolo-
gies. The models performance is evaluated using the Datasets
for Cleveland, Hungray, Switzerland, and Long Beach V,
as well as the Dataset Heart Statlog Cleveland Hungary.
Random Forest Classifier sfs and Decision Tree Classifier sfs
achieved the highest and almost comparable accuracy scores
for both the Hungary, Switzerland&Long Beach V andHeart
Statlog Cleveland Hungary Datasets (100 %, 99.40 % and
100%, 99.76% respectively). The findings were compared to
previous research that focused on cardiac prediction.

By training the dataset, the algorithm determines the best
answer. Various performance indicators, including Accuracy,
Sensitivity, Specificity, Precision, and F1-Score, may be used
to evaluate the models’ performance is tested on a subset
of features selected by Sequential Forward Selection (SFS)
method with 5-fold cross-validation for Heart Disease Clini-
cal RecordData Set 2020. Ourwork suggests the combination
of the ML modes and optimization technique that predicts
heart disease with the highest accuracy.

The rest of the paper is organized as follows: Section-A
includes similar work on prior research that used differ-
ent machine learning algorithms to predict cardiac disease.
Section-B more clearly explains the technique of the pro-
posed study. Section-C explains the experimental result find-
ings, as well as a comparison of past investigations and
the methodology utilized and different models. Section-D
explains our results, conclusion and study directions in the
future.

II. MACHINE LEARNING CLASSIFIERS
An AI classification method is used to distinguish between
heart disease patients and healthy people. The assumptions
behind various well-known categorization algorithms are
briefly discussed in this section.

A. LINEAR DISCRIMINANTS ANALYSIS (LDA)
LDA is employed when all populations variation covariance
grids are homogenous. Our selection strategy in LDA is based
on the linear score function, which is the population element
represented by each θi in our group, and the set difference
covariance frame the linear score function’s features are [43].

SαI (x) = −
1
2
θ ′i
−1
θi + θ

′
i
−1
x + logQ(5i)

= Di0 +
θ∑
j=1

DijXi + logQ(5i)

= DLi (x)+ logQ(5i) (1)
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TABLE 1. Comparative study table of highly sited papers of machine learning techniques for the prediction of heart disease.
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TABLE 1. (Continued.) Comparative study table of highly sited papers of machine learning techniques for the prediction of heart disease.

Were, Di0 = − 1
2θ
′
i
−1
θi,

Dij = θ ′i
−1
jthelement,

DLi (x) is a linear discriminent function

The unknown parameters θi and
−1

are used to calculate
the linear scoring function. As a result, we must rely on the
training data to predict their values.

B. RANDOM FOREST CLASSIFIER
The supervised learning approach is used by Random Forest,
a well-known machine learning algorithm. It may be used for
both classification and regression problems in machine learn-
ing. It is based on ensemble learning, which is a technique for
combining a large number of classifiers to solve a difficult
problem and improve the model’s performance. ‘‘A random
forest is a classifier that contains a number of decision trees
on various subsets of a given dataset and takes the average
to improve the dataset’s prediction accuracy,’’ as suggested
by the name Rather of relying on a single decision tree [44].
The random forest considers the predictions from each tree
and predicts the final output based on the majority votes of
projections. The flowchart of the Random Forest Classifier is
given in Figure-2.

C. GRADIENT BOOSTING CLASSIFIER
Gradient boosting is a type of Artificial intelligence (AI) that
may be used to solve regression and classification problems.
As a prediction model, it provides a set of overall predic-
tion models and decision trees. It builds models in a stage-
savvy approach, similar to previous improvement strategies,
and summaries them by permitting arbitrarily distinguishable
work [45]. In order to minimize the target work, in each
cycle, we adjust the basic learners to the negative angle of
the negative gradient, progressively increasing the expected
value and adding it to the previously emphasized incentives:

fp (X) = fp−1 (X)− λp
∑n

i=1
fp−1L(γi − fp−1(Xi) (2)

λp =
Argmin
λ

∑n

i=1
L(γi − fp−1(Xi)

−λfp−1L(γi − fp−1 (Xi)) (3)

where L(γif (X)) is differentiable loss function.

D. DECISION TREE (DT)
Trees are a type of supervised machine learning in which
data is split on a regular basis based on a parameter. In the
training data, we define what the input is and what the
related output is. The leaves symbolize the decisions or
final results. This technique has a tree or structure like a
flowchart, with the branches, leaves, nodes, and root node.
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FIGURE 2. Random forest classifier flowchart.

FIGURE 3. Decision tree classifier flowchart.

FIGURE 4. Entropy graph.

The features are kept in the internal nodes, whereas the
branches indicate the outcomes of each test on each node.
DT is frequently used for classification applications since

it does not need considerable field experience or parame-
ter setting [46]. The flowchart of Decision Tree is given
in Figure-3.
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E. ENTROPY(H)
The unpredictability of the evidence existence managed is
measured by its entropy. The higher the entropy, the harder
it is to draw any conclusions from the data. When the proba-
bility is either 0 or 1, H(X) has nil entropy. At what time the
likelihood is either 0 or 1, it is said to be a 0 or 1 probability,
the entropy H(X) is zero, as illustrated in Figure-3. When the
probability is 0.5, the Entropy is greatest because it shows that
the data is completely random and that there is no chance of
properly deciding on the results.

FIGURE 5. Information gain.

A leaf node is entropy-zero branches, whereas a branch
with entropy larger than zero has to be divided further. Math-
ematically the entropy of a single property is expressed as:

Entropy = E (S) =
∑c

i=1
−pilog2 (pi) (4)

In a state node, the probability of class i is pi S, where S
denotes the present condition. Entropy for many character-
istics is expressed mathematically as:

E(T ,X ) =
∑

c∈X
P(c)E(c) (5)

T denotes the current state, while X is the selected property.
The Entropy (H) is given in Figure-4

F. INFORMATION GAIN (IG)
Information gain (IG) in Figure-5 is a metric that measures
how much information is gained and how successfully based
on certain characteristics, training samples can be distin-
guished from its categorization goals. The key for creating
the purpose of a decision tree is to select a characteristic that
provides the most information with the least entropy [47].

As more knowledge is gained, entropy drops. Based on the
provided attribute values, it estimates the change in entropy
between, before and after dividing the dataset.

1) MATHEMATICALLY

Information Gain (T, X) = Entropy (T)− Entropy (T, X)

(6)

Information Gain = Entropy (before)

−

∑K

j=1
Entropy(j, after) (7)

‘‘Before’’ refers to the dataset that existed before to the split,
‘‘K’’ to the quantity of subsets created (j, after) to subset j
after the split, and (j before) to subset j before the split.

G. COST FUNCTION (GINI INDEX)
A cost function is the Gini index that may be used toward
evaluate dataset splits. It is computed by taking one from
the sum of each class’s squared probability. Greater dividers
are preferred because they remain mediators to construct,
but smaller divisions with unique values are preferable for
information gain.

Gini = 1− [P(Class1)2 + P(Class2)2 + P(Class3)2

+ . . . . . . . . . . . . . . . . . .+ P(ClassC)2 ]

Gini = 1−
∑c

i=1
(Pi)2 (8)

The Gini Index is based on a categorical variable to be mea-
sured called ‘‘Success’’ or ‘‘Failure.’’ It is the only way to
performs binary divisions [48].

H. SUPPORT VECTOR MACHINE (SVM)
Support Vector Machine (SVM) is based on statistical learn-
ing theory [33] and it can classify both linear and nonlinear
data. It divides the data into two groups by using support
vectors andmargins to create a linear optimal dividing Hyper-
plane inside a higher dimension (or classes). Using a suitable
mapping that isn’t linear, the original training data is trans-
ferred to a greater extent. In this context, a hyperplane may
always be used to separate data into two classes.

If f is a support vector machine classification function then,
f : P→ Q, P stands for the domain (here i.e. data set),

P = [X,Y] , X = [xi/1 ≤ i ≤ n], Y = [yi/1 ≤ i ≤ n]

(9)

xi is a set of n training tuples with yi as the associated class
label. Each yi can have one of two values: +1 or -1, which
indicate the first and second classes, respectively.

yi ∈ {+1,−1} (10)

The term ‘‘output set’’ can be used to describe a group of
results.

Qi = {u/1 ≤ i ≤ n} (11)

The main principle of SVM is to locate the hyperplane with
the greatest margin to distinguish a collection from a series
of bad examples, good instances, as shown in Figure-5.

A linear classification of the type is computed using a
support vector machine:

f(x) = b+ wx (12)

A categorization that follows a straight line of the form
f(x)= b+wx is computed using the support vector machine.
Where w is a vector of weights, x represents an example of
training and b represents bias. F(x) = 0 can be represented
as the hyperplane separation. As a result, every point from
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FIGURE 6. Support vector machine flowchart.

FIGURE 7. Optimal hyperplane with maximum margin.

one class that is above the separating hyperplane fulfills the
condition f(x)>0. f(x)>0 is satisfied at the same time that
any point from a different subject lies below the hyperplane
that separates the two hyperplanes. The above equations were
used to form the Set D is linearly separable, which satisfied
the disparity,

yi (f (x)) ≥ 1, ∀i (13)

m is the margin in this case., m = 1
‖w‖2

Increasing profit margins may be stated in the shape of an
issue of optimization using the above equation:

Minw,b
1
2
‖w‖2 , Subject to yi (w.x + b) ≥ 1, ∀i (14)

The dual Lagrange multiplier can be used to address this
optimization challenge.

Min
α̃
9(α̃) = Min

α̃

1
2

N∑
i=1

N∑
j=1

yiyj(Exi.Exj)αiαj −
N∑
i=1

αi (15)

The linearly split data support vectors are a subset of the
actual training tuples. There is a dot product between the
support vector xi and the dot product between the support
vector xi and the dot product and the test tuple xj in the
Lagrangian formulation of the aforementioned optimization
problem. Each Lagrange multiplier and each training tuple
have a one-to-one connection. Not all data sets can be sepa-
rated in a linear fashion. There may not be the positive and
negative instances are separated by a hyperplane. SVMs may
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FIGURE 8. System framework for predicting disease (yes/no) from heart
disease.

also be used to create non-linear classifiers. The Lagrange
multiplier is used to compute the output of a non-linear SVM.

u =
∑N

j=1
yi αjK

(
Exj, Ex

)
− b (16)

K is the kernel function. In this case, we utilized the Radial
Basis Kernel Function (RBF), which is written as follows:

K
(
xi, xj

)
= exp

(
−γ

∥∥xi − xj
∥∥2) , γ > 0 (17)

The quadratic form is altered by non-linearity, but the dual
goal function 9 i remain quadratic in α,

Minα̃ 9 (α̃) = minα̃
1
2

∑N

i=1

∑N

j=1
yiyj( Exi. Exj)αiαj

−

∑N

i=1
αi 0 ≤ αi ≤ C, ∀i∑N

i=1
yiαi= 0 (18)

optimization algorithm solves above quadratic programming
problem. The flowchart Support Vector Machine (SVM) is
given in Figure-6

III. MEDICAL DIAGNOSIS USING MACHINE
LEARNING TECHNIQUE
Humans could never have envisioned the possibilities that
machine learning has given to them. Machine learning is an
artificial intelligence branch that allows machines to learn
from examples [49] in order to evaluate how various models
without relying on human judgment. The functioning of ML
is discussed step by step, as shown in Figure-8.

A. PERFORMANCE METRICS
Different performance assessment criteria are employed in
this investigation to assess the classifier’s performance.

B. CORRELATION MATRIX
The correlation coefficients between factors can be repre-
sented by correlation matrix in a tabular form. The corre-
lation between the two factors is shown in each cell in the
table. The aggregate information is obtained by a correlation
matrix, [50] as a sign of cutting-edge exams. Similar factors
are shown in lines and segments of the correlation matrix,
which is ‘‘square.’’ In concept, the 1.00 line from the top
left corner to the bottom right corner represents the corners,
indicating that each component in any circumstance is inex-
tricably linked to itself. The grid is balanced, and the main
tilt, which is the same depiction of the tilt under the major
tilt, shows a similar connection.

C. CORRELATION WITH TARGET VARIABLE
Feature determination is one of the most significant break-
throughs in any machine learning work. If a data set appears,
an element will appear just one portion of the data set will
be handled. Not every segment in any data set will have
an effect on the yield variable. These superfluous elements
are quite likely to be included in the model. This necessi-
tates the determination of features. It is possible to describe
embedded technology as iterative. It is capable of handling
an individually cycle of model research and measurement,
as well as carefully separating the functions that provide the
largest contribution to specific attention research [51]. The
regularization method, which penalizes components within a
specific coefficient limit, is themost often utilized installation
technique. The usage of lasso regularization features will be
discussed here. When an element is unimportant, the lasso
penalizes it by lowering the coefficient to zero, the feature is
eliminated and the remaining features are used.

D. VALIDATION ACCURACY METRICS
The following is a description of validation to check the
classifier’s accuracy: assessment measures are employed to
assess the classifier’s performance. In this investigation, mul-
tiple performances each observation in the test set in the
correct container. It is a 22 network since there are two
rest categories. It also provides two valid classifier predic-
tions and two non-benchmark predictions. The confusion
matrix [52] is shown in Table 3.
The following conclusions may be drawn from the con-

fusion matrix: True Positive (TP) return is far higher than
expected (TP).Wemay deduce that the characteristics of peo-
ple with heart diseases have been accurately stated and that
the patients have heart disease. True Negative (TN) outcome
is a large negative number (TN). We believe the individual
is healthy and has been correctly recognized. We assume a
person has been misdiagnosed with heart disease (a level 1
error) False Negative (FN). The expected outcome is a false
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TABLE 2. Dataset description cardiac heart disease (CHD).

negative (FN). We believe the diagnosis of heart disease
is incorrect since the person does not have heart disease.
The following is the classifiers accuracy that how accuracy
reflects the categorization system’s overall performance:

Accuracy =
TN + TP

TN + TP+ FN + FP
(19)

Recall =
TP

TP+ FN
, (20)

Precision =
TP

TP+ FP
(21)

f − measure =
2 ∗ Recall ∗ Precision
Recall + Precision

(22)

We use assessment measures including accuracy, sensitivity,
specificity, F1-score, and the area under the curve (AUC) of
ROC charts to assess the efficacy of the suggested strategy.
The percentage of correctly identified subjects is known as
accuracy. The fraction of those who have the condition and
test positive is known as sensitivity. The fraction of those who
do not have the disease who test negative is known as speci-
ficity. The terms recall and sensitivity are interchangeable.
The fraction of participants accurately recognized as positive

TABLE 3.

out of the total number of subjects identified as positive is
known as precision. A harmonic mean of accuracy and recall
is the f-measure. [53].

IV. DATA SET
The ‘‘Heart Disease Clinical Record Data Set 2020’’ is uti-
lized by several researchers [54] and may be acquired via
UCI machine learning online information mining archives.
This data collection was utilized in this inspection research
to develop a machine-learning-based heart disease frame-
work. The UCI heart disease data collection comprises 1025
patients, 13 characteristics, and no missing values as an
example. To identify heart disease, more relevant autonomous
information functions and target yield markers are retrieved
and applied. During the follow-up period, there are two types
of objective classes to classify the patient’s disease (yes/no)
or alive from cardiac disease. As a result, there are 1025 ∗ 13
feature matrices in the retrieved data set. Table-2 shows the
complete data as well as descriptions of 1025 examples from
the data set’s 13 attributes.

A. DATA PRE-PROCESSING
Information pre-processing is necessary for successfully
summarizing data and developing machine learning classi-
fiers, and it should be created and tested as soon as possible.
The data set has been pre-processed (for example, missing
quality removal, standard scalar, and Minimax scalar) and
may be utilized in the classifier [55]. The standard scalar
ensures that each element’s mean is 0, its variance is 1, and
all of the elements’ coefficients are comparable. Similarly, the
ultimate aim of shift information in Minimax Scalar is that all
functions be in the 0–1 range.

V. EXPERIMENTAL METHODOLOGY
The suggested framework was established to distinguish peo-
ple who have the cardiac disease (yes/no). We attempted
to demonstrate multiple machine learning models that fully
determine the distribution and chosen properties of the heart
disease data set in the suggested model. SFS is used to
pick essential features and attempt to present classifiers on
these characteristics for feature selection. The framework
processes model approval and execution assessment met-
rics using the well-known machine learning classifiers LDA,
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FIGURE 9. Attributes with Boolean values.

FIGURE 10. Attributes with continuous values.

RF, DT, GBC, and SVM. The experimental framework for
predicting diseases cases owing to heart disease is shown
in Figure-8. The suggested framework’s strategy is broken
into five stages, including Pre-processing of data sets, feature
selection, cross-validation methods, machine learning classi-
fiers, and assessment approaches for classifier representation.

A. EXPERIMENTAL SETUP

The study materials and techniques of the work are briefly
discussed in the subsections that follow. All computations
were done on an Intel(R) CoreTMi3-1800CPU @ 2.93 GHz
PC using Python 3.8.8.
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FIGURE 11. Target (heart disease patient or not disease patient).

FIGURE 12. Correlation matrix.

FIGURE 13. Correlation with the variable of interest.
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TABLE 4. Attribute information. TABLE 4. (Continued.) Attribute information.

FIGURE 14. Percentage of target.

B. CROSS VALIDATION
In k-fold cross validation, the data is divided into k equal-
sized portions, with k – 1 collection used to develop the classi-
fier and the rest used to assess performance in each step [56].
The approval cycle is now known as the k times cycle, with
the classifier running based on the k outcomes. Various k
estimations are chosen for CV. We chose k=5 in our analysis
since its appearance is appropriate. 70% of the information in
the fivefold CVmeasurement is utilized for training, whereas
30 % is used for assessment. Before deciding to create and
the loop are redefined several times, and all of the conditions
in the training and test strings are randomly divided into the
whole data set to test the new set for the new loop. Finally,
the midway of the fivefold measurement was reached after
conclusion of the fivefold measurement.

VI. RESULTS AND DISCUSSION
This section of the article discusses categorization models
and their outcomes (from other perspectives). For the whole
function of the heart disease clinical record data set, we first
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TABLE 5. Classifiers accuracy with and without SFS.

TABLE 6. k-fivefold cross validation.

examined the representations of various machine learning
computations, such as linear feature analysis, random for-
est, decision tree, gradient boosting classifier, and support
vector machine. Second, we compute SFS using element
selection to determine relevant characteristics. Exhibitions
are regarded as chosen features in the third category. The
k-cross-validation approach is also utilized. Execution assess-
ment measures are used to check the exhibition’s classifica-
tion. Before being applied to the classifier, all functions are
standardized.

A. RESULT OF IMAGE ANALYSIS
People who have experienced a heart attack and died or
survived during follow-up are included in this study [57].

TABLE 7. Two different heart disease dataset for models Classifier
training & testing accuracy with and without SFS.

Figure-3 shows a list of properties that have binary values
of 1 or 0 (with or without). The qualities of sex, cp, fbs,
restecg, exang, slp, ca, thal, and target are contained in this
category. Figure-9 shows the Attributes with Boolean val-
ues. Figure-10 shows the Attributes with continuous val-
ues. Figure-11 shows the target (heart disease patient or not
disease patient). Figure-12 shows the Correlation matrix.
Figure-13 shows correlation with the variable of interest.
Figure-14 shows the Percentage of the target.

• Sex (woman or man) Male patients (1) have a greater
chance of mortality than female patients (0).

• CpThe discomfort in the chest can be classified into four
types: asymptomatic (0), non-angina pain(1), atypical
angina(2), and classic angina(3).

• fbs: if the blood sugar level is 120mg/dl, it is represented
as 1,and when it is not, it is shown as0.

• restecg: According to Estes’ criteria, this feature per-
tains to the reading of ECG value, which is 0 if normal,
1 if ST wave abnormalities, and 2 if definite or probable
left ventricular hypertrophy.

• exan: Agnosia was discovered after exercising..
• slp: The slope of the peak workout in the ST portion is
denoted by the numbers 0 for uphill, 1 for at, and 2 for
downhill.

• ca:With uroscopy, the number of major vessels (0–3) is
coloured.

• thal The heart status sign is a 3 to indicate normal, a 6
to signal a permanent abnormality, and a 7 to suggest a
reversible fault.
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FIGURE 15. Performance of the classifiers with and without SFS.

• target If this value is 0, there is no risk of heart disease,
but if it is between 0 and 1, there is a chance of heart
disease.

• Figure-4 depicts a continuous value characteristic that
includes age, trtbps, chol, thalach, and oldpeak.

• Age (years): In Figure-4, the majority of patients died
between the ages of 40 and 55, which is more risky
during the follow-up period, and the majority of heart
disease patients are above the age of 60.

• trtbps When a patient is admitted to the hospital, their
blood pressure is measured in millimeters of mercury
(120-140).

• chol patient’s serum cholesterol level in milligram per
deciliter (mg/dl)

• thalach: This is the highest heart rate possible.
• oldpeak: When compared to rest, exercise causes ST
depreion.

• The link between qualities is shown by the correlation
matrix in Figure-5.

• The higher the Positive number approaches 1, the more
closely associated the feature is, whereas the negative
value shows the negative correlation between character-
istics, i.e., if one feature grows, other features drop, and

vice versa. There is no relationship between the proper-
ties if the value is 0. Age, sex, trtbps, chol, and fbs are
substantially connected with heart disease events in the
graph below, whereas slp, ca, and thal are adversely cor-
relatedwith target variables. Another indicator of feature
relevance is the connection with the target variable. The
four properties of restecg, chol, trtbps, and fbs, exhibit
a low correlation with the target variable. Using various
machine learning algorithms, it was determined that 526
people, or 51.3%, had a cardiac condition, whereas 499
people, or 48.7%, have no such abnormalities.The other
variables, on the other hand, have a strong relationship
with the target variable.

B. RESULT OF CLASSIFIERS (Fivefold CROSS Validation)
WITH ALL FEATURES (n=13) AND WITH
SELECTED FEATURES (SFS)
In this study, all features of the data set are focused on
five machine learning classifiers using the fivefold cross-
validation approach. Only 30% of the fivefold CV was used
to train the classifier, whereas 70% was graded. Finally,
the usual measurement result of the fivefold approach is
achieved. The classifier has also passed several boundary
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checks. Table-3 shows the results of Cross-validation five
times and sequential feature selection for five full-featured
classifiers. Table-3 indicates that the random forest clas-
sifier sequential feature selection both perform well, with
100% accuracy. The ‘‘random forest’’ and ‘‘Decision Tree’’
classifiers are the next two numbers, and their accuracy
in all functions is 100%. We can distinguish between
classifiers that use feature selection and those that don’t,
Random Forest Classifiers sfs, Decision Tree Classifier
sfs, Gradient Boosting Classifier sfs.. As a result, sup-
port vector classifier sfs and Linear Discriminant Analysis
sfs have declining accuracy of 100% 98.70%, 97.73%,
94.81%, 90.58%, and 84.09% respectively. Random Forest
Classifier, Gradient Boosting Classifier, Decision Tree Clas-
sifier., SVC poly SVM rbf, Linear Discriminant Analysis,
and SVC linear, on the other hand, have descending accu-
racy of 100%, 100%, 100%, 95.78%, 95.13%, 86.0%,

and 85.71% respectively. Only random forest and gradi-
ent boosting have adequate invisibility for all fea for all
characteristics, only random forest and gradient boosting
provide enough invisibility elements, except for the random
forest classifier and Decision Tree Classifier with feature
selection. In the same sequence as the training and test
data sets, Figure-7 demonstrates the presence of several
classifiers.

The performance of the classifiers with and without SFS in
which Random Forest Classifier Fs is the best among all the
classifiers.

C. RESULTS OF VALIDATION METRICS
To compile and verify the results from the six classifiers,
we have Table-1. In this table, it consists of different classi-
fiers with selected important features. By observing the table,
all five classifiers. Precision, recall, and f1-score have the
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same meanings as before, and these numbers authenticate the
classifier’s findings. The predictions of TP, FN, and NF are
shown in the confusion matrix.

Different classifiers of heart patient disease during the
follow-up period are TN and FP. The area under the true posi-
tive rate and the false positive rate is the ROC curve. The ROC
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AUC curve under fivefold cross validation is shown below.
It produces diverse outcomes depending on the fold. To clear
up any ambiguity, the average accuracy is determined. The
higher ROC_ AUC obtained by the GBC classifier has an
average accuracy of 98%.

VII. CONCLUSION
In this paper, a prediction strategy based on hybrid intelligent
machine learning was developed to diagnose mortality during
follow-up. Data from a database of heart disease clinical
records were used to evaluate the approach. To choose sig-
nificant characteristics, one of the most challenging difficul-
ties in medicine is predicting disease sickness. Researchers
used a range of algorithms; including LDA, RF, GBC,
DT, SVM, and KNN, as well as the feature selection
approach SFS, to predict cardiac illness. The system uses a
K-fold cross-validation technique for verification. These six
approaches were used in the comparison study. The Datasets
for Cleveland, Hungary, Switzerland, and Long Beach V,
as well as the Dataset Heart Statlog Cleveland Hungary, are
used to assess the models’ performance. For the Hungary,
Switzerland & Long Beach V and Heart Statlog Cleveland
Hungary Datasets, Random Forest Classifier sfs and Decision
Tree Classifier sfs achieved the highest and very identical
accuracy ratings (100%, 99.40% and 100%, 99.76% respec-
tively). The findings were compared to previous research
that focused on cardiac prediction. Table- 4 & 7 shows that

Gradient Boosting Classifier (GBC) findings have greater
accuracy of 98% in terms of average ROC_AUC. To increase
the classifer’s classifcation accuracy, feature selection pro-
cedures should be utilized before classification, as shown
in Table-4. We found two essential characteristics (restecg
and chol) from which disease episodes may be predicted
using feature selection (SFS). As a result, the SFS method
can minimize computation time while also improving the
classifier’s classification accuracy. The SFS algorithm selects
key features that help distinguish people who have disease
events from those who are healthy.

The area of this exploratory effort is to generate a discovery
framework that can expect when disease occurrences may
occur. SFS computations, six classifiers, a cross-approval
approach, and execution assessment measures are all used
in the system. The analysis of heart disease will be more
reasonable thanks to a machine learning technique for plan-
ning the choice of a decision support network. Furthermore,
certain unrelated features degrade the model’s performance
and lengthen the computation time. As a result, this study’s
use of feature determination computations to choose the best
qualities is another novel component. These top characteris-
tics can shorten the classification model’s execution time and
enhance classification accuracy. Later, we’ll do additional
inspections to create these exhibitions of necessary classi-
fiers for identifying heart diseases, employing various aspects
(such as feature selection and streamlined methods).
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We plan to expand the model in the future so that it may
be used with a variety of feature selection strategies; another
option is to use a random forest classifier. The main purpose
of this research is to build on past work by inventing a new
and distinctive model-creation approach, as well as to make
the model relevant and easy to utilize in real-world settings.
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