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ABSTRACT Bearings are broadly applied in various types of industrial systems. Fault diagnosis, as a
promising way for reliability of modern industrial internet of thing applications, has attracted increasing
attention from both academia and industry fields. Being ideal modeling and inference tool in uncertainty
situations, Bayesian network (BN) is becoming increasingly popular in many systems. However, in practical
uncertain and complicated engineering surroundings, it’s difficult or expensive to collect massive labeled
fault data for the sake of fault diagnosis model learning. To address the issue of BN parameter learning
under small data set conditions, this paper proposes a Varying Coefficient Transfer Learning (VCTL)
algorithm based on aggregation and transfer learning, that considers both knowledge from the resource
domain and the resource relevance contributions. The balancing weight function is designed to determine
whether the learning task in the resource domain is activated. Relevance weight factors are proposed to
measure the relevance of resource and target parameters quantitatively, by combing parameter information
from resource domains with those obtained from the target domain, using maximum a posterior (MAP) or
maximum likelihood estimation (MLE). Finally, the target parameters are aggregated with both the target
initial parameters and the parameter knowledge from the resource domain. Based on VCTL, a bearing fault
diagnosis approach is proposed and verified. The experimental results show that, under the condition of
the small data set, learning accuracy of VCTL algorithm with varying coefficient aggregation is better than
MLE algorithm, MAP algorithm or state-of-the-art parameter transfer method, local linear pooling transfer
learning (LoLP) algorithm. Under the condition of sufficient data set, learning accuracy of VCTL algorithm
approaches the classical MLE or MAP, and the correctness of the proposed algorithm is verified. Moreover,
we illustrate the successful application to real-world bearing fault diagnosis case with VCTL, where we had
access to expert-provided resource knowledge and real fault diagnosis data.

INDEX TERMS Bayesian network, fault diagnosis, small data set, parameter learning, transfer learning.

I. INTRODUCTION
Bearing has been broadly used in rotating machinery and
plays a significant role in the mechanical system in under
complex and variable surroundings. Fault diagnosis (FD) of
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bearing is essential to reduce the incidence of catastrophic
failures and heavy economic losses, and bearing FD has
attracted increasing attention from both academia and
industry fields [1]–[3].

With the rapid development of industrial Internet of
Things (IIoTs), many FD techniques have been successfully
applied in the modern industries, such as the vibration-based
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method, current-based method, acoustic emission-based
method, sound-based method, torque-based method, and
rotating encoder-based method, etc [4]–[6]. The paper [5]
shows a good survey for fault diagnosis methods and their
applications in rotating machinery. In the past decades, Arti-
ficial Intelligence (AI)-based fault diagnosis methods have
made remarkable achievements in data-driven FD solutions,
by using machine learning techniques. The AI-based fault
diagnosis methods often consist of data acquisition, fault
feature extraction and fault pattern identification steps. In AI-
based fault diagnosis schemes, the most commonly used
classifiers are K nearest neighbor (KNN), neural network
(NN), and support vector machine (SVM) [7].

In recent years, more and more machine learning methods
have been introduced to bearing fault diagnosis. Hereinto,
deep learning methods have been introduced to bearing
fault diagnosis. Based on the deep learning framework,
to address the problem of bearing fault diagnosis, while
Yang et al. verified long-short term memory recurrent
neural network (LSTM) method [8], Wu et al. also used
LSTM scheme which generated auxiliary datasets from Case
Western Reserve University bearing dataset, and then grey
wolf optimization algorithm was introduced to learn param-
eters of joint distribution adaptation for locomotive bearing
model [9]. While an adaptive deep belief network (DBN)
method is presented with good classification report by a large
number of comparative experiments for rolling bearing fault
diagnosis in [10], a stacking auto-encoder (SAE) method
is also investigated [11]. Based on Convolutional neural
network (CNN), fault diagnosis under noisy environment and
different working load is also advanced [12]. These studies
verified that machine learning methods could overcome the
human being methods’ imitation effectively by data driven
techniques.

However, deep networks frequently face the dilemma
of how to construct the deep models with the lack of
explainable and theoretical support. And deep networks
are used often under a common assumption of a large
amount of labeled training data is available and either
the training data or the testing data is drawn from the
same feature space [9]. In practical engineering applications,
uncertainties and complexities often arise owing to noise,
varying load conditions, and abnormal signal acquisition
ways, etc. Therefore, how to use a small number of labeled
data to build a reliable FD model in uncertain surroundings
becomes particularly important. These problems restrict the
deep learning methods’ application.

In the field of uncertain knowledge representation and
reasoning, Bayesian networks (BNs) are one of the most
effective probabilistic graphical models [13], [14]. They
have been broadly applied in various fields such as medical
sciences, brain sciences, ecology, and manufacturing fields,
etc [15]–[18]. Under the condition of sufficient modeling
sample data, Guo et al. proposed a BN structure model
to implement bearing fault diagnosis [19], with maximum
likelihood estimation (MLE) parameter learning and existed

inference algorithms to handle the uncertainty of reasoning
with incomplete evidence.

When the BN model structure has been defined and
the size of the data is relatively small, the maximum a
posterior (MAP) probability estimation [20] is the most com-
monly used learning method. Since in real-world decision
support problems that we wish to model as BNs, there are
typically limited or small observation data, how to improve
the accuracy of parameter learning under the condition of
small data set has been one of the hot topics.

When the data size for target modeling is small, transfer
learning (TL) has brought impressive progress to the state-of-
the-art across a variety of machine learning tasks, including
image classification, natural language processing, object
recognition and so on [21]. To solve the abnormal condition
identification modeling problem for the magnesia smelting
process, the paper [22] shows a good survey for transfer
learning methods using computational intelligence. TL is an
AI technique, which can improve learning in the new task
by transferring knowledge from the relevant learned task.
In order to effectively transfer the classifier model between
different domains, many methods have been investigated for
transfer learning. The learned model knowledge is shared
with the target model to optimize the learning effect of the
model. Fundamental challenges in TL include computing
how much multiple resources contribute their relevance
for target modeling and how to fuse resource and target
information. Combining resource domain network and a
transferring learning, many methods are proposed to improve
the performance of the decision support systems [23]. Ref. [1]
used CNN and Multi-layer Perceptron (MLP) to train several
base models with a mount of source data, and the models are
transferred to target data with different level of variations.
Ref. [9] proposed an adaptive deep transfer learning method
using a long-short term memory (LSTM) recurrent neural
network model. Then instance-transfer learning is used to
generate some auxiliary data sets. The joint distribution
between a generated auxiliary data set and target domain data
set are estimated to construct the fault diagnosis model. But
both the proposed LSTM model structure and parameters are
too complicated and subjective to use in practice.

In the context of transfer learning in BNs, focusing on
structure learning, Ref. [24] proposed the BN estimation
algorithm from the related tasks based on the score-
based method. To construct the target BN parameters,
Chen et al. [25] proposed a linear aggregation method by
weighted average initial parameters from resource domain
parameters. But, such averaging method fails to exploit
the contribution of the different resource domain data to
the target domain parameter learning. Ref. [26] presented
a Bayesian model averaging framework to estimate the
structure and parameter. However, the parameter Dirichlet
distribution assumption without closed form solution restricts
the method’s application. Luis et al. presented local lin-
ear pooling (LoLP) aggregation methods by considering
the conditional probabilistic table (CPT) confidence [27].
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However, without considering the relevance between the
resource samples and the target samples, this method is too
simplistic, which only relies on the CPT entry size and
dataset size.Moreover LoLP fusion assumes every resource is
equally related to the target. By integrating the expert knowl-
edge, Ref. [22] and [28] presented a BN parameters transfer
learningmethod regarding the varying balance between target
and resource model. However, experimental comparisons of
varying balancemethod and fixed (or Freeze) balancemethod
are not investigated. Moreover, the similarities of alternative
resources and weights for fusion function purely depend on
the expert knowledge, and resource sample data potentials are
not exploited for learning.

To address the issue of the bearing fault diagnosis
under small data set condition, this paper proposed a fault
diagnosis method based on varying coefficient transfer
learning (VCTL) when the data amount for BN parameter
learning is small.

Major contributions of this paper include the following:

(i) A transfer learning parameter aggregation model is
proposed, which can exploit sample potentials from
multiple resource networks for target BN parameter
estimation. In the view of the presented aggregation
model, when the target samples size for learning
is small, the target BN parameter estimation can
be improved with the help of transfer knowledge
from resource models; with the increasing amount of
target samples, the learning of target BN parameters
depends more and more on the target samples itself
automatically.

(ii) A relevance weight factor function is designed, which
can quantify resource relevance with target samples.

(iii) The robustness of presented varying coefficient transfer
learning (VCTL) is verified in irrelevant resources with
better noise tolerance than classical LoLP approach by
experimental studies.

(iv) Under small data set condition, a bearing fault diag-
nosis approach is proposed and verified by real case
studies based on VCTL.

This remainder of this paper is organized as follows.
Section II exposes the previous knowledge. In Section III,
to address the issue of BN modeling under small data
set condition, we propose a varying coefficient transfer
learning for BN parameter estimation and bearing fault
diagnosis algorithm based on BN modeling in Section IV.
We experimentally validate the proposed approach by
benchmark networks and real bearing fault diagnosis
case studies in Section V. Finally, conclusion is described
in Section VI.

II. BACKGROUND KNOWLEDGE
A. BAYESIAN NETWORK
A Bayesian network is made up of a set of probability
distributions connected by a directed acyclic graph (DAG)
and n variables. The following is the joint probability

distribution for BN [29,30]:

P(X1,X2 . . .Xn) =
n∏
i=1

P(Xi|Pa(Xi)) (1)

where Pa (Xi) represents the conditional probability distri-
bution of the parent node set of Xi in G, P (Xi |Pa (Xi) )
represents the probability of each value of a variable
containing a given parent node value in G.(See [29] for more
details.)

Let θijk = P (Xi = k |Pa (Xi) = j ) be a parameter of node
Xi, given parent state j, the ith node takes the value of the
k th state (1 ≤ i ≤ n, 1 ≤ j ≤ qi, 1 ≤ k ≤ ri).
Obviously, node Xi has ri × qi parameters, which constitute
a ri × qi dimensional matrix, which is called the conditional
probability table (CPT) of node Xi.

With various types of inference algorithms based on
complete or incomplete observation evidence, BNs can
perform backward or diagnostic analyses. In fault diagnosis,
exact inference algorithms were commonly used.

B. FAULT DIAGNOSIS FEATURES EXTRACTION
FOR BN MODEL
Features extraction is one of the most significant com-
ponents in the machine-learning approach. The quality of
feature extraction will influence the diagnosis performance
significantly.

The original time domain bearing vibration data acquired
by transducers or dynamometers is frequently used for
analysis. One of the most significant and extensively used
techniques in signal processing disciplines is the fast Fourier
transform (FFT), which can convert time domain data into
frequency domain data. We utilize the FFT algorithm to
process all vibration data after collecting vibration signals
from K different types of rotor-bearing system working
circumstances, including normal and abnormal types.

The energy of time domain signals is equivalent to the
energy of frequency domain signals, according to Parseval’s
theory [19].

W =
∫
∞

−∞

f 2(t)dt =
1
2π

∫
∞

−∞

|F(jw)|2dw (2)

Multiple frequency energy (MFE) is the energy of the
multiple frequency and its reflection in frequency domain.
It is given by

W (I ) =
1
2π

∫ Iwn+wc

Iwn−wc
|F(jw)|2dw (3)

whereW (I ) is the I th MFE of a signal; ωn is base frequency;
ωc is the multiple frequency surplus (MFS) used to extract
MFE, and its value is ηωn, where η is a constants(0 < η < 1);
[Iωn − ωc, Iωn + ωc] is defined as the interval in frequency
domain whose total energy constitutes the MFE, abbreviated
as IMFE.

When the bearing system is under varied situations, such
as bearing inner race defects and rotor imbalances, MFE can
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intuitively reflect the changes at distinct multiple frequencies.
We use MFES as the fault signal’s characteristics, and then
use it to diagnose rotating machinery faults.

Based on acceleration sensors, the original sampled
vibration signals data in time-domain are obtained, s =
{tag_sfs (n) |s,K ,m,N ∈ Z+;L = mN ; s = 1, . . . ,K , n =
0, . . . ,L − 1}. tag_s is the number of typical fault types,
and the related acquisition signal set fs (n) is composed of
m groups of N length data (N takes 1024 in this paper). Set
fault type number K=4, types of bearing working conditions
are summarized as follows: bearing normal fault (NF), inner
race fault (IR), outer race fault (OR) and ball fault (BF) in
this paper. Then s=1, 2, 3, 4 can represent NF, IR, OR and BF
respectively. Take j as the group number, then fs(n) is given by

fs(n) =
m∑
j=1

fs,j(n′); n′ = 0, · · · ,N − 1 (4)

FFT results of the signals fs,j(n′) are acquired as follows:

Fs,j(k) =
N−1∑
n′=0

fs,j(n′)e
−j 2πN kn′ (5)

where k = 0, 1, . . . , N −1; j = 1, 2, . . . ,m.
With respect to the signal of discrete Fourier transform

nature, the spectrum of FFT along the N/2 point is symmetry.∣∣Fs,j(k ′)∣∣ is divided into v segments using isometric segmen-
tation (k ′ = 0, 1, . . . , N2 − 1), and frequency signal Ws,j,uis
obtained by piecewise summation (u = 1, . . . , v), where v
is the number of fault feature component and takes 2∗K in
this paper. The uth fault characteristic vector (FCV) in group
j (j = 1, . . . ,m),Ws,j,u, is computed by

Ws,j,u =

u N2v−1∑
k ′=0

∣∣Fs,j(k ′)∣∣ (6)

FCVs are frequently discretized as attribute values to speed
up BN inference. We partition the variable range evenly into
multiple r pieces, as proposed in [19], and obtain discrete-
FCV attribute values between 1 and r. (r is a positive integer).
In this article, r is set to 3 to represent the FCV component of
bearing characteristic information in the frequency domain as
low, moderate, or high energy. respectively.

C. BAYESIAN NETWORK PARAMETER LEARNING
Conditional probabilities are predicted to occur when other
events are known to occur, according to the BN model. This
information is frequently found in a conditional probability
table (CPT). CPTs can be obtained in a variety of ways, but
the two most common are knowledge elicitation from experts
and data-driven parameterization using machine learning
algorithms. CPTs are also constructed usingmachine learning
approaches by learning BN parameters from historical
data.

When the model structure has been defined but the
parameters are unknown, MLE is a method for estimating

the parameters of the model with supplied observation data.
When there is sufficient data, the maximum likelihood esti-
mation approach is typically employed to improve parameter
learning accuracy. TheMLE can be defined as following [29]:

θMLEijk =
Nijk∑
k
Nijk

(7)

where Nijk represents the jth state of the parent node in the
sample data, and the ith node takes the statistical value of the
kth state.

The Dirichlet distribution can be used to model the prior
distribution of parameters in BN in practice. To provide point
estimation of the BN parameter, MAP estimation is relied on
empirical data [31]. MAP is estimated as:

θMAP
ijk =

Nijk + αijk∑
k
(Nijk + αijk )

(8)

where αijk is a hyper-parameter, which is a constant. When
there is no expert judgment, the K2 (αijk = 1) or BDeu
(αijk = 1

ri×qj
,∀i, j, k) priors are commonly used [32], [33].

Let G be a network structure, the sample complexity bound
for parameter learning with a fixed BN structure can be
determined as follows [15]:

C ≥
1

2λ2(d+1)
1+ ε2

ε2
log

NK (d+1)

δ
(9)

where C is the instance number required for modeling to
obtain a PAC-bound in the error ε, d is the maximum number,
ε is Kullback-Leibler distance (KLD) error with confidence
δ; N is the total node number in a BN and K is the maximal
variable cardinality.

D. TRANSFER LEARNING FOR BN PARAMETER
ESTIMATION
To complete the BN model, the parameters or CPTs for
each variable must be calculated given a Bayesian network
structure. Large historical data sets can yield accurate
estimations, whereas small data sets typically yield poor
estimation results. In practice, however, obtaining sufficient
and available historical data is difficult, if not impossible.
The goal of this research is to use aggregation from many
resources to fill all of the conditional probability tables in
the context of employing transfer learning from auxiliary
parameter knowledge tasks.

Transfer learning is a data acquisition learning strategy
that addresses the problem of insufficient target data. The
target network is a set of parameters that must be estimated;
any network in M resource domains that is comparable to
the target network is referred to as a resource network,
which can give information for learning the target network.
Figure 1 depicts the methodology for estimating target
network parameters via transfer learning.

A target network is represented as 1T
= {DT ,GT ,V T

},
where DT stands for the data of the target network,
GT represents the structure of the target network, and
V T represents the dimension of the target network [26].
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FIGURE 1. Target bayesian network learning with transfer learning.

Meanwhile, the resource network is represented as 1S
=

{DS ,GS ,V S
}, where DS stands for the data of the resource

network, GS represents the structure of the resource net-
work, and V S represents the dimension of the resource
network.

Once we have a set of CPTs in terms of the target and
resource networks, involving the same variables, we can
proceed to combine them. There are several aggregation
functions or operations commonly used, such as sum,
maximum, minimum, count, and average.

Luis presents a method for transferring the LoLP, com-
monly known as a weighted linear average [27], based on
satisfying the structural consistency and parameter dimension
consistency (CPT entry) requirements. The probability P(X)
is the weighted sum of the probabilities from the target and
resource networks, which is written as:

P(X ) = kM ×
M∑
L=1

ωLPL(X ) (10)

where PL (X) represents the conditional probability of the L th

model involving variable X in M models, ωL is the weight
associated with the probability, and kM is the normalized
factor (see more details in [27] ).

E. DIRICHLET COMPOUND MULTINOMIAL
SIMILARITY
In many applications, resource networks and target network
are known to be structurally similar. They share the same
variable entries. The sole ambiguity in this scenario is
determining which of several potential resource networks is
most relevant to a target.

To measure the relevance between target and resource
data, authors in [30] adopt the Bayesian model comparison
for two hypotheses as: H1 is the relevance hypothesis that
the resource and target data share a common CPT, and
H0 is the independent hypothesis that the resource and
target data have distinct CPTs. If there are M resource
networks, for discrete data, the likelihood of H1 and the L th

resource network (L ∈ [1,M]) to the target is referred as
RL
(
DT,DSL

)
in the Dirichlet compound multinomial (DCM)

distribution [30]:

RL(DT ,DSL ) = p(DT |DSL ,HS
1 )

=
0(AX

SL )

0(NXT + AXSL )

∏n

i=1

0(NXT
i + α

XSL
i )

0(αX
SL

i )
(11)

where i = 1, . . . , n is the variable number, NXT is the
observation counts of the target parameter in data DT, and
NXT
=
∑

i N
XT
i ; αX

SL
i indicates the observation counts from

the L th resource domain, and AX
SL
=
∑

i α
XSL
i .

III. VARYING COEFFICIENT TRANSFER LEARNING FOR BN
PARAMETER ESTIMATION
A. TRANSFER LEARNING PARAMETER AGGREGATION
MODEL
The goal of transfer learning is to use experience or knowl-
edge gained from multiple tasks to improve performance on
a similar but distinct task.

The target BN parameter estimation exploiting transfer
learning aggregation is calculated as following:

θVCTLijk = βθTijk + (1− β)θSijk (12)

where θTijk is the initial BN parameter of the target network,
and θSijk stands for the fused BN parameter of the resource
networks; β (0 ≤ β ≤ 1) represents the balancing weight
between the parameters in the resource domain and target
domain.

The size of target domain sample as NT is readily
derived by statistics. In addition, according to Eq. (9), the
small data set sample threshold C indicates that the target
domain samples are insufficient or sufficient for parameter
estimation. The sample size factor(SSF) is calculated in the
following way:

SSF =
NT

C
(13)

Then, the balancing weight in Eq. (12) is designed as
following:

β =

 1−
1

eSSF
, if SSF ≤ Tr

1, else
(14)

where Tr is a constant for deciding whether an auxiliary
parameter learn task in resource domain is triggered or not.
In practice, Tr often takes 3 or 5.

Note that:
(1) Since SSF in Eq.(13) is non-negative, the balancing

weight in Eq.(12) and (14) is always between 0 and 1;
(2) When SSF > Tr in Eq. (14), this hints that there

is sufficient data can be used to estimating parameter by
classical learning approach, such as MLE or MAP;

(3) β is varying and when it tends to 1, the final target
aggregation parameters prefer target samples to resource
samples for learning in the proposed transfer aggregation
model.
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FIGURE 2. An architecture of transfer learning parameter aggregation
model for the target BN.

This study proposes a target parameter aggregation model
based on the transfer learning mechanism, as shown in Fig. 2.

As shown in Fig. 2, when the target data are obtained,
the initial BN parameter can be estimated by MAP, and this
procedure is indicated as ‘‘¬’’. At the same time, as indicated
as ‘‘’’, sample threshold C can also be determined by Eq. (9)
in an auxiliary task.

If balancing weight β for modeling equals to 1, we can
notice that the observation samples are sufficient from
Eq. (13) and (14). And the knowledge learning task in
resource domain will not start, and the parameter aggregation
result θVCTL is determined by target domain learning
result θT .
If β is smaller than 1, the learning task in the resource

domain is triggered as indicated as ‘‘¯’’, which can provide
the fused parameter θS by parameter learning in the resource
domain.

In Fig. 2, the indicator function δ(β < 1) output ‘‘1’’
or ‘‘0’’. While output is 1, it means β < 1. Then in the
resource domain, auxiliary parameter learning and fusion
task will be activated, and outputs of ‘‘°’’ and ‘‘±’’ are
provided for computing parameter aggregation according to
Eq. (12); otherwise, the final parameter estimation in ‘‘²’’
will only depend on target samples, i.e., the sample data size
is sufficient for modeling.

B. VARYING COEFFICIENT TRANSFER LEARNING FOR BN
PARAMETER ALGORITHM ESTIMATION
If there are M resource networks, and let θSLijk represent the
BN parameter of the L th resource network (L ∈ [1,M ]) in the
VCTLmodel, andωSL is the relevanceweight factor of the L

th

resource network. To measure the relatedness between target
and resource samples, the relevance weight factor is proposed
as Eq.(15).

An overview of our Varying Coefficient Transfer Learning
for BN parameter estimation is given in Algorithm 1.

ωSL =


RL
(
DT ,DSL

)∑M
L=1 RL

(
DT ,DSL

) , if size of (D) 6= 0

1
M
, else

(15)

where RL
(
DT,DSL

)
represents the DCM similarity between

target sample data set and the sample data set from
L th resource network. Note thatωSL varies regarding the
similarity between the data set in resource samples and
the target samples. If and only if no target sample is
obtained, ωSL is unified with the same weight 1/M for
further parameter estimation. The sum of all ωSL always
equals to 1.

The fused BN parameter of the M resource networks is
calculated as follows:

θSijk =

M∑
L=1

ωSL θ
SL
ijk (16)

where θ
SL
ijk is the learned parameters from L th resource

network samples by MLE.

Algorithm 1: Varying Coefficient Transfer Learning
Algorithm for BN Parameter

input : Target network GT and sample set DT

Resource network GS and sample set DS

Threshold Tr for learning in the resource
domain

output: BN parameter θVCTLijk
Count dataset size NT regarding to DT

Calculate sample threshold C by Eq (6)
for all i, j, k do

Calculate the initial target network parameter θTijk by
MAP if NT

≥ Tr ∗ C then
θVCTLijk ← θTijk;
else

%auxiliary learning task
end
Compute balancing weight by Eq. (14)
Count the number of source networks M
for L=1:M do

Compute resource network S L parameter by
MLE;
Calculate relevance weight factor by Eq. (15)

end
Compute fused resource parameter by Eq. (16);
Calculate the final target network parameter by
Eq. (12);

end
end
return θVCTLijk
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Note that:
(1) Varying relevance weight factor can reflect the

contribution of the data from different resource samples
regarding their similarity with the target domain samples
quantitatively; each resource contribution is compared to
target net by similarity evaluation. Obviously, by Eq.(15) and
(11), the most relevant weight factor is assigned to the biggest
weight value;

(2) By introducing the proposed varying coefficients, i.e.,
balancing weight β and relevance weight factors ωSL , how
much parameter knowledge transferring from the resource
domain to target domain, can change along with relevance
weight factors in parameter estimation automatically.

In general, when the target sample data set size is
limited or small, the target domain parameter estimation
can be improved by the assistance of the learned parameter
knowledge transfer from the resource networks.

C. COMPUTATIONAL COMPLEXITY
The overall number of relevance estimation and MAP/MLE
operations in the VCTLmethod determines its computational
complexity. Because it can be as fast as linear programming
solvers, we treat the calculation of MAP or MLE as an
elementary operation O(1). If M resources are available, the
time complexity of similarity and MLE calculation in VCTL
is M∗O. (1). As a result, the computational complexity of
VCTL is O(1)+M∗O(1), with M always being a constant.
This shows that the computational complexity of VCTL is
nearly identical to that of MAP.

For example, processing the classical Weather (also known
as Sprinkler) Bayesian network took 1.31 milliseconds in
VCTL and 1.03 milliseconds in MAP (see Table 5, row
5 column 1) on our computer (Intel core i7 CPU@2.6 GHz).

IV. BEARING FAULT DIAGNOSIS ALGORITHM BASED ON
BAYESIAN NETWORK MODELING
The bearing fault diagnosis system based on Bayesian
network modeling can be described and depicted in Fig. 3.
Five sub-modules that make up the diagnosis system are
data collection, inference and learning modules, knowledge
module, output module, and man-machine interface.

Sensors in the data acquisition module keep track of
environmental data and bearing status. After being processed
in features samples and stored in a database, the acquired
data could be available to the fault diagnostic inference
engine for the purpose of BN learning or inference. When the
target characteristic signal appears, the effecter will instantly
start the information processor in the reasoning and learning
module to construct a new fault diagnosis task.

There are two types of knowledge in knowledge module:
one is BN modeling information, such as methods for fault
diagnosis BN structure, and parameter learning algorithm
which uses VCTL in this paper; the other is the inference
engine model knowledge which exploits Junction tree
inference algorithm to conduct BN reasoning.

FIGURE 3. The intelligent fault diagnosis system using time-varied
Bayesian network modeling.

The model learning machine in the reasoning and learning
module plays a significant role, as it may access historical
data in the database and create or change fault diagnosis
inference engine models using a number of existing Bayesian
network (structure and parameters) learning techniques.
The new fault diagnostic task is created by the infor-
mation processor, and the evidence inference engine for
fault diagnosis inference is coordinated by the information
processor.

The output module logically and intuitively interprets
the inferred fault diagnosis results to give decision support
via the man-machine interface. And the following are the
functions of the man-machine interface: presenting the fault
diagnosis system’s status and findings; updating each module
via commands, such as database maintenance, learning
algorithms, inference algorithms, and expert knowledge.

The steps of the bearing fault algorithm based on BN and
transfer learning aggregation are presented as follows:
Step 1: Set the number of sample datasets m and the fault

diagnosis belief threshold parameter θ∗. Set the number q
for the fault type ‘‘Bearing,’’ the initial fault diagnosis type
parameter s = {1, . . . , q} and initial type tag tag_s =
{1, . . . , q}. Generally, θ∗ is between 0.7 and 0.85; q is often
between 3 and 5.
Step 2:Acquire the vibration signals based on acceleration

or other sensors and obtain the sampled data; data_s =
{tag_sfs (n) |m,N ∈ Z+;L = mN ; n = 0, . . . ,L − 1 }; N is
often 1024. Meanwhile fs(n) is m groups of N length data.
Takej as the set number, then fs(n) is given by Eq. (4);
Step 3: Process the vibration signals fs,j(n′) acquired by

acceleration sensors with FFT by (5). The reason of FFT
is used lies that vibration fault signals in time domain are
not intuitively clear in various frequency components for the
characteristic retrieval.
Step 4: Calculate the fault characteristic vector. According

to the signal of discrete Fourier transform nature, the spec-
trum along the N/2 point is symmetry. Divide

∣∣Fs,j (k ′)∣∣ into
v segments using isometric segmentation (k ′ = 0, 1, . . . , N2 −
1), and acquire the Ws,j,u by piecewise summation (u =
1, . . . , v). Take frequency signal Ws,j,u as uth the fault
characteristic vector in group j which is given by (6).
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Step 5: To boost the inference speed for BN, discretize
the characteristic vector by isometric segmentation. The
continuous variable Ws,j,u is represented by numerical
attribute value by variable range divided evenly into r
parts. The attribute values are between 1 and r . And r
often takes 3 or 4. The attributes reflect various frequency
components, such as low, middle and high frequency
components.
Step 6: Construct the fault diagnosis BN structure. Take

the fault type as the parent node ‘‘Bearing’’ and v target
characteristics data as the children nodes, connect the parent
node and each child node with directed arcs from parent node
to children nodes, where the arc arrows point to children
nodes from the same parent node. Thus, the structure of BN
can be established.
Step 7:Determine the BN’s conditional probability param-

eter. Sample threshold C for parameter modeling is calculated
using Eq. (9).

If m ≥ 5C, id., the sample size for parameter is
sufficient, the BN’s conditional probability parameters can
be learned using q types of discrete fault characteristic data
via EM algorithm, then go to Step 9 for evidence inference;
otherwise, the sample size for parameter is small, resource
domain information for parameter learning using VCTL is
started.
Step 8: The target BN parameter estimation exploiting

transfer learning aggregation is calculated using Eq. (12). The
methods to derive samples in resource domains are same in
the description from Step 2 to Step 5. The fault diagnosis BN
model is implemented.
Step 9: Obtain target domain observation characteristics

evidence in order to diagnose the fault. Consider the variables
m=1, s=, and tag s=. Repeat Steps 2 through 5, the fault
diagnosis inference based on observation evidence can be
ready.
Step 10: Enter the target characteristics observations which

may be complete or incomplete ones for single BN inference
engine. The diagnosis belief values are updated using the
junction tree inference algorithm.
Step 11: If θ > θ∗, compute the fault diagnosis according

to Eq. (17), then output diagnosis results and the diagnosis
process stops; otherwise, go back to Step 9 to acquire further
target observations through the sensor system.

The output of type node xS in fault diagnosis BN can be
achieved by

x∗S = argmax
l

(P(x ls|ev = {W1,W2, · · · ,Wv})) (17)

whereWv is the vth target characteristic observation); x ls is the
l th event of node ‘‘Bearing’’, 1 ≤ l ≤ q, q is often 3 or 4.

V. EXPERIMENT EXPERIMENTAL EVALUATION
We first assess our VCTL parameter learning methodology
on three benchmark networks from the BN repository
(http://www.bnlearn.com/bnrepository/) before moving on
to real bearing defect diagnosis case studies utilizing our

TABLE 1. Descriptions of weather, Asia, and Alarm BNs.

proposed transfer learning aggregation method. The learning
performances of BN parameters are compared using the
classic MLE algorithm, MAP algorithm, Freeze method
(transfer learning without target domain samples), LoLP
method (transfer learning with fixed coefficient for aggrega-
tion), and VCTL (transfer learning with varying coefficient
for aggregation) algorithms under various data conditions.
Functions and subroutines are used to implement algorithms
based on the BNT toolbox [35] in MATLAB R2014a. All the
experiments were performed on an Intel core i7 CPU running
at 2.6 GHz and 8 GB RAM.

A. SYNTHETIC SAMPLE EXPERIMENT SETTINGS
Firstly, we utilize BN models with known structure and
parameters, which we can use as a gold standard for
comparing alternative learning strategies.We ran experiments
on three benchmark BN networks (Weather, Asia, and
Alarm), with parameter sizes ranging from small to medium
to high. Table 1 contains the details and descriptions of
these BNs. We employ the ‘‘sample bnet’’ function in the
BNT package [35] as the sampling generator to create varied
sample sizes for parameter learning among a series of original
BN models.

The Weather model structure is shown in Fig. 4, and
the ground truth parameters come from BN repository. The
threshold value of small data set C is 121 by Eq. (9),
when λ takes 1, d is 2, N takes 4, δ is 0.05 and ε takes
0.1. This indicates that, in the target domain, the modeling
sample set size for learning smaller than C=121, for example,
100 or less, the sample set is referred as insufficient or
small. Without changes of the network structure and the
parameter or CPT dimension, three resource network models
are obtained by the soft-noise simulation [26], with different
CPTs. These three models can provide the knowledge as
resource domain information for parameter estimation in the
target domain.

B. PARAMETER LEARNING WITH DIFFERENT TRANSFER
STRATEGIES
In this section, we look into VCTL and compare it to other
BN parameter learning algorithms. In general, these learning
strategies can be classified into two types: no information
transfer methods (MLE andMAP algorithm) and information
transfer methods. The latter are further divided into two types:
freeze methods (which use the estimated resource parameter
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FIGURE 4. Weather BN model.

TABLE 2. Parameter index and ground truth value for node ‘W’.

directly without relying on target samples) and fine-tune
methods (which rely on target samples) (using both target
and resource samples for modeling). Clearly, LoLP and the
suggested VCTL are two strategies for fine-tuning learning.

We compare our technique to the state-of-the-art LoLP [27]
using typical BNs (Weather, Asia, and Alarm). The setting
is the same as Ref. [27]: only transfers between target and
resource nodes with the same node index are allowed. Sample
sets are drawn for each reference BN by sampling with the
‘‘sample_bnet’’ function [35]. The sample sets are utilized to
learn the BN parameters.

The most complicate CPT instance for the Weather BN
model is node ‘‘W,’’ as depicted in Fig. 4. Table 2 shows the
ground truth values for node ‘‘W.’’ In the example network,
we assign an index to each parameter or CPT for simplicity.
The number ‘‘1’’ in index event indicates that the event is
‘‘false,’’ whereas ‘‘2’’ indicates that the event is ‘‘true.’’

The simulation technique is as follows: samples are taken
from 1 to 1500 instances for each target BN. The first 100
samples are used as target samples for small data set learning
in theWeathermodel, as illustrated in Table 3. Similarly, three
groups of 500 different samples can be obtained from various
resource networks using the same structures but slightly
different CPTs. For parameter learning, resource samples are
used to transfer information.

This experiment deals with a target domain data size
of 100. This implies that we are dealing with small data
modeling because the target data set size is smaller than the
threshold C. Eq. (9). For parameter estimation, the MLE and
MAP approaches are utilized. In the meantime, LoLP, Freeze,
and VCTL are being used to aggregate target and resource

TABLE 3. Samples for ‘weather’ BN model.

TABLE 4. KLD performance of MLE, MAP, Freeze, LoLP and VCTL. (target
sample size: 100).

TABLE 5. Average running time cost of different algorithms under
different models (Ms) (target sample size: 100).

samples in order to estimate parameters. The average KLD
between learned CPTs and ground truth CPTs is used to
calculate the results.

The average KLD between learned CPTs and ground
truth CPTs is used to calculate the results quantitatively.
We execute 15 trials using a random data sample in each
experiment and present the mean and standard deviation
results.

The learning results of different algorithms for different
BN models are presented in Table 4 regarding KLDs, with
statistically significant improvements for the best result over
competitors indicated with asterisks ∗ (p ≤ 0.05). And the
average running time costs (milli second, ms) are listed in
Table 5. (The experimental data are available upon request.)
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Experimental results indicate that:
(i) When the target sample size for learning is small,

as shown in Table 4, compared with methods without
information transfer (MLE or MAP), parameter learn-
ing using transfer method (Freeze, LoLP or VCTL)
provides better reduction of KLD compared to the
ground truth. The results demonstrate information
transfer can help to improve parameter estimation
results.

(ii) Comparison results between freeze method (without
target sample information) and fine-tune method
(LoLP or VCTL) demonstrate that fine-tune methods
do improve performance in target BN parameter learn-
ing. In general, VCTL achieves the best learning results
with the smallest KLD in almost each experiment by
exploiting information potentials from both resource
and target data.

(iii) With increasing BN model complexity in node and
parameter number as shown in Table 5, the time
consumption of nearly every algorithm increases
but did not change significantly. The computational
complexity of the VCTL algorithm is similar to that of
the MAP algorithm without notable time consumption
cost.

C. PARAMETER LEARNING WITH DIFFERENT TARGET
SAMPLE SIZES
The objective of following experiments is to evaluate how
different target sample sizes affect the learning accuracy in
transfer learning framework.

Experiment settings:
• Number of resource domain networks M takes 3;
• Resource network data sizes are 500 sets in this
experiment;

• Tr takes 5;
• Size of target domain samples in the experiment is set to
a small data set (from 1 to 50 groups) at first, and then the
sample size of the target domain is gradually increased
to 1500.

Given the Weather model, Fig. 5 shows the KL divergence
comparisons of different techniques with a sample size of
1∼1500 groups. The logarithm of KL divergence, decibel
value (dB), is utilized for display simplicity. The average of
all outcome values is calculated over 15 repetitions. (Data can
also be obtained upon request.)

On the x-axis, we progressively selected a larger number
of target sample sizes from left-to-right. Different methods,
each using independent curves, are used to investigate the KL
divergence comparison of parameter learning.

When the target domain sample size is from 1 to 50,
Fig. 6 shows box-plots of MLE and MAP parameter
learning algorithms without information transfer on KLD.
Fig. 7 shows box-plots of Freeze, VoLP and VCTL param-
eter learning algorithms with resource information transfer
on KLD.

FIGURE 5. KL divergence comparisons of different methods of node ‘W’
under the sample size of 1∼1500 group.

FIGURE 6. Comparison of learning results without information transfer
learning methods under sample size from 1 to 50.

Experimental results indicate that:
(i) In general, as indicated by Fig. 5, the more sample data

sizes (on the x-axis) we can obtain, the better parameter
estimation accuracy (on the y-axis) we can derive using
these BN parameter learning methods;
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FIGURE 7. Comparison of learning results with information transfer
learning methods under sample size from 1 to 50.

(ii) When the sample size is small (e.g., less than 44 in
Fig. 6 and Fig. 7), thanks to the information transfer,
Freeze or LoLP is superior toMLE orMAP.AndVCTL
provides the best KLD performance;

(iii) When the target sample size for modeling is sufficient,
e.g., under the data size of 1500 in Fig. 5, the VCTL

method tends to perform the well as the classical MLE
or MAP method does in KLD. However, as shown
in Fig. 5 the Freeze or LoLP method didn’t provide
the dramatic improvement in KLD with increasing
target data. This suggests that VCTL can perform
well as the classical MLE or MAP approach in this
situation.

The reason is that: Freeze method results strongly depend
on the prior knowledge learned from the resource domain
only; LoLP performs better than Freeze when sample
data size is bigger and bigger (for instance, 44 in this
example). VCTL provides the best KLD results benefit
from both varying balance coefficients regarding the varying
contribution of target samples and the available information
among the resource sample set. And as the target data
size of instances increases, the VCTL learning accuracy
improves by using more and more available observed
data.

In general, under the condition of small data size, every
transfer learning method is better than using the small
target data only. Our VCTL significantly almost outper-
forms the alternatives on parameter estimation accuracy in
each case.

D. LEARNING WITH DIFFERENT RESOURCE
PARAMETER NOISE
In practice, parameter learning transfer from the irrelevant
domain knowledge is sometimes inaccurate. Therefore,
we considered CPT noises (bigger noise means less relevant)
in the learning experiment to test the robustness of the
estimators.

In this case, we use ‘‘soft noise’’ to simulate continuously
varying relatedness among a set of resources [26]. The
specific soft noise simulation procedure is as follows:

(1) the sizes of the data sets for target networks were set to
be 15, 55 and 75;

(2) to simulate the irrelevant samples, the sample data were
generated from the known true parameters of the networks.
Because domain knowledge with significant noise could not
be taken into account, only small noises for resource CPTs,
varying from 5%, 10%, to 15%, were incorporated into the
parameter learning experiments;

(3) because the resource networks are learned from varying
samples, they will vary in degree of relatedness to the target,
with noise from 5% to 15% under 500 samples in each
resource network;

(4) in each experiment, we run 15 trials with random data
samples and report the mean and standard deviation of the
KLD.

The learned results under different noise conditions are
summarized in Table 6, Table 7 and Table 8. The best results
are highlighted with asterisks.

Note that:
(1) for the algorithms introduced transfer, such as Freeze,

LoTL, and VCTL, resource noises negatively affected
performance on parameter estimation. VCTL performs
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TABLE 6. Average KLD under different resource CPT noises (target
sample size: 15).

TABLE 7. Average KLD under different resource CPT noises (target
sample size: 55).

the best with the smallest KLD in almost each noise
experiment.

(2) as to the noises and the same sample size, the
smaller networks (such as Weather network) was more
robust than that of bigger networks (such as the Asia
and Alarm) with smaller KLDs. The reason lies in
that the smaller networks need fewer samples for
modeling.

(3) when resource parameter noise increases, the target
learning KLD values increase. Under the condition
of target sample size is scarce (e.g., 15 in the
experiments in Table 6 ), when the resource CPT
noises is 15%, learned KLD errors are over 0.1 in
almost each case, which may not be acceptable
for domain experts. Therefore, before applying the
transfer learning method for parameter estimation, it is

TABLE 8. Averaged KLD under different resource CPT noises (target
sample size: 75).

advisable to verify and validate the parameter noise or
domain knowledge.

In general, given samples with noise in resource domain,
VCTL can exploit the most relevant resources by varying
coefficients in the aggregation model. VCTL algorithm
makes up the defection that classical transfer learning
algorithm without considering the relevance fitness and
the varying contribution of the sample data. The varying
coefficients in VCTL improves the learning accuracy for BN
parameters dynamically and automatically.

VI. FAULT DIAGNOSIS FOR BEARING USING TRANSFER
LEARNING AGGREGATION
In this section, we explore the proposed bearing fault
algorithm based on BN and transfer learning aggregation.

A. EXPERIMENTAL SETTINGS
The data for the experiments came from the Bearing Data
Center at Case Western Reserve University [6]. Electro-
discharge machining was used to seed defects in motor
bearings. At the inner raceway, rolling element (i.e. ball),
and outer raceway, faults ranging in diameter from 7 mils
(1 mil=0.001 inches) to 40 mils were introduced separately.
The test motor’s faulty bearings were reinstalled, and
vibration data was taken for motor loads ranging from 0 to
3 horsepower. To acquire the data sets, destructive tests were
used to provide working bearing data for s=1,2,3,4 typical
fault types (normal-NF, inner fault-IR, outer fault-OR, and
rolling fault-BF).

At 3 o’clock, 6 o’clock, and 12 o’clock on the driving
end of the motor shell, acceleration sensors are mounted.
Table 9 shows the 12k driving end bearing fault data used
in this experiment. Types of working bearing data (normal,
inner fault, and rolling fault) are all complete. However, for
unknown reasons, there are missing data in the case of 14 mil
for Outer 3 or 12 o’clock data, which is highlighted in bold
in Table 9. To the best of the authors’ knowledge, no transfer
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TABLE 9. 12k drive end bearing fault data (Load:2 HP; motor speed:1750
RRM).

TABLE 10. Bearing details (6205-2RS-JEM SKF).

BN learning for the 14million example has been documented.
For fault diagnosis, we aim to model the parameters for the
14 mil case using VCTL and BN knowledge transfer from
the 7 mil and 21 mil examples. The fault diagnosis belief
threshold parameter θ∗ takes 0.75.
The following experiments used the same equipment and

the samemotor speed and load to obtain fault data. As a result,
the BN model structure for bearing fault diagnosis with a
fault diameter of 7mil or 21mil is the same as the BN model
structure for bearing fault diagnosis with a fault diameter of
14mil. Using the 14 mil instance as the target domain, we can
provide resource models of 7 mil and 21 mil.

The 6205-2RS-JEM SKF deep-groove ball bearing (BB)
from CWRU Bearing Data Center is listed in Table 10.

For drive end bearing issues, vibration data is collected
using accelerometers under four bearing working conditions:
NF, IR, OR, andBF, at 12,000 and 48,000 samples per second.

When a bearing fault occurs, vibration at a specific
frequency are created. These faults characteristic frequencies
are calculated as

OR fault f0 =
Nb
2
Fr

(
1−

d
Nb

cosα
)

(18)

IR fault fi =
Nb
2
Fr

(
1+

d
D
cosα

)
(19)

BF fault fb =
D
2d
Fr

(
1−

[
d
D

]2
cos2 α

)
(20)

where Nb is the number of balls, Fr is the rotational speed of
the rotor in hertz, d is the diameter of the ball, D is the pitch
diameter, and α is the contact angle [19].

B. FAULT DIAGNOSIS FEATURES EXTRACTION FOR BN
MODEL
Based on 12k Drive End Bearing Fault Data, Fig. 8 illustrates
the bearing vibration signals in time domain for the normal,
OR, IR, and BF under the condition of Table 10 for 7mil faults
at 12,000 samples per second.

Set s={1,2,3,4}for the fault type ‘‘Bearing,’’ N takes 1024,
and r takes 3. By the presented method in Section IV, we get
characteristic data. Given 1024 sampling data in time domain,

FIGURE 8. Bearing vibration signals in time domain for normal, OR, IR,
and BF faults.

FIGURE 9. Instances of FFT results for normal, OR, IR, and BF faults (12k
drive end bearing fault data).

Fig. 9 shows FCV instances by FFT in case of normal(s=1),
OR(s=2), IR(s=3), and BF(s=4) respectively for 7mil (Drive
End). Notice that both of the values of time domain and
frequency domain data are continuous originally. To speed
up BN modeling and inference, FCVs are discretized as
attribute values. Fig. 10 indicates instances of bearing DFCV
features for normal, OR, IR, and BF faults forWs,80,u, where
x-axis displays the value of characteristic vector component u
from 1 to 8. Meanwile, y-axis indicates discrete energy value
from 1 to 3 which represents low, medium or high energy
respectively.

In Table 11, the continuous characteristic data, FCVs,
are listed, and the discrete characteristic data, DFCV, are
summarized in Table 12 for 7mil bearing data cases.

C. MODELING FAULT DIAGNOSIS BN
Using the method of Step 6 in the proposed bearing fault
algorithm based on BN and transfer learning aggregation,
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FIGURE 10. Instances of bearing DFCV features for normal, OR, IR, and BF
faults.

TABLE 11. Continuous characteristic data (7Mil).

Fig. 11 shows the topology of a Bayesian network fault
diagnosis model with 7 mil fault sizes (resource BN 1).
Similarly, data for the fault characteristic vector with fault
diameters of 21 mil (resource BN 2) and 14 mil (target
BN) can be derived, and bearing fault diagnosis BN model
structures with fault diameters of 21 mil and 14mil are shown
in Fig. 12 and Fig. 13, respectively. The child nodes are eight
feature vectors, and the parent node ‘‘Bearing’’ is separated
into four states (normal state, inner fault, outer fault, and
rolling fault). The 8 eigenvectors S10∼S17 are the child
nodes of parent node Bearing_07 (7mil). Meanwhile, T0∼T7
are eigenvectors in the child nodes of node Bearing_14 (14
mil). Each eigenvector uses 1, 2 and 3 to represent low,
medium or high energy respectively.

Clearly, the resource networks and the target network meet
the structural consistency (same BN structure) and parameter
dimension consistency (same CPT entry )constraints for
transferring learning. As a result, 7 mil and 21 mil data can
be used as resource domain data, and transfer learning can be

TABLE 12. Discrete characteristic data (7 Mil).

FIGURE 11. Bearing fault diagnosis model for 7 mil (resource BN 1).

FIGURE 12. Bearing fault diagnosis model for 21 mil (resource BN 2).

FIGURE 13. Bearing fault diagnosis model for 14 mil (target BN).

used to create a 14 mil diagnosis model in the target domain
with missing data.

In this experiment, λ takes 1, d is 1, N is 9, δ is 0.05 and ε
takes 0.1. Then, (16) determines the threshold value of small
data set C is 209. The data size of 7 mil is 300, and for 21 mil,
the data size is also 300. Let the data size of 14 mil takes 60.
Since 60<C, the modeling for 14 mil fault diagnosis is under
the condition of a small target sample data set.

As to the target domain (14 mil cases), we learn the
target network in two scenarios: one is learning using
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TABLE 13. Fault diagnosis results under modeling of small target sample
data sets by VCTL (size: 60).

TABLE 14. Fault diagnosis results under modeling of sufficient target
sample data set (size: 300).

first 60 group (small) data sets, another is learning using
300 group (sufficient) data sets for each fault type respec-
tively. In the context of two 300 groups of resource network
data sets (7 mil and 21 mil cases), this study employs the
VCTL technique to learn target BN parameters (14 mil
cases) from resource models (7 mil and 21 mil cases). Then,
we conduct inference and diagnosis tests in the target domain
employing distinct 115 groups of feature data sets to verify
the validity of our presented bearing fault diagnosis BN
approach with transfer learning for parameter estimation.

D. FAULT DIAGNOSIS RESULT
The target model for 14 mils is constructed using the
provided VCTL, and the BN model with 115 target sample
groups is used for inference verification. The diagnosis
accuracy is reported in Table 13 utilizing the suggested VCTL
aggregation method and the classic Junction Tree inference
algorithm [29]. When 300 target samples are utilized for
parameter learning, the results are shown in Table 14.

Table 13 demonstrates that when the target network
sample data set size is small, the VCTL algorithm improves
average diagnosis accuracy by 6.71% when compared to
the standard LoLP approach. The reasons for the lowest
diagnostic accuracy of the fault type ‘‘Rolling’’ lie that the
evidence for rolling is quite close to evidence for inner
fault, when the given samples for modeling are small.
Generally, experimental results suggest that VCTL-based
inference diagnosis is superior than the LoLP technique.With
more target sample data utilized in BN modeling, the VCTL
algorithm can slightly enhance fault diagnostic accuracy,
as shown in Table 14.

The experimental results show that, in the case of a small
data set, employing transfer learning aggregation approach,
the BN parameter estimation can be modified from resource
networks by VCTL. The proposed bearing fault diagnosis
based on VCTL can yield reasonable results by transferring
information from the resource domain.

VII. CONCLUSION
To improve the BN parameter estimation accuracy with
small data size, this study proposes a BN parameter learning
algorithm based on varying coefficient transfer learning. The
varying contributions from resource networks and the target
network are considered in a target BN parameter aggregation
model. Based on the sample statistics information and

the presented VCTL parameter estimation algorithm, the
presented variable coefficients balance the initial parameter
influence between the target domain and the resource domain
by using the knowledge of the resource domain and the
small data set threshold. Furthermore, a fault diagnosis
for bearing utilizing transfer learning aggregation method
is advanced. Experimental results show that, with small
data set, VCTL method provides better learning accuracy
than MLE, MAP and classical transfer learning methods.
The application of real fault diagnosis modeling verifies
the transfer learning aggregation method’s reliability and
effectiveness. The presented approach provides a novel way
for intelligent systemmodeling, especially when the data size
for BN parameter modeling is small.
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