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ABSTRACT The modern perspective to deal with bulky data generations schemes of latest technologies
in terms of dimensionality and sample size to extract meaningful information also to support automated
knowledge discovery and pattern recognition process form datasets a lot of Data Mining (DM) and Machine
Learning (ML) techniques developed. In each dataset features are the key factors for machine learning
task. In modern research mindset classification algorithms are focused to get high accuracy by taking in
account prior features and less focus on features having low characteristic values. In this paper we focused
on those features which are usually ignored in selection phase as low scale features which may decrease
model performance but in future for the most sensitive scenarios will focus on minor information which will
alert about performance fluctuation in practical implementation of that model. For practical verification of
our concept, we implemented rule-based classification algorithms and different features selection techniques
with 3 search methods using WEKA data mining tool. The experimental results show that the fewer selected
features provide high accuracy i.e > 90% in some cases having less focus on specificity.

INDEX TERMS Features, features selection techniques, rule-based classification algorithms, minor infor-
mation, machine learning.

I. INTRODUCTION
Feature selection an emerging pane is under prior consider-
ation for learning and implementation paradigms in the vast
domains of data mining (DM), machine learning (ML) and
probabilistic statistics (PS). As with the robust pace for devel-
opment in ML the interest for features selection (FS) research
has gained much importance because of its practical involve-
ment in many applications broadening day by day. The core
purpose of features selection involves dimensionality reduc-
tion by means of irrelevant, redundant and imbalanced values
removal to attain appropriate features set [1], [2]. The avail-
ability of data tends to focus on its features which have capa-
bility for its considerable representation and this capability of
features distinguish them from each other. The process of fea-
tures selection is dependent to computational tasks which are
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the challenging phase for any selection criterion. Despite the
complex computation most of the researchers focus on fea-
tures not on datasets. Features selection have instant impact
on algorithm’s efficiency, accuracy and extending model fea-
sibility but the problem is still there that how to highlight
these effective features among the all [3] and this problem
further leads the idea which follows that the features selection
criterion is still confusing paradigm. The data mining meth-
ods are dependent to features selection pro-phase before any
further implication and that phase is pre-processing aiming
with dimensionality reduction for data on the basis of features
relevance and priorities of described model. The success
story of features selection is based on nature of selection
metrics regarding to our utilization keeping inmind that either
selected approach fits to acquired standards and also under-
standability of core knowledge about considered domain. The
adoptability of optimal features selection technique assists
in redundancy and irrelevance removal in terms of features
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to obtain excellent features for high performing phases. The
selection out comes helps in improvement of learning rate and
accuracy [4], complexity level and learning period reduces
also simple understandable results representation only if opti-
mal features selection carried out [5], [6]. Dimensionality
reduction implemented by two different ways one is features
extraction and other is features selection [7]–[9]. The reduc-
tion is an essential part for learning algorithms to perform
its best by removal of noisy data. In supervised learning the
main problem is the identification of these data values inside
the datasets, measurement of degree of relevance of each
attribute with its class as it is in some context representor of
that particular class. Dimensionality reduction removes noise
and imbalance problems and data cleaned from problematic
features which diminish the model’s performance but after
that reduction model have the availability of pure features
and it can perform well as expected. Now all the irrelevant
features have been removed and datasets only comprised
of relevant features. In the recent advancement in features
selection domain different approaches for selection procedure
are followed as selection of features according to selected
classification algorithms [10]. The other features selection
perspective is selection of features according to prescribed
problem. The core objective for the features involves under-
standability of prior factors that on predictive analysis of
problem requirements fits to selection criterion to build up
a model in terms of classifiable metrics. Model is generated
using that selected features and provides problem solution.
In selection two factors about features are brought into con-
sideration which are sensitivity and specificity [11]. The split
approach for features adopted and to carry out this split a dif-
ferencemetrics is defined in terms of threshold. The threshold
is defined on the basis of probability scale of feature values
ranging from 0 to 1. Keeping in mind such paradigms there
exists a strong chance for some features in a formal way may
not fulfill selection standards but these features with minor
sensitive information are much valuable for any classification
task.

In this paper we worked on deselected features during
selection process only because of their low relevance to under
consideration selection criterion where only high relevance
features treated for model generation. These mishandled fea-
tures are not the features which are missing or belong to some
imbalance class but actually such features belongs to the data
repository and best fits in class label due to the presence
of high valued features they remained untouched for any
learning process. To highlight such features we selected two
important datasets one from UCI [12] namely spam-base and
other DARPA evaluation [13] dataset namely an extension
of KDD-99 as NSL-KDD to support our practical approach.
We applied three most important features selectin tech-
niques CFS-subset-Eval with two search method 1) Bes First,
2) Greedy Stepwise, second features selection technique
applied is Info-Gain Attribute with Ranker searchmethod and
third used filter supervised attribute selection. To evaluate
the performance of these selection techniques we use two

rule-based classifiers Decision Table and PART. We con-
sidered different evaluation metrics including classifier’s
accuracy, Root Mean Square Error (RMSE), True Positive
rate (TRP) and F-measures. Then provided the classifier dif-
ferent number of features as well as full features set to be used
for obtaining model performance. The experimental results
show that when model is provided with different features for
model generation of the same dataset its performance metrics
changed that is due to unavailability of same features in each
phase and such happens due to minor loss of information that
unselected features contains.

The rest of the paper is organized as follows: Section II
represents related work, Section III and IV discussed various
feature selection techniques and algorithms, finally the paper
is concluded in section V.

II. RELATED WORK
In the recent advancements in machine learning environment
there are a lot methods tools introduced to deal with simple as
well as complex problems, so the datasets with usual arrange-
ments and managements are not a case of intentions because
with the availability of automated process to handle such data.
This eased the manual efforts and broadened the thinking
towards a new concept where main focus about data utiliza-
tion for future trends and it is not about data understandability
because this phase shifted to automated tools processing.
In the same context handling the features is not a big deal
for a new learner with a little knowledge about tools and
data valuation because technology advancements have made
knowledge access an easy task in terms of written, published,
video tutorials etc. A lot of features selection techniques have
been introduced so far and everyone who intended to deal
with features and their implementation getting hand rubbed
with these techniques as considering them an authentic source
without taking any confusion mind. Every techniques as it
is developed performing its best with the provision of opti-
mal features to machine learning algorithms. There exists
different selection parameters for each selection technique
each select some different features from the same dataset
under different circumstances. That area of difference is still
confusing as for prior knowledge some features adopted and
some balanced features dropped. All these paradigms are
brought into implementation to obtain higher accuracy and
every factor that can improve accuracy considered at high
priority. Same happens in the case of features only those
selected which can uplift accuracy so some important with
minor information carriers remained unconsidered.

According to [14] Al-Janabi there exists a lot of methods
to handle such minor information in any datasets by taking
design as core concept and introduced different decomposi-
tion levels for data representation also for retrieval introduced
revised key structures. He mainly focused on dimensional
view of attributes so that they in some dimension applica-
ble for model efficiency. He also focused on data gather-
ing algorithms which used for information retrieval from
datasets and intended to improve retrieval code so that every
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information from each aspect can be collected and then no
further processing required to retain information. Though
this was a good idea to handle such minor features val-
ues but t lacks proficiency. This model proposal lacks of
some important selection parameters for information which
are out of proportional bound because this was based on
proportionality constructors which involve average leading
parameters whose performance usually doesn’t adopt below
average values. Bruggeman et al. [15] carried out an efficient
solution for web contents that unintentionally left unchecked
by webserver and in prior phase of information retention
those unchecked information kept unseen, so the effective
information obtaining doesn’t compete there. Though it can
fulfill the query information and up to some content provide
understandability about topic. To overcome this problem they
suggested webserver namely phylopars on the basis of statis-
tics consistency in which they adopted merge technology for
one dataset to a general dataset to overcome its deficiencies
in values proficiency by adjusting estimated weight. In [16]
authors made the same approach for forecast prediction to
replace such information with new one of high priority by
taking post-processing phase for this addition implementa-
tion. Though this was good idea to make minor informa-
tion at higher scale by some updating original ones but
due to improper explanation for implementation no further
improvement can be made. In [17] authors followed a model
which on similarities base at classification phasemeasure that
either those features pair interact with each other not. They
constructed a random Forest model by utilizing information
about features both in direct a well as indirect pane by consid-
ering training examples. Thus by this similarity comparison
idea they used maximum information as compared to any
other model and their model accuracy also improved.

Many researchers tried to work with the same dataset
KDD-99 that we selected and they too faced these selec-
tion problems for features. In [18] Sung et al. only enabled
themselves to select 19 features from full feature set with the
help of trial and error based approaches. In the same context
Chebrolu et al. [19] implemented BN (Bayesian Network)
and only managed to identify 17 features and all other
remained undetected for this process. In [19] they also applied
a classifier namely CART and managed to identify only
12 features less than the BN classifier. Though they got
enough features for each class but one of the class still
remained missing with its features too but in the same
time with selected features accuracy improved [20]. There
still minor information about unselected features remained
aside which certainly can increase model’s effectiveness.
In [21], [22] authors Alexandar et al. implemented Genetic
Algorithm (GA) for Radial Basis Function (RBF) used net-
work to select features and optimize its architecture. The
main concern for this implementation was to provide network
specific features and also select those features which are
necessary the architecture of network. So there comes the
ranking problem that each network work on different features
and same features can’t be used for each network either

these are neural networks (NNs) or support vector machine
(SVM). This method also acquired more time and resources
for training section as well as for cross-validation.

III. FEATURES SELECTION TECHNIQUES AND
CLASSIFICATION ALGORITHMS
The rapid advancements in the field of machine learning
where benefited a lot there also generated large amount of
data with enormous features which may cause overfitting
and machine learning model performance degrades. There
available high dimensional data where it is needed to reduce
its dimensionality and various techniques for this task intro-
duced which also gained the researchers attraction. Features
selection is the broad concept for dimensionality reduction
to select features from originally available data attributes by
following some specified rules based on variable selection
metrics for evaluation. These if truly selected can improve
performance in terms of leaning accuracy, lessens processing
budget and upgrades model effectiveness.

IV. FEATURES SELECTION TECHNIQUES
A. CFS-SUBSET-EVAL
Correlation based Features Selection (CFS) is purely auto-
mated technique to select features. The interaction for evalu-
ation function is quite simple that it selects those features that
are at high instance correlated with the described class and at
high instance uncorrelated with each other which means that
their class relevance is tested and inter relevance removed.
The features for an instance considered selected by CFS if it
predicts a unique correlation value which is not yet predicted
by any other feature. The selected features are compared to
the merit features K as in first equation where coefficient
namely Pearson is pass through estimation phase for training
data samples with correlation calculation in Xi and Xj as
features of same class or different as

Rx(i)x(j) =

∑m
k (x ik − x̄

i)(x jk − x̄
j)

(m− 1)SiSj

Ms =
k ¯rcf√

k + k(k − 1) ¯rff
where Ms is a sort of merit with S features having k samples
in it. In the equation Krcf represents an average correlation
for feature class and rff is also a correlation which rep-
resents average for features with features within the same
class [31]–[33]. The upper portion for equation second repre-
sents the class prediction about features values and the lower
part represents redundancy within the features. The CFS
follows coupling mechanism in which features are defined
on the basis of tightly or loosely coupled with class and with
other features. If a features is latterly assigned to a class its
dominance will be higher than other features and class as it
lacks correlation attributes.

B. INFORMATION GAIN
This method follows threshold scale for features evaluation
and all those features who satisfy threshold merits are further

VOLUME 10, 2022 27645



A. Ali et al.: Practically Implementation of Information Loss: Sensitivity, Risk by Different Feature Selection Techniques

considered for classification [23]. It is based in the division of
dataset values regarding to available variable random value or
the entropy reduction is calculated. In the general estimated
value about information gain (IG) contains routine values for
desired variable of (X) and its adequate variable in indepen-
dent phase as (A) where the variable A shows performance
diminishing paradigm for entropy value according to variable
X [24]. This technique may involve the risk of loss for minor
information packets within the features. IG calculation is
brought into consideration with X and Y attributes and the
addition foe data values X according to Y to find out its value.
In the same context the vulnerability of Y is accessed on X
basis where cognitive resemblance for Y is X, H (Y|X).

I (Y : X) = H(Y )− H(Y/X)

where

X = {xi . . . xk}&Y = {yi . . . yk}

To calculate the entropy values

H (Y ) = −
∑t=k

t=1
(Y = yt) log2P(Y = yt)

Entropy dependency for Y in terms of X is as

H (Y |X) = −
∑i

j=1
P (X = xj)H (Y|X = xj)

So the IG is obtained as:

I (Y : X) = H(Y )+ H(X)− H(Y |X)

After that mixed entropy applied to find out combined factor
for IG for both values X and Y is

(Y : X) = argmaxx0I (Y : X)

If the entropy values of mean entropy values is differentiated
from the original entropy values in all branches then we can
obtain improved results for IG.

IG(X , y) = H(X)− H(X |y)

In this section the IG (S, y) represents information for X
dataset with the involvement of simple or random variable
values,H(X) the entropy representation according to changed
values for dataset also H(X |y) is termed as entropy for con-
ditional values in which variable Y as dataset representation.
In this statement gained X values are shown related to y. For
the further proceedings and shifting these values within the
dataset stored.

C. FILTER SUPERVISED ATTRIBUTE SELECTION
This model has too much flexibility that prioritize it from
other usual features selection algorithms. This method pro-
vides the combining feasibility of multiple features selection
techniques and implementation of that combined approach as
a single unit. This evaluates the attributes with the user pro-
vided configuration for any classifier. These configurational
adaptability enables this method to work with user specified
parameters and highlight only those features that fulfill the

required performance scale. This algorithm carries multiple
capabilities including attributes handling, class balancing and
instance selection. In attributes it deals with binary attributes,
empty nominal attributes, date attributes, missing values,
numeric attributes, and unary attributes. In case of class it
involves binary class, date class, missing class, nominal class
and numeric class. In terms of instances it deals with very
low number of instances often consider 0 instances. IR Class-
Value – The class label, or 1-based index of the class label,
to use when evaluating subsets with an IR metric (such as
f-measure or AUC). Leaving this unset will result in the class
frequency weighted average of the metric being used. It uses
combinational approach to evaluate any measure.

D. SEARCH METHODS
There exists three commonly imposed search methods
namely Best first, Greedy stepwise and ranker to search the
features on their described patterns where each use different
search strategy.
Best First: Searches the space of attribute subsets by greedy

hill-climbing augmented with a backtracking facility. Setting
the number of consecutive non-improving nodes allowed
controls the level of backtracking done. Best first may start
with the empty set of attributes and search forward, or start
with the full set of attributes and search backward, or start
at any point and search in both directions (by considering
all possible single attribute additions and deletions at a given
point). Set themaximum size of the lookup cache of evaluated
subsets. This is expressed as a multiplier of the number of
attributes in the data set. (default = 1).
Greedy Stepwise: Performs a greedy forward or backward

search through the space of attribute subsets. May start with
no/all attributes or from an arbitrary point in the space. Stops
when the addition/deletion of any remaining attributes results
in a decrease in evaluation. Can also produce a ranked list of
attributes by traversing the space from one side to the other
and recording the order that attributes are selected. Specify
the number of attributes to retain. The default value (−1)
indicates that all attributes are to be retained. Use either this
option or a threshold to reduce the attribute set.
Ranker: Ranks attributes by their individual evaluations.

Use in conjunction with attribute evaluators (ReliefF, Gain
Ratio, Entropy etc.). Specify the number of attributes to
retain. The default value (−1) indicates that all attributes are
to be retained. Use either this option or a threshold to reduce
the attribute set.

1) CLASSIFIERS
The availability of multiple classifiers acquires the deep
knowledge about classifiers working mechanism understand-
ability because each one performs differently according to
the problem constraints. The top classifiers with different
approaches [25] are given as

1. Bayesian Classifiers
2. Tree based classifiers
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TABLE 1. Spam based dataset attributes description.

3. Rule based classifiers
4. Function based classifiers
5. Lazy classifiers
6. Multi-instance classifiers
7. Ensemble classifiers as PostScript (PS),

a: RULE BASED CLASSIFIERS
The rule of IF-THEN logic enabled rule based classifiers
strong recommendation in classification tasks. The ease of
generation for IF-THEN rules as well as their simple interpre-
tation gained much importance rather than any other classi-
fiers. The main advantage for rule base classifiers is that they
reduce errors ratio especially in case of FPR (False Positive
Rate). Another advantage for using rule based classifiers is
their performance compatibility in terms of comparison anal-
ysis with DT based classifiers (Decision Tree) [26]. These all
supportive roles motivated us to adopt rule based classifiers.
For that reason we used Decision Table and PART classifiers
from rule based classifiers whose comprehended view is
given here.
Decision Table: The table 1 shows sample space for every

combination under each situation is mappedwithminor infor-
mation and activities to finalize a decision. In table 1 all
entities are examined with prior intentions and thus finds
out the uncovered aspects of features by applying nearest
neighbor algorithm for class determination of each uncovered
feature sample. It doesn’t follow dominance of features in
table but use features understandability of similarity indexes
with other attributes. The preferred number of instances to
process if batch prediction is being performed. More or fewer
instances may be provided, but this gives implementations
a chance to specify a preferred batch size. The number of
decimal places to be used for the output of numbers in the
model [27].

Part: It is a class which is used to generate a decision list
as per rules of PART. PART follows the rules for common
DT and implement C4.5 to generate a tree under the core rule
in each iteration and makes the ‘‘best’’ leaf into a rule as per
by J4.8 [27]. The preferred number of instances to process if
batch prediction is being performed. More or fewer instances
may be provided, but this gives implementations a chance to
specify a preferred batch size.

2) PERFORMANCE AND EVALUATION METRICS
a: PERFORMANCES METRICS
The scalability regarding performance of our model’s effi-
ciency about the detection of optimal features is carried out
by using different performance scales. For common under-
standing if there exists P positive and N negative exam-
ples in any dataset then its performance metrics can be
termed as

1. TP: True positive
2. TN: True negative
3. FP: False positive
4. FN: False negative

b: EVALUATION METRICS
Evaluation scale for any classifier can be determined on the
basis of following measures
Accuracy: It is usually termed how correctly classifier

managed attributes. Its formula is given based on perfor-
mance values calculation as

Accuracy = (TP+TN)/(P+N)

Error Rate: This rate usually calculates the misclassified
values ratio regarding to correctly classified values. Its math-
ematical representation is given as

Errorrate = (FP+FN)/(P+N)
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Recall: It explains detect ratio of positive values termed as
truly classified. Recall = TP/P
Specificity: It is the value for true identification of negative

values. Specificity =TN/N
Precision: it is termed as positively predicted values.

It measures the relatively within the instances by counting it
with selected instances. It’s mathematical from is precision

=TP/ (TP+FP)

F-Measures: The harmonic mean for precision and recall
is termed as f-measures in which test accuracy is measured.
It can be used both for binary class as well multiclass.
Whenever there occurs imbalance class issues a simple and
efficient technique f-measure is suggested. Its mathematical
representation is denoted as

F-measure = (2× precision× recall)/(precision+ recall).

Despite of these evaluation metrics some comparison metrics
in terms of root mean square (RMSE), time taken to train
the classifier, its learning efficiency, effectiveness, and under-
standability are also used also graphical and tabular view of
values presented.

E. DATASETS
All these implementations only can perform if there is the
availability of training and testing data values. These require-
ments are made possible by selection of two different datasets
namely Spam-base dataset and NSL-KDD from UCI data
repository.

The spam-base dataset was originally devoted by George
Forman [28] to Hewlett-Packard labs and then publically
made available at UCI data repository. The word spam is a
broad concept which includes web spams, advertisements,
adult contents, easy money websites etc. This dataset mainly
explains email related spam data values from professional
to personal level and tries to identify spam nature as well
as type. It consists of 55-57 attributes whose description
are given in table 1 in which attributes definitions are pro-
vided and support the frequently occurring data integers and
characters.

Table 2 represents attributes division according to their data
type and nature of values. This section also explains detailed
descriptive working mechanism for each class. In the total
given 56 there 46 belongs to same data type, 6 to another and
remaining have their individual data type.

NSL-KDD was originally suggested to deal with some
inherent issues that occurs in original KDD-99 dataset. The
improved version still lacks some important features to
respond modern network technology.Where this dataset have
some data deficiencies it can still be used for network treat-
ments. Though there still need to improve this dataset but ben-
eficial in many ways. One of the main benefit is that it doesn’t
involve redundancy mapping values in training example that
saves classifiers from biased approach for redundant values.
This redundancy factors highlight some features which are set
to the network to not learn. The entire NSL-KDD dataset [29]

TABLE 2. NSL-KDD features.

contains large amount of data instances but for the ease there
is availability of 20% data values for training and testing
by name of KDD-Train and KDD-Test. The KDD dataset
contains 41 features whose description with their count rate
is given in table 2

The table 2 represents 41 novel features of NSL-KDD
dataset features where 29 out of 41 are training fea-
tures and these are classified into four different attack
DOS,Probe,R2Land U2R groups which are represented in
table 3 with their optimal capabilities.

Although these are different attacks in nature and different
vulnerabilities are keen interest by attackers in these attacks
but up to some extent still traceable by their nature if effective
implementation for their effects carried out. The features are
further sub-divided into three groups namely basic features
(TCP/IP based hard detective features), traffic features (win-
dow interval based features further subdivided into same host
and same service features) and at the last third one is con-
tent features (conscious response from user, fail attempts for
login etc.).
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TABLE 3. Attacks description.

TABLE 4. Decision table results using CFS with best first (A).

F. PERFORMANCE EVALUATION
The practical implementation of this study is carried out using
data mining tool WEKA [30] which is available through
general public license and have multiple cross-frameworks
implementation capabilities originally developed in JAVA
language and easy to use for new users with online availabil-
ity of tutorials. Different model implementations can easily
be carried out through this tool with its effective

G. SPAM BASED IMPLEMENTATION
We used different features selection algorithms with full
training examples and top features by each selection algo-
rithm the table 5 represents the selected features by each
technique for spam-based dataset.

In figure 1, 2, 3 and 4 CFS denotes correlation based
features selection, IG denotes information gain, BF denotes

TABLE 5. Attributes selection for spam-based dataset (A).

FIGURE 1. Accuracy comparison for decision Table (A).

best first, GS denotes greedy stepwise, R denotes ranker and
Filter.S Att.S denotes filter supervised attribute selection.

Figure 1 and 2 represents the performance metrics com-
parison of Decision Table and PART classifier respectively
using different features selection techniques where mainly
comparison of accuracy is considered using all vs selected
features by applied technique. The comparison represents
that an algorithm will all features not only generate a model
with acceptable accuracy but also model have maximum
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FIGURE 2. Accuracy comparison for PART (A).

FIGURE 3. Accuracy comparison for decision table (B).

FIGURE 4. Accuracy comparison for part (B).

information which lacks in selected features. All this process
is based on automated extraction of features for classification
task. The accuracy for decision tree and PART classifier
represents that if it is provided with all features (maximum
available) it gives acceptable accuracy values which clearly
states that more informative features more accurate results
and better model performance can be obtained. This also indi-
cates that a model with maximum training examples involves
less risks for information loss as compared to some selected
features.

TABLE 6. Decision table results using CFS with greedy stepwise (A).

TABLE 7. Decision table results using IG with ranker (A).

TABLE 8. Decision table results using IG with ranker (A).

TABLE 9. Decision table results using filter supervised attribute
selection (A).

NSL-KDD Implementation: We used different features
selection algorithms with full training examples and top fea-
tures by each selection algorithm the table 14 represents the
selected features by each technique for NSL-KDD dataset.
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TABLE 10. PART results using CFS with best first (A).

TABLE 11. PART results using CFS with greedy stepwise (A).

TABLE 12. PART results using IG with ranker (A).

TABLE 13. PART results using filter supervised attribute selection (A).

The figure 3 and 4 are about performance comparison of
different features selection techniques when applied using
Decision Tree and PART classifiers. As selected features have
high accuracy this is the not an annoying case as in section1
we already stated that features selection techniques select
fewer features for classification which definitely enhance
model performance but in our case as they have less features
to use for classification, so they have less training informa-
tion as compared to whole features set with full informa-
tion metrics. So, the accuracy in not main concern in such
cases, extracted information is the main concern which in full
set is always greater than selected ones. So whenever such
cases occurs it states that loss of some important information
where can decreasemodel performance it also enhancemodel

TABLE 14. Attributes selection for NSL-KDD dataset.

TABLE 15. Decision table results using CFS with best first (B).

TABLE 16. Decision table results using CFS with greedy stepwise (B).

TABLE 17. Decision table results using IG with ranker (B).

sensitive utilization where minor factors are not ignorable in
most of cases.

The comparative analysis of different features selection
techniques with the full features set and selected features on
search method based interpreted that in case of spam based
dataset there in table attribute 34= dst_host_same_srv_rate
equally selected in best first search method as per its high
relevance with class by features selection method CFS-
Subset-Eval but the same features doesn’t selected by greedy
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TABLE 18. Decision table results using filter supervised attribute
selection (B).

TABLE 19. PART results using CFS with best first (B).

TABLE 20. PART results using CFS with greedy stepwise (B).

TABLE 21. PART results using IG with ranker (B).

stepwise and ranker method as they have different selection
criterion. But the features with so high relevance for one class
remained unselected in very next approach. Same happens
with many other features which refer to selection scale crite-
rion but not selected due to some strict selection metrics and
specification rules for selection. This is due to unavailability
of some important information which was intestinally avail-
able in full training examples within the selected features.
In case of NSL-KDD dataset selection of specific features
increased the classifier accuracy in most cases which narrated
that full training example with large information also include
some imbalance data values which decreased performance
but after class imbalance problem solved the overall train-
ing examples contains more information about problem than

TABLE 22. PART results using filter supervised attribute selection (B).

specified features so the risk for information loss in terms
of features selection regarding different techniques remained
undiscussed in most of research studies. The proper selec-
tion of all such features as separate metric will yield low
but meaningful information can be extracted from such data
values. The experimental setup shifted intentions towards
minor information loss about features in most of the selection
algorithms. There are certain issues that may encounter while
working with these machine learning algorithms such as:
(A) Amajor change in the structure of decision is observed in
response to even a small change in the data which ultimately
causes instability in the results. Similarly, (B) the decision
tree algorithms take higher time to process and train the
model. As a result, (C) numeric features extractions involve
extra difficulty because of discretize of data or identification
of threshold for rules is needed.

V. CONCLUSION
Features selection techniques with different search method
when applied to a specified problem and evaluated through
different classifiers for future implementations doesn’t pro-
vide authenticity about the selection of sensitive information
that in terms of features left unselected as these features
are not noise nor in imbalance state but still not selected
for training the classifiers and when such requirements for
relevant features and information needed practical applica-
tions of by this training methodology doesn’t provide suffi-
cient information about under study problem. The accuracy
of models is increasing day by day by rich algorithms but
sensitivity and specificity in most of the cases not considered
properly. The selection criterion supports our study that it is
not necessarily to be the same features should be opted for
every problem and every process. It involves variation both
in terms of selection as well as performance. It causes a big
flaw when working with features selection in terms of model
generation. It states that some ignored features due to their
low relevance or some other parameters at some future stage
will be required to find out the solution of some sensitive
scenario. What will happen when that particular information
is need that missed on the basis of its low relevance or
unmatched selection metrics and showed only high accuracy
of performance, that high accuracy is not the time need
but also particular information is the time need. The prior
studies in this concern also proved that the same features
by some features selection techniques can’t be used for each
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classifier to build up a model where every classifier works
on its defined rules for selected features so what about those
features that selected by some selection technique are not
valuable in each case either these features are improper for
other conditions or some features with required information
didn’t selected. These minor information carrying features
should be selected to interact with every available informa-
tion within the datasets so that a model generated on such
valuable information dependencies fulfills every dimensional
view about data interpretation. So crystal impact of results
obtained is that ‘‘availability of maximum number of features
supports a model practical implementation in each aspect
with maximum information catered but with selected features
some minor information for individual feature set (but major
as combined of all features) can cause model sensitivity prob-
lems and risks involvement for practical implementation in
future’’. So the accuracy obtained by fewer selected features
is only about selected features and no doubt that it yields
high but what about that information which only obtained by
selecting maximum number of features. In the same context
our future work will be carried out to support the methods
to improve the features grading according to information
required to model a problem with every minor information
provision that will support the data sensitivity for model
creation especially for medical and security problems where
minor loss of information will cause a major loss.
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