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ABSTRACT Design of ultra-wideband radiators for modern handheld applications is a challenging task that
involves not only selection of an appropriate topology, but also its tuning oriented towards balancing the elec-
trical performance and size. In this work, a low-cost design of a compact, broadband, spline-parameterized
monopole antenna has been considered. The framework used for the structure design implements trust-
region-based methods, space mapping correction mechanisms, and a meta-optimization loop that permits a
gradual increase of the problem dimensionality. The optimized structure is characterized by small dimensions
of 11.4 mm × 17.2 mm and an overall footprint of only 195 mm2. The radiator operates within 3.1 GHz
to 12 GHz bandwidth with the reflection coefficient amplitude level of around –10 dB. The computational
cost of the structure design amounts to just 163 simulations of the high-fidelity EM model, which is low
having in mind that the antenna is represented by a total of 38 adjustable parameters. The optimized radiator
has been compared against state-of-the-art structures from the literature. Benchmarking of the presented
optimization algorithm has also been performed. Numerical results have been confirmed by measurements
of the fabricated antenna prototype.

INDEX TERMS Antenna miniaturization, computer-aided design, meta-optimization, spline-based anten-
nas, surrogate-based optimization, trust-region methods, UWB antennas.

I. INTRODUCTION
After years of development, ultra-wideband (UWB) technol-
ogy makes its way to modern handheld and wearable devices
as a hardware layer for precise localization and identifica-
tion in Internet of Things (IoT) applications. Small size and
high performance belong to the most important prerequisites
for implementation of UWB antennas in modern devices.
The main problem with miniaturization of these structures is
that physical dimensions bound from below the wavelength
traveling in the wireless medium that can be coupled to the
radiator [1], [2]. Conventional size-reduction techniques boil
down to implementation of antennas on relatively expen-
sive high-permittivity substrates [3], [4]. Alternatively, small
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footprints can be achieved using unconventional antenna
topologies [5], [6].

The development of compact radiators for UWB commu-
nication (here understood as a frequency range from 3.1 GHz
to 10.6 GHz) is the topic of ongoing research [5]–[14].
Dominant size reduction approaches discussed in the lit-
erature are oriented towards modifications of conventional
antenna topologies such as planar monopoles or dipoles
using suitable geometry features [7]–[10]. Popular tech-
niques involve introduction of various slots [13], [15], [16],
and/or stubs [14], [15], [17]. Other realizations are ori-
ented towards development of self-complementary geome-
tries [18], [19], protruded ground planes [20], [21],
impedance transformers [16], [17], or meandered struc-
tures [13], [15]. Application of the mentioned geometry
modifications allows for reducing radiators dimensions even
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below 400 mm2 [13], [15], [16], [20], [22]. For example,
in [13], an antenna characterized by a footprint of only
175 mm2 has been obtained through introduction of a mean-
dered stepped slot into the ground plane. Another topology,
proposed in [15], implements a combination of a mean-
dered L-shaped ground plane stub and a rectangular slot to
maintain acceptable electrical performance for a small size
of 348 mm2. Due to complex geometry, accurate evaluation
of the discussed structures can be performed only by means
of expensive full-wave electromagnetic (EM) simulations.

Regardless of the substantial differences between the dis-
cussed compact antenna topologies, they share a common,
cognitive design approach [23], which boils down to the
determination of the basic geometry followed by its modifi-
cations in hope for improved performance while maintaining
acceptable size of the radiator [14], [20], [24]. Although the
introduction of miniaturization-oriented geometry changes
should be followed by parametric analysis of the antenna per-
formance, or (preferably) its numerical optimization, these
steps are often neglected due to a corresponding high com-
putational cost. The outcome of the discussed manual or
semi-manual design approaches is the structure tuned with
respect to a selected performance figure (typically in-band
reflection coefficient amplitude). Its remaining properties,
such as size or field characteristics are just by-products of the
experience-driven design process. Consequently, a number of
small antennas from the literature are at best sub-optimal in
terms of both size and performance [25]. The consequence of
such a state of the matter is not only the lack of reliable means
for qualitative comparison of various antenna topologies but
also larger dimensions of the obtained radiators compared to
the ones that would result from a rigorous numerical opti-
mization [25]. Finally, bias of the designer resulting from the
experience in dealing with selected classes of antenna modi-
fications narrows down the number of topology choices being
verified in the course of a compact structure development.

The mentioned challenges can be mitigated by means
of systematic, optimization-based approaches to the gener-
ation and tuning of antenna topologies. Automatic topol-
ogy generation can be achieved through representation
of the radiator in the form of a binary matrix where
zeros and ones correspond to the metal-less (etched) and
metal sections of the structure [26], [27]. Alternatively,
the antenna can be implemented as a set of characteristic
points interconnected using line sections or curves [28], [29].
Optimization-based adjustment of point location allows for
changing structure topology w.r.t. the imposed performance
specifications. Conventional approaches to the discussed
evolution-based design of antennas rely on utilization of
population-based optimization algorithms [30], [31]. How-
ever, due to a high computational cost associated with hun-
dreds to thousands of antenna model evaluations required
for algorithm convergence, topology generation techniques
are often limited to rather simple structures with a small
number of input parameters. To put that into perspective,
in [30], a particle-swarm-based optimization of the radiator

represented using only five dimensions required 4200 EM
simulations to converge, whereas in [32] a total of
2100 evaluations was required to find the acceptable solution
for a design represented using four points. The problem with
low-dimensional structures is that they are of limited use for
miniaturization due to insufficient flexibility in terms of a
trade-off between size and performance. This is one of the
main reasons for which small-form-factor structures obtained
using manual design approaches are often characterized by
over a dozen of input parameters [14]–[16]. From this per-
spective the availability of the methods for generation of
multi-parameter (hence, flexible in terms of the specification)
structures at an acceptable computational cost is of high
importance.

The challenges related to the high cost of the topology
generation can be addressed using surrogate-based opti-
mization (SBO) [33]–[38]. The goal of SBO is to shift the
computational burden of the optimization from the expensive
high-fidelity EM antenna model to a numerically cheap
surrogate. The latter is constructed from the inaccurate low-
fidelity simulations enhanced using an appropriate correction
layer [33]. A surrogate-assisted design involves an iterative
approximation of the desired solution through optimiza-
tion of the structure in a prediction-correction loop [37].
The prediction step—realized through optimization of the
surrogate model—generates a new approximation of the
design, whereas the correction involves update of the sur-
rogate based on the obtained high-fidelity data. Space map-
ping (SM) represents a popular class of model correction
methods used for low-cost antenna design. Its most suc-
cessful implementations in antenna design include vari-
ants of output- and frequency-based corrections [33], [38].
Other approaches such as adaptive response correction,
or manifold mapping also proved to be useful for simulation-
driven design of radiators [39]. Application of surrogate-
assisted design methods is considered important for
maintaining an acceptable cost of the automated design of
compact antennas.

In this work, a numerically efficient design of a com-
pact, planar UWB monopole antenna represented using a
set of spline-connected characteristic points is considered.
The low cost of the radiator design has been ensured using
a surrogate-assisted framework that integrates space map-
ping correctionmechanisms and a gradient-based trust-region
algorithm, both embedded in a meta-optimization loop which
gradually increases the number of parameters used for the
structure representation. The considered antenna has been
optimized using a composite objective function which bal-
ances the trade-off between miniaturization and the required
reflection coefficient amplitude (here, around –10 dB within
3.1 GHz to 10.6 GHz frequency band). The presented design
optimization scheme has been benchmarked in terms of
the computational cost and performance with alternative
TR-based algorithms. The optimized radiator is characterized
by a footprint of only 195 mm2. The structure has been com-
pared against the state-of-the-art compact monopoles from
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the literature. The numerical results have been confirmed by
measurements of the fabricated antenna prototype.

II. ANTENNA STRUCTURE
Consider a planar monopole antenna shown in Fig. 1. The
structure is implemented on a Rogers RO4003C dielectric
material (εr = 3.38, h = 0.813 mm, tanδ = 0.0027).
It is composed of a radiator fed through a microstrip line
and the ground plane with an L-shaped extension [17], [40].
The latter increases electrical size of the structure and hence
promotes obtaining small size while maintaining acceptable
electrical performance. The radiator and ground plane are
represented using a set of points interconnected using spline
curves. The set of antenna design parameters is y = [ya yg
yr ]T . The vector ya = [X lf l1 l2r w1 or ]T represents ‘‘static’’
dimensions of the structure, whereas yg = [yg.1 . . . yg.L]T and
yr = [yr .1 . . . yr .L]T , L = 50, are the coordinates of points
that constitute the radiator and ground plane, respectively
(cf. Fig. 1). The relative variables used in the antenna model
are l2 = (X – w1)l2r , Y = l1+ w1, lfr = min{0.5X ,
0.5(Y – lf )}, o = 0.5X + or . The width of the antenna
feed is fixed to wf = 1.8 which corresponds to a 50-Ohm
input impedance. All parameters are in mm except l2r which
is dimensionless. For the sake of geometrical consistency,
the driven element and the ground plane are defined with
respect to the antenna external dimensions as yg = Y·zg, and
yr = S·zr , where S =min{0.5(X – or ), 0.5(Y – lf )} (note that
the antenna size is A = S·Y). Furthermore, the characteristic
points from yg and yr sets are evenly spaced. This allows to
address possible challenges related to their overlap resulting
in unwanted intersection of the generated curves. It should
be noted that, for the radiator, even distance between points
has been obtained through their representation in a cylindrical
coordinate system.

The high-fidelity model of the antenna structure com-
prises (on average) ∼400 000 hexahedral mesh cells.
Its typical evaluation time on a dual Xeon E5-2650 machine
with 64 GB RAM is 162 seconds. The low-fidelity model
consists of about 30 000 mesh cells and its simulation time
is 37 seconds. Besides relaxed mesh settings, other
simplifications introduced to the low-fidelity model include
representation of metal layers in the form of a perfect elec-
trical conductor and a reduced computational domain. Both
structures are implemented in CST Microwave Studio and
evaluated using its time-domain solver [41]. It is worth noting
that a total of 2L points used for parameterization of the
antenna ground plane and radiator have been generated using
an appropriate macro [41].

Owing to the curve-based representation of the EM mod-
els, the number of points used for antenna optimization can
be adjusted in the course of the design process. In other
words, in the given meta-iteration the optimizer can be con-
figured to represent splines using a pre-defined number of
points. Consequently, at the beginning of the design pro-
cess the antenna can be represented using a small number
of parameters. Upon identification of the promising region

the dimensionality can be gradually increased to exploit the
search space and improve antenna performance. An analogy
to this approach might be observation of the Earth from a
high altitude (low number of variables) where only the largest
features can be identified on the ground (which is similar to
the functional landscape). With decreasing altitude (growing
number of input parameters), one gains more detailed insight
into a particular (narrowed down) region. Here, the antenna
dimensionality can be adjusted through implicit handling of
adjustable parameters. Let xd = [ya xg.d xr .d ]T , where xg.d =
[xg.1 . . . xg.d ]T , xr .d = [xr .1 . . . xr .d ]T , d = 1, . . . ,L, be the
vectors representing the ground plane and radiator using
d control points. Modification of the dimensionality of the
structure is implemented through interpolation of xg.d and
xr .d to zg = zg.L and zr = zr .L vectors (note that L corre-
sponds to the number of points used for the representation of
antenna EM models features). The process can be defined as
follows:

z{g,r}← ip
(
x{g,r}.d ,L

)
(1)

where ip is the function that interpolates d-dimensional input
parameter vector to the L-point one. The conversion process
is transparent to the EMmodels and the optimization routine.
The lower and upper bounds for the structure design are lb =
[6 4 10 0.05 0.5 –1 lg.d lr .d ]T and ub = [30 15 30 1 2.5 1
ug.d ur .d ]T , where lg.d = [0.2 . . . 0.2]T , lr .d = [0.1 . . . 0.1]T ,
and ug.d = [0.8 . . . 0.8]T , lr .d = [1 . . . 1]T . Hence, xg.d ,
xr .d ∈ [0.1 0.8].

III. DESIGN METHODOLOGY
This section is devoted to the description of the design
methodology. In particular, we formulate the optimization
problem, but also discuss the low-fidelity model correction
mechanisms, as well as the optimization engine used for
structure design. The discussion is followed by the explana-
tion of the meta-optimization scheme and a summary of the
design framework. Numerical results concerning optimiza-
tion of the antenna structure are provided in Section IV.

FIGURE 1. Conceptual illustration of the spline-parameterized monopole
antenna with highlighted design variables. Dark and light grey represent
top and bottom metallization, respectively.

21610 VOLUME 10, 2022



A. Bekasiewicz et al.: Numerically Efficient Miniaturization-Oriented Optimization of UWB Spline-Parameterized Antenna

A. PROBLEM DEFINITION
LetRf (xd ) andRc(xd ) represent the high- and the low-fidelity
models of the antenna at hand obtained for the xd vector
of adjustable parameters, where d in subscript denotes the
number of control points used for representation of the spline-
parameterized antenna geometry. The design problem regard-
ing optimization of the structure can be defined as a nonlinear
minimization task of the following form [38]:

x∗d = argmin
xd

U (Rf (xd )) (2)

where U is a scalar objective function and x∗d is the optimal
design to be found. The computational cost of (2) is often
numerically prohibitive as it requires a large number of high-
fidelity EMmodel simulations to converge [33], [38]. In order
to mitigate this problem, direct optimization can be replaced
by an iterative process of the form [35]:

x(i+1)d = argmin
xd

U (R(i)
s (xd )) (3)

The goal of (3) is to shift the computational burden associated
with Rf model optimization to a cheap surrogate R(i)

s , which
is constructed from the Rc model, enhanced by using an
underlying correction layer. In other words, the process (3)
generates a series of approximations (i = 1, 2, . . .) to the
original problem through optimizations of the surrogate in a
prediction-correction loop [37]. The prediction step is geared
towards approximating the desired solution, which is then
validated using the high-fidelity simulations [33]. The high-
fidelity data is also used to update the surrogate model so as
to allow for further exploitation of the search space oriented
towards narrowing down the design subspace containing the
desired solution [33].

B. LOW-FIDELITY MODEL CORRECTION
The correction layer for the low-fidelity model is based on
the space mapping methodology [33]. Here, a combination
of the implicit SM and frequency scaling is used. The surro-
gate model is defined as:

Rs(xd ) = Rs(xd , p,α) = Rc(xd , p,α) (4)

Here, the vector p represents a set of so-called preas-
signed parameters that are associated with properties of the
substrate material (thickness, permittivity, or loss tangent)
used for implementing the antenna [42]. Their modifica-
tion affects electrical behavior of the low-fidelity model,
and hence its responses. Consequently, the vector p can be
adjusted so as to match the surrogate to the high-fidelity
model characteristics (at the given design x(i)d ). The parameter
set α = [α1α2]T represents coefficients used for scaling of
the structure responses. Let f = [f1 f2 . . . fQ]T represent the
Q-point frequency sweep for which the low-fidelity antenna
reflection has been evaluated (i.e., Rc(xd ) = Rc(xd , f)).
The goal of frequency scaling is to alter the original char-
acteristics through replacement of the original sweep with
ω = α1+ fα2. Substitution of f with ω in the Rs model allows
the stretching or squeezing as well as shifting of its frequency

response with respect to high-fidelity simulations. The values
of correction coefficients p, α are obtained in the course of a
separate optimization task—a so-called parameter extraction
(PE) [33]. The latter is defined as a minimization problem of
the following form:

[p,α] = argmin
p,α

(∥∥∥Rf (x(i)d )− Rs(x(i)d , p,α)∥∥∥) (5)

The process (5) realizes a curve-fitting of the surro-
gate model responses to the high-fidelity data at the given
design x(i)d . It should be noted that concurrent optimization
of both sets of correction parameters is performed. Although
the computational cost of frequency scaling is negligible
(it is performed through interpolation of readily available
low-fidelity model responses), adjustment of preassigned
parameters involves modifications of the model properties
followed by its evaluation which makes them computation-
ally expensive when EM-based simulations are used in the PE
process [43]. To address this problem, direct solving of (5)
is replaced by an iterative procedure embedded in a trust-
region (TR) framework. The details concerning TR-based
optimization engine are provided in the following section.
For more elaborated discussion on the applications of space
mapping for the low-fidelity model correction, see [33], [39].

C. OPTIMIZATION ENGINE
The optimization engine used in this work for the implemen-
tation of the prediction-correction mechanism discussed in
Section III. A is a gradient algorithm embedded in a modified
trust-region (TR) framework [43], [44]. The method gener-
ates a series of approximations j = 1, 2, . . ., to the problem
at hand. The generic formulation of the TR routine is given
as [44]:

s(j+1) = arg min
s:‖s−s(j)‖≤r (j)

U
(
G(j) (s)

)
(6)

where s is the vector of parameters under optimization (here,
s = xd or s = β = [p, α]T ; depending on the operation mode
of the algorithm) and G(j) is a local Taylor-expansion model
of the following form:

G(j) (s) = R
(
s(j)
)
+ J

(
s(j)
) (

s− s(j)
)

(7)

Here, R(s) = Rf (xd ) for the predictive part of the design
process and R(s) = Rs(β) = Rs(x

(i)
d , p, α) when the opti-

mization oriented for PE is considered. The Jacobian J(s(j))
is generated around the nominal design s(j) using a large-step
finite differentiation [44], i.e.,

J
(
s(j)
)
=



(
Rs
(
s(j) + g1

)
− Rs

(
s(j)
))
/g1

...(
Rs
(
s(j) + gm

)
− Rs

(
s(j)
))
/gm

...(
Rs
(
s(j) + gM

)
− Rs

(
s(j)
))
/gM



T

(8)

The vector gm = [0 . . . gm . . . 0]T , whereas gm is the per-
turbation size w.r.t. mth dimension (M = 2d + |ya| is the
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dimensionality of the considered design problem, where |ya|
denotes cardinality of the ya vector; cf. Section II).

The trust-region radius r (j), i.e., determining the region
for which the linear model (7) is considered valid, is con-
trolled based on a gain ratio which expresses predicted
versus obtained improvement of the objective function
response [44]:

ρ =
U
(
R
(
s(j+1)

))
− U

(
R
(
s(j)
))

U
(
G(j)

(
s(j+1)

))
− U

(
G(j)

(
s(j)
)) (9)

The algorithm (6) is terminated when one (or more) of the
following holds:

r (j+1) ≤ ε∥∥∥s(j+1) − s(j)∥∥∥
2
≤ ε

j ≥ jmax (10)

where ε and jmax are the user-specified values. The former
(here, ε = 10−2) represents acceptable threshold of the
TR radius/Euclidean distance between consecutive designs.
Parameter jmax denotes the maximum allowed number of
algorithm iterations.

As already mentioned, the algorithm (6) is used for two
design tasks: (i) parameter extraction and (ii) surrogate model
optimization. During the PE step, the Jacobian G(j)

PE (s
(j)) =

G(j)(β(j)) is generated only once in order to reduce the com-
putational burden of the process. Consequently, for successful
iterations only the center design R(s(j)) = Rs(β(j)) = Rs(x

(i)
d ,

β(j)) is updated in (7)—note that design parameters x(i)d do
not take part in the PE process. Furthermore, the maximum
number of TR iterations for PE is limited to jmax = 5. The
initial TR radius is set to r (0) = 1 and is updated as follows.
When ρ > 0.75, r (j+1) = 2r (j), whereas for ρ < 0.25,
r (j+1) = 0.25 · || β(j+1) - β(j)||. The objective function UPE is
defined as a least-squares problem of the form:

UPE (β) = UPE (p,α) = UPE (p, α1 + f α2)

=
1
Q

Q∑
q=1

(
Rf
(
x(i)d , fq

)
−G(j)PE

(
x(i)d , p, α1+fqα2

))2
(11)

It is worth noting that the computational cost of the PE step is
low as it amounts only to a few low-fidelitymodel simulations
required for construction of the Jacobian and only one Rs
simulation per successful/unsuccessful iteration.

For the surrogate model optimization, the algorithm setup
is slightly different compared to the one discussed above.
First of all, the model correction mechanisms of Section III.
B do not ensure zero-order consistency (i.e., a perfect match
between the surrogate and high-fidelity model responses),
which is required for a reliable algorithm operation [44].
To address this problem, the algorithm uses surrogate model
responses only for the construction of the Jacobian, whereas
the response at the center design x(j)d is obtained based on
the high-fidelity model simulations. It should be emphasized

that the Rf model data have to be obtained in each TR step
in order to calculate the gain ratio. Therefore, ‘‘blending’’
of the Rs and Rf model responses in (7) does not affect the
computational cost of the algorithm.

The optimizer permits updating the Jacobian only when
failed design (i.e., ρ < 0) is obtained after one (or a series)
of successful steps (ρ > 0). Finally, when re-generation of
the Jacobian does not produce an improved solution, the TR
radius is decreased as r (j+1) = r (j)/3. The initial radius is set
to r (0) = 1/max(d – 2, 1). The consequence of the introduced
modifications is that the derivative data obtained around jth
design can be reused for a range of successful iterations which
reduces the optimization cost w.r.t. conventional implemen-
tations of the TR routine. As a result, the cost of the method
operation (excluding the PE step) amounts to a single Rf
simulation for each iteration, as well as M Rc simulations in
the first iteration and each unsuccessful step after a series of
the ones that improved the objective function response.

The optimization engine can be summarized as follows:

1. Set j = 0, jtmp = j, x(0)d , β(0) and mode = 2;
2. Generate Jacobian around β(0) and construct the local

approximation model G(j)
PE (with xd = x(jtmp)

d );
3. Find β(j+1) through minimization of (11) using (6);
4. Evaluate Rs(β(j+1)), Rs(β(j)), G(j)

PE (β
(j+1)), and

G(j)
PE (β

(j)) and calculate ρ;
5. If ρ > 0.75, set r (j+1) = 2r (j); If ρ < 0.25, set r (j+1) =

0.25 · || β(j+1) - β(j)||;
6. If ρ > 0 update (7) using Rs(β(j+1)); otherwise set
β(j+1) = β(j);

7. If the termination condition is met set β = β(j+1),
j = 0 and go to Step 8; otherwise, set j = j + 1 and
go to Step 3;

8. Set j = jtmp;
9. Generate the Jacobian around x(j)d using the surrogate

model responses (with β obtained from Step 7) and
construct the local model using Rf (x

(j)
d ) in (7);

10. Find x(j+1)d through optimization of the objective
function U (cf. Section III. D);

11. Evaluate Rf (x
(j+1)
d ), Rf (x

(j)
d ), G(j)( x(j+1)d ), and G(j)(x(j)d )

and calculate ρ;
12. If ρ > 0.75, set r (j+1) = 2r (j); If ρ < 0.25 and

mode = 2, set r (j+1) = r (j)/3; If ρ < 0.25 and
mode = 0, set mode = 1;

13. If ρ > 0 set mode = 0 and go to Step 14; otherwise go
to Step 16;

14. Update (7) using Rf (x
(j+1)
d ), set j = j+ 1;

15. If the termination condition is met, END; otherwise go
to Step 10;

16. If ρ < 0 and mode = 1, set jtmp = j, β(0) = β, j = 0,
mode = 2, and go to Step 2.

In the proposed algorithm, the first seven steps are dedi-
cated to the PE process, whereas the remaining ones realize
optimization of the surrogate model. As can be noticed, the
regeneration of the Jacobian for the stage concerning antenna
optimization can be activated only when the algorithm
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operationmode is set to 1 and the gain ratio is below zero. The
presented TR-based optimization routine noticeably reduces
the number of low-fidelity model simulations compared to
more conventional algorithms where the derivative data is re-
generated after each successful iteration. As a consequence,
the method is useful for handling design problems character-
ized by a large number of input parameters.

D. OBJECTIVE FUNCTION
The objective function used in the optimization process
is designed to achieve an acceptable balance between the
size reduction and electrical performance of the antenna of
Section II. It takes different forms depending on the stage
of the optimization process, aiming at (i) an unconstrained
reduction of the in-band reflection coefficient amplitude,
(ii) miniaturization with a performance-related constraint,
and (iii) a size-constrained minimization of the reflection
coefficient amplitude. The objective function for the first
stage is of the following form:

U1 (xd ) = max (|S11| − Smax .1) (12)

Here, |S11| = R(xd )fL≤f≤fH—evaluated based on the
high-fidelity or surrogate model responses—is the antenna
reflection coefficient amplitude over a frequency range spec-
ified by the lower and upper corner frequencies fL and fH
(fL , fH ∈ f). The parameter Smax.1 = −10 dB is the user-
defined, lower-level threshold of the electrical performance.
The objective function (12) is used for the structure design
until the obtained objective function value is lower than zero.
Then the optimization process is handled by using:

U2 (xd ) = A (xd )+ γ1max (U1 (xd ) / |Smax .1| , 0)2 (13)

The antenna size A(xd ) is defined in Section II, whereas γ1
is a user-defined scaling factor that controls the contribution
of the penalty component to the objective function (13). Here,
γ1 = 1000 so as to ensure noticeable values of the additive
term for a relatively small violation of the threshold concern-
ing the acceptable reflection coefficient amplitude. The func-
tion (13) remains active until the requirement max(|S11|) ≤
Smax.2 holds (here, Smax.2 = −9.5 dB is the upper-level per-
formance threshold). Otherwise the optimization procedure
is handed over to:

U3 (xd )=max (|S11|)+γ2max
((
A (xd )−A(o)max

)
/A(o)max, 0

)2
(14)

where A(o)max, o = 1, . . . ,O, is the antenna footprint obtained
before switching from (13) to (14), whereas the coefficient
γ2 = 500. The function U3 is active when max(|S11|) ≥
Smax.1. Otherwise the optimization is again transferred
to U2. The algorithm for controlling the composite objective
function can be summarized as follows:
1. Set Smax.1, Smax.2, γ1,γ2 , o = 1;
2. Optimize antenna through minimization of (12) using

algorithm of Section III. C ;

3. If max(|S11|) ≤ Smax.1 go to Step 4; otherwise go to
Step 2;

4. Minimize (13) using algorithm of Section III. C ;
5. If max(|S11|) ≥ Smax.2 set A

(o)
max = A(xd ), o = o+ 1; and

go to Step 6; otherwise go to Step 4;
6. Minimize (14) using algorithm of Section III. C ;
7. If max(|S11|) ≤ Smax.1 go to Step 4; otherwise go to

Step 6.
In summary, the proposed algorithm first optimizes the

electrical performance of the antenna and then switches the
optimization task between two objective functions in order to
seeks for a balance between the antenna size and its in-band
reflection coefficient amplitude. It should be noted that the
termination of the algorithm of Section III. C is triggered
when the objective function value cannot be further improved.
Due to the selected Smax.1 and Smax.2 thresholds, the opti-
mized design might slightly violate the requirement concern-
ing the desired –10 dB reflection coefficient amplitude level.
A conceptual illustration of the optimization process using
the proposed composite function is shown in Fig. 2.

FIGURE 2. Conceptual illustration of the antenna performance and size
changes in the course of the optimization using a composite objective

function. Note that A(1)
max to A(O)

max refer to A(x (j )
d ) values obtained during

switching between the U2 and U3 objective functions.

E. META-OPTIMIZATION AND SUMMARY OF THE
DESIGN FRAMEWORK
The surrogate-assisted optimization algorithm of Section III.
C is embedded in a meta-optimization loop which gradually
increases the number of design parameters used for represen-
tation of spline curves that constitute the antenna at hand.
As already mentioned, the sequential increase of problem
dimensionality allows for the more in-depth exploitation of
the search space region already narrowed down by optimizing
the low-dimensional structure representation.

Let d = [d1 . . . dn]T , n = 1, . . . ,N , be a set of n positive
integer values that define the number of spline parameters
used to represent the antenna radiator/ground plane. Also, let
xd = xdn (note that d = dn) denote the vector of structure
parameters represented using dn spline variables (note that
dn ∈ [1, L]; cf. Section II). In each meta-iteration n, the
design x∗dn obtained by the TR algorithm is used as a starting
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point for the next step. In other words, the design x(0)dn+1 is
obtained through interpolation of x∗dn using dn+1 spline points
as in (1) and then optimized using method of Section III. C .
The design process is terminated either when the number of
meta-iterations is equal to N or when increasing the num-
ber of design parameters for consecutive iterations does not
improve objective function value.

The design framework embedded in a meta-optimization
loop can be summarized as follows:

1. Define d, set n = 1, and x(0)d1 ;
2. Obtain x∗dn using algorithm of Section III. C ;
3. If termination condition is met, END; otherwise, set

x(0)dn+1← ip(x∗dn, dn+1), n = n+ 1 and go to Step 2.

It should be noted that the size of the vector d substan-
tially affects the computational cost of design optimization.
The reason is that each meta-iteration is in fact a separate
TR optimization. On the other hand, gradual increase of
problem dimensionality allows mitigating the risk of the
TR algorithm getting stuck in a poor minimum. The latter
is a serious challenge when local optimization of multi-
dimensional design problems (as in the case of this work) is
considered.

IV. NUMERICAL RESULTS AND DISCUSSION
The antenna structure of Section II has been optimized using
a design framework of Section III. The vector represent-
ing the number of spline parameters for the consecutive
meta-iterations has been set to d = [1 8 16 24 32]T (hence,
N = 5). The preassigned variables for the PE have been
set to p = [h εr tanδ]T . In order to keep the PE cost low,
the low-fidelity model substrate has not been divided into
segments [43]. Consequently the total number of parameters
for PE amounts to just five. The frequency range of interest
is from fL = 3.1 GHz to fH = 10.6 GHz which covers the
entire UWB spectrum.

The initial design is x(0)1 = [10 6 16 0.8 1 0 0.35 0.6]T .
In the first meta-step, the solution x∗1 = [12.14 4.57 16.1
0.81 2.08 –0.31 0.37 0.56]T has been found after 12 iterations
of the algorithm of Section III. C . The resulting structure
is characterized by the in-band reflection coefficient ampli-
tude of –6.4 dB which violates the Smax.1 threshold. Next,
the design x∗1 has been interpolated to x(0)8 as explained in
Section III. E . The solution x∗8 = [11.39 4.77 15.58 0.91 1.62
–0.19 0.44 0.46 0.27 0.2 0.4 0.45 0.25 0.2 0.67 0.5 0.53 0.45
0.84 0.73 0.61 0.61]T has been found after 31 iterations of the
TR algorithm. The resulting structure is characterized by a
footprint of 195.9 mm2 and the in-band reflection coefficient
amplitude below the –9.6 dB level. The design has been used
as a starting point for the next stage, where the following set
of adjustable variables has been obtained after 14 iterations
x∗16 = [11.37 4.77 15.56 0.91 1.61 –0.19 0.44 0.5 0.47 0.39
0.31 0.21 0.19 0.24 0.35 0.43 0.47 0.43 0.34 0.23 0.17 0.2
0.67 0.52 0.5 0.53 0.54 0.48 0.43 0.53 0.76 0.87 0.81 0.7
0.64 0.61 0.6 0.61]T . The optimized structure is characterized
by the in-band reflection coefficient amplitude of –9.8 dB,

with dimensions of 11.37 mm × 17.17 mm and an overall
footprint of only 195.2 mm2. It should be noted that the
third meta-iteration not only improved the in-band reflection
coefficient amplitude of the antenna but also slightly reduced
its footprint. However, the achieved performance improve-
ment is relatively small. Due to the lack of objective function
improvement, the optimization has been terminated after the
fourth meta-step (d4 = 24). The convergence plots of the
optimization algorithm obtained for each meta-iteration are
shown in Fig. 3. It should be noted that steady increase of
the distance between the consecutive designs for n = 2
(d2 = 8) in the middle of the optimization results
from switching between the design objectives as described
in Section III. D.
A comparison of matching characteristics obtained for the

antenna designs optimized in consecutive meta-iterations is
shown in Fig. 4. Visualizations of the antenna geometries
at x(0)1 and at the end of each design stage are shown in
Fig. 5. It should be noted that, although the initial design is
noticeably smaller than the final one (170mm2 vs. 195mm2),
it is also characterized by an unacceptable in-band reflection
coefficient amplitude of –3.4 dB. Conversely, the optimized
antenna exhibits a decent performance (in-band matching
below or equal to –9.6 dB), while being only 15 percent larger
in comparison to the starting point. It is worth noting that the
matching characteristics at x∗8 and x

∗

16 are almost the same.
At first the degradation of the objective function response

at the transition from x∗16 to x∗24 might be counterintuitive.
However, it is caused by the ‘‘noise’’ induced by the approxi-
mation of spline curves represented by using dn points and an
increased dn+1 dimensional data set. The consequence is an
imperfect reconstruction of the structure shape at the transi-
tion between the two structure representations, which results
in a slight worsening of the performance. At some point in the
design process (here, for n = 4), the latter cannot be corrected
because a local curvature of the functional landscape becomes
‘‘saturated’’ and a further increase of problem dimensionality
does not lead to meaningful changes of its shape.

The realized gain and total efficiency characteristics
obtained for the x∗16 design are shown in Fig. 6. The average
in-band gain in the x-direction (cf. Fig. 5) and in the angle of
maximum propagation are 0.61 dB and 3.6 dB, respectively.
The discrepancies between the responses result from small
dimensions of the structure and relatively wide L-shaped strip
which acts as a reflector. Another cause of the misalign-
ment is a slight angular instability of the gain with the fre-
quency. The problem could be potentially addressed through
introduction to the objective function a component dedi-
cated to maintaining control over the gain stability. However,
it exceeds the scope of the work. The average total efficiency
of the structure within the band of interest is 92% which
is acceptable (especially having in mind small dimensions
of the antenna). It should be noted that a local degradation
of efficiency around 8 GHz and 10 GHz frequencies coin-
cides with the maxima of the in-band reflection coefficient
(cf. Fig. 4).
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FIGURE 3. Numerical optimization: convergence plots obtained for
meta-iterations n = 1, 2, 3, 4.

FIGURE 4. Comparison of the spline-parameterized antenna
characteristics at the initial design (black) and the optimized designs
obtained in each meta-iteration. Red horizontal line denotes the desired
level of in-band matching.

The computational cost of structure optimization using the
proposed algorithm corresponds to 163.3 high-fidelity model
evaluations (∼7.4 hours of CPU-time), which is low having
in mind that the antenna is represented using up to 54 inde-
pendent parameters. The design cost includes a total of 448
Rc model simulations required for PE and the construction of
the Jacobians, as well as 61 Rf model evaluations performed
for validation of the responses. The proposed algorithm has
been benchmarked against alternative design approaches that
include: (i) TR method embedded in the meta-optimization
framework that exploits only Rf model simulations, as well
as two techniques oriented towards optimization of designs
represented by 38 variables (n = 3), i.e., (ii) direct TR using
only Rf model responses, and (iii) design using the algorithm
of Section III. C . Furthermore, in (iv), the antenna has been
optimized only using (13) to justify the usefulness of the pro-
posed combined objective function (cf. Section III. D). The
numerical results gathered in Table 1 indicate that the pro-
posed optimization routine outperforms the benchmark algo-
rithms. The computational cost of the presented approach is
73% and 54% lower in comparison to (i) and (ii), respectively.
It should be emphasized that, due to the local search nature
of the TR routine the method (iii) was incapable of finding
acceptable design solutions. Finally, the algorithm (iv) also

FIGURE 5. In-scale visualization of the spline-parameterized antenna
designs. From the left-hand side: x (0)

1 (area: 170 mm2), x∗1 (area:
220.6 mm2), x∗8 (area: 195.9 mm2), and x∗16 (area: 195.2 mm2).

Note that the difference between the x∗8 and x∗16 is minor.

FIGURE 6. Responses of the optimized antenna design x∗16: (a) realized
gain in the angle of maximum propagation (blue) and x-direction
(red; cf. Fig. 5), as well as (b) total efficiency.

produced the design solution that violates the performance
requirements. It is worth noting that, although the cost of
third meta-iteration performed using the presented algorithm
is noticeable, it does not result in a substantial performance
improvement. Consequently, an adjustment of the proposed
routine for further reduction of the computational cost might
be considered in the future.

The optimized antenna design x∗16 has been compared
against the state-of-the-art monopoles from the literature in
terms of the size and bandwidth (expressed as a ratio of
high-to-low corner frequencies) [15], [18], [24], [45]–[47].
For the sake of fair comparison, the dimensions of antennas
are expressed w.r.t. the guided wavelength λg (calculated
for the lower corner frequency fL defined at the –10 dB
level and electrical parameters of the substrate used for the
implementation of the structure at hand). The results gathered
in Table 2 indicate that the optimized radiator offers the
smallest dimensions among the compared structures while
maintaining competitive performance. It is worth noting that
the presented antenna is around 40% and up to 60% smaller
than the structures featuring similar and broader bandwidth,
respectively. The mentioned properties make the proposed
antenna potentially useful for mobile devices that implement
services based on Internet of Things technology [22], [48].

V. MEASUREMENTS
The optimized antenna structure (design x∗16) has been
fabricated and measured. Photographs of the manufactured
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prototype are shown in Fig. 7. A comparison of the reflection
responses and realized gain (in x-direction) over frequency
obtained from simulations and measurements is provided
in Fig. 8. The discrepancy between the obtained in-band
matching maxima (Fig. 8(a)) is around 1 dB. At the same
time, the fabricated structure is characterized by a slightly
right-shifted lower operational frequency (to 3.185 GHz form
the intended 3.1 GHz). For the gain response (Fig. 8(b)),
the misalignment between the simulations and measurements
over the frequency of interest amounts to around 0.9 dB.
At the same time, average measured gain is 0.35 dB, just
slightly lower compared to the one obtained from EM sim-
ulations (0.61 dB). Note that the peak gain measurements
(cf. Fig. 6(a)) are not provided due to limitations of our
gear.

It is worth emphasizing that shape-related difference
between the characteristics from Fig. 8(a) results from distor-
tions of the radiator performance caused by current flow on
the outer shell of the measurement cables. This phenomena
is calibration independent and noticeably affects electrical
size of the small antenna [49], [50]. In this work, the effect
has been accounted for (to some extent) by means of post-
processing. The structure response has been measured in a
time domain and modified using a window function. The
reflection shown in Fig. 8(a) has been obtained through con-
version of the window-corrected time-domain signal to the
frequency spectrum [51], [52]. For more information on the
approach see [49]–[52].

The comparisons of antenna co- and cross-polar radiation
patterns obtained from simulations and measurements in the
x-y plane (cf. Fig. 5) at 4 GHz, 7 GHz, 8 GHz, and 10 GHz
frequencies are shown in Fig. 9. The obtained results indicate
that, for lower frequencies, the co-polar component of the
response is dominant. However, the contribution of the cross-
polar pattern increases with frequency and peaks around the
8 GHz. The increased effect of the cross-polar component
is also manifested by the visible gain spike around 8 GHz
frequency (see. Fig. 8(b)). Such behavior results from asym-
metrical geometry of the radiator. It is worth noting that, for
the considered spline antenna, the balance between horizontal
(cross-polar) and vertical (co-polar) radiation patterns can
be maintained through controlling topology of the structure
using appropriately defined objective function. This concept,
however, exceeds the scope of the work and will be consid-
ered elsewhere.

It should be emphasized that the measured field charac-
teristics have been obtained in a non-anechoic environment
using the time-gating method [53], [54]. Having in mind
non-ideal measurement conditions, the agreement between
simulations and measurements in terms of both electrical and
field performance figures is acceptable.

The main contributors to the discrepancies between the
responses (in terms of electrical- and field-related character-
istics) include fabrication tolerances, manual assembly of the
antenna prototype (connector preparation, positioning, and
soldering), and setup used for the structure measurements

TABLE 1. Spline antenna: design cost using benchmark algorithms.

TABLE 2. Comparison of the optimized structure with the state-of-the-art
antennas.

FIGURE 7. Spline-parameterized monopole antenna – photograph of the
fabricated structure prototype: top (left) and bottom (right).

FIGURE 8. A comparison of antenna responses obtained from
simulations (blue) and measurements (red): (a) reflection coefficient and
(b) realized gain in x-direction (see Fig. 5).

(non-anechoic environment, or the effects of coaxial cables
on electrical size of the compact radiator [49]). Furthermore,
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FIGURE 9. A comparison of the normalized co- (red) and cross-polar
(blue) E-field radiation patterns obtained in the x-y plane (cf. Fig. 5)
through simulations (dashed lines) and measurements (solid lines) at:
(a) 4 GHz, (b) 7 GHz, (c) 8 GHz, and (d) 10 GHz.

the radiation pattern errors are affected by misalignment of
the planes between the reference and the tested antenna.

VI. CONCLUSION
A low-cost design optimization of a compact spline-
parameterized UWB antenna has been presented. The pro-
posed design framework implements space-mapping-based
correction of the low-fidelity model responses, modified TR-
based algorithm capable of handling design optimization and
extraction of SM parameters, as well as meta-iteration loop
which gradually increases the number of design parame-
ters used for representation of the antenna geometry. The
unconventional radiator, optimized using the proposed rou-
tine, is characterized by small dimensions of 11.4 mm ×
17.2 mm and an overall footprint of only 195 mm2. Fur-
thermore, the structure operates within 3.1 GHz to 12 GHz
bandwidth which makes it of a potential use for the pulse-
based localization and/or other Internet of Things applica-
tions. The presented design algorithm has been validated
against conventional TR-based optimization methods. The
results indicate that the cost of the method is up to around
70% lower w.r.t. to benchmark algorithms. Furthermore, the
structure has been favorably compared with ultra-wideband
antennas from the literature in terms of size and electrical
performance. Numerical results have been confirmed bymea-
surements of the fabricated prototype.

Future work will focus on implementing the concept of
meta-iterations to design of microwave and antenna struc-
tures in a genuine multi-objective setup. The development

of method oriented towards adjustment of the increase of
step size (parameter-wise) between meta-iterations so as to
mitigate the problem of shape-approximation-related noise
will also be considered. Furthermore, the objective function
enhancement through combination of the electrical perfor-
mance characteristics with the field-related ones (e.g., axial
ratio, or gain) while maintaining main focus around the
antenna size reduction will be investigated.
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