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ABSTRACT Logging is a common practice in software engineering to provide insights intoworking systems.
The main uses of log files have always been failure identification and root cause analysis. In recent years,
novel applications of logging have emerged that benefit from automated analysis of log files, for example,
real-time monitoring of system health, understanding users’ behavior, and extracting domain knowledge.
Although nearly every software system produces log files, the biggest challenge in log analysis is the lack of
a common standard for both the content and format of log data. This paper provides a systematic review of
recent literature (covering the period between 2000 and June 2021, concentrating primarily on the last five
years of this period) related to automated log analysis. Our contribution is three-fold: we present an overview
of various research areas in the field; we identify different types of log files that are used in research, and
we systematize the content of log files. We believe that this paper serves as a valuable starting point for new
researchers in the field, as well as an interesting overview for those looking for other ways of utilizing log
information.

INDEX TERMS DevOps, log analysis, logging, knowledge acquisition, system monitoring, reverse engi-
neering, text mining.

I. INTRODUCTION
The need to track a system’s behavior during its oper-
ation has been a common need since the beginning of
software engineering. Traditionally, the main area of focus
was failure diagnosis, and the most common form was the
recording of actions taken by a system in log files. Stud-
ies such as [1] and [2] show that logging is a commonly
used practice in the industry. With the rise of cloud com-
puting, new challenges to logging practices have emerged
– the distribution of log files among multiple services,
a significant increase in log volumes, and a multitude of
log formats. At the same time, new opportunities have
arisen regarding the potential of the information contained in
logs.

One of the rapidly evolving disciplines that explores this
potential is log analysis, which strives to discover knowl-
edge from log files (see Fig. 1). The type of knowledge
that researchers hope to extract is very broad – from an
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understanding of system behavior during its operation to
drawing conclusions about users’ behavior. Log analysis also
extends the possibilities in traditional areas of the application
of logging data – failure diagnosis and root cause analysis.
With a continually growing volume of logs and increas-
ing dispersion of log files across services (especially in
cloud environments), conducting a manual analysis becomes
very challenging. Commonly used technical solutions for
log centralization and aggregation, such as Splunk [3] or
LogStash [4], supported by automated log analysis, can help
address these challenges.

The main purpose of this paper is to present an overview
of the automated log analysis domain that would serve as a
starting point for researchers new to this field. This study
is positioned between a systematic mapping study of the
domain and a systematic literature review. We identified the
most common areas of interest as well as interesting niches
based on a systematic review of the recent literature. We split
the domain into subfields, focusing on the various types of
knowledge that log analysis is capable of extracting. This
allows the information potential that lies in the log files to be
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FIGURE 1. Number of papers related to log analysis over the last
20 years, until the middle of 2021.

appropriately presented. Additionally, to support kickstarting
in the domain, we provide an overview of different log files
and their usage in various applications. Lastly, we collect
information about the content that is commonly found or
expected to be present in log files, which assists in good ori-
entation in the domain and validation of whether log analysis
has the potential to extract the type of knowledge that is of
particular interest to researchers. Our review is performed in
the context of our research interest in deriving information
about the system’s structure and behavior during operations
using log analysis. Therefore, this area was treated with par-
ticular attention in our work. To sum up, our contribution to
the field is three-fold:
1) We present an overview of various research areas in the

field,
2) We identify different types of log files that are used in

research,
3) We systematize the content of log files.

The remainder of this paper is organized as follows.
In Section II, we discuss the relatedwork. Section III presents
the method we chose to perform the study. Section IV
describes the basic assumptions and protocols of the litera-
ture review. In Sections V and VI, we present the results of
the study, followed by the final conclusions in Section VII.
In Appendix 1, we describe the execution of the review
according to the defined protocol in detail. The References
section contains three types of references: papers mentioned
in the article text (references [1] to [7]), papers that were
eventually selected for the review after filtering (references
[8] to [125]), and papers that were filtered out of the initial
set (references [126]–[299]).

II. RELATED WORK
Recently, several reviews related to log analysis have been
conducted. [127], [144], and [176] focus on log abstraction –
automatedmethods for generalizing log entries into templates
for further analysis. The outcome of log abstraction is log
templates, which serve as instructions for log parsers on
how to extract meaningful information from a log. Apart
from log abstraction, [272] provides a review of research

in other log analysis areas, such as failure/anomaly detec-
tion and log quality enhancements. The anomaly detection
part of [272] (also in the scope of our review) covers the
period until 2016, which complements our work. All of the
abovementioned papers focus on the technical aspects of
logging.

[136] maps the field of failure prediction with correlates
with the Operations/Monitoring category in our work. The
authors identify different types and sources of log files used
in this field and identified the limitations and challenges for
future research. They point to log formatting and quality
issues, log consistency, and the scale, volume, and complex-
ity of logs as the biggest problems. Our work extends this
result by providing a content profile for different types of
logs.

[129] is another systematic mapping study focusing mostly
on the field of log-based software monitoring, which, accord-
ing to the authors’ definition, corresponds to our Opera-
tions and Design areas. In addition to identifying different
subfields in this area, the authors also investigate the log-
ging infrastructure and logging practices used by develop-
ers. The resulting map of the field is presented from the
perspective of the lifecycle of a log. As far as paper selec-
tion is concerned, the authors use automated paper filter-
ing in the last stage, which is based on the CORE rank-
ing of conference venues (we perform manual paper filter-
ing based on paper abstracts and/or full text). Because of
the different methodologies, focus (log lifecycle vs. knowl-
edge extraction), and date range of the analyzed papers, this
research selects different papers for review as compared to
our work, and we still find that both works complement each
other.

[134] is a recent work reviewing log analysis-related
papers with a focus on security (Operations/Intrusion detec-
tion in our work). The authors take the perspective of research
topics (paper keywords). [135] provides a mapping study of
methods for linking log entries with the source code that
generated them. It summarizes techniques that benefit from
log-to-source linkage, as well as classes of problems that are
addressed by this approach.

III. STUDY METHOD
We performed our study following a systematic literature
review as defined by Kitchenham [5] and [6]. Our process
consists of the following phases, which are further elaborated
in the following sections:
1) Definition of research questions and a review protocol,
2) Paper search execution and data extraction,
3) Data analysis and providing answers to the research

questions.
In the first phase, we defined the research questions that we
want to answer. We also described the scope of the study, the
inclusion and exclusion criteria for papers, the data source
for the research, and the query string used to collect the
data. The outcomes of this phase are presented in Section IV.
In the second phase, we executed the paper search and
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filtered the results according to the defined protocol. We also
extracted, analyzed, and synthesized the data obtained from
the search query. The details of this process are presented in
Appendix 1 and the results are presented in Table 6. Finally,
in the third phase, we used the collected data to answer
the initially defined research questions and present them in
Sections V and VI.

IV. REVIEW PROTOCOL
A. RESEARCH QUESTIONS
To provide an overview of the log analysis domain and
some principal information for the new researchers in this
field, we want our review to answer the following research
questions:

RQ1. What are the different goals of automated log analy-
sis?

RQ2. What common types of log files are used to conduct
log analysis?

RQ3. What data attributes can be commonly found in log
files?

In the context of our primary research interest (deriving
information about the system’s structure and behavior from
logs), answers to these questions allow us to confirm whether
it is a niche worth exploring. They also provide us with a
baseline that we can use for performing benchmarks as well
as a general overview of data that can be extracted from log
files, which we hope will help us in driving our research.

B. INCLUSION AND EXCLUSION CRITERIA
The main driver for our review is research question RQ1,
which focuses on the expected outcome of the log analy-
sis processes. Because of this perspective, we include only
the papers that clearly describe the effect of log analysis
– some valuable information that was collected from log
files. At the same time, we exclude papers that focus on the
internal mechanics of the process, such as log parsing and
improvement of the performance of some algorithms or tools
to support the process.

We focus only on automated log analysis, whichmeans that
a paper needs to present a consistent, repeatable method for
extracting certain information from log files for a particular
purpose. We exclude publications that describe manual, ad-
hoc analysis that is not repeatable in a different context –
approaches whose goal is a one-off retrieval of information
to understand a particular phenomenon (e.g., data science
papers). In addition, visual analysis utilizing tools to visualize
log files and support their analysis, which is based on the
user’s expertise, is excluded.

We limit our review to the analysis of structured log data.
We exclude the analysis of audio/video logs, for example,
logs of audio calls in a call center or recordings of video
surveillance systems.

Finally, we limit the scope of our review by focusing on
primary studies written in English language from the period
between 2000 and the first half of 2021. The date range covers

TABLE 1. Exclusion criteria.

the period of greatest interest in the log analysis (see Fig. 1).
To keep the number of reviewed papers manageable, we put
the biggest focus on the last five years of research. From the
2000-2015 period, we selected only themost cited papers (see
Section IV.C for details of this selection).

A summary of the exclusion criteria is presented in Table 1.

C. DATA SOURCE AND SEARCH QUERY
We use Scopus [7] as the source of papers for our review,
which is considered the largest database of abstracts and
citations. When constructing a query, we encountered a num-
ber of challenges stemming from the fact that log is a root
word in both Latin and Greek (logos). Moreover, it is also a
mathematical term, which means that it appears in multiple
contexts across multiple fields of science, and consequently
returns huge result sets for publication queries. We have also
realized that providing a query that precisely applies the ear-
lier defined inclusion/exclusion criteria is nearly impossible –
the querywould have to be broader and the result set manually
filtered. Therefore, we introduced the following criteria when
constructing the query:
1. The process of log file analysis is an important aspect for

the paper’s authors,
2. We focus only on the computer science research area,
3. The result set needs to be manageable within the assumed

time and human resources considering the need formanual
filtering (no more than 300 papers returned),

4. The fact of information extraction from log files must be
explicitly highlighted by the authors of this paper.

The first criterion was met by expecting the article to con-
tain the phrase log in its title and the phrase log analysis in
either the title, abstract, or keywords. The resulting Scopus
phrase was TITLE (‘‘log’’) AND TITLE-ABS-KEY (‘‘log
analysis’’). It needs to be pointed out that the keywords
included in this phrase cover not only those given by the
articles’ authors but also keywords automatically indexed by
Scopus.
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The second criterion was achieved by selecting the
computer science subject area in the query: LIMIT-TO
(SUBJAREA, ‘‘COMP’’).

The third criterion was achieved by analyzing the number
of publications over time (see Fig. 1) returned by our query.
We decided that limiting the scope of our review to the last
five years both matched the defined criteria and covered the
period of the biggest interest in log analysis.

In order to meet the last criterion, we referred to the key-
words given by the articles’ authors, assuming that they have
the greatest potential in highlighting the attributes of a paper
as seen by its authors. We used the following keywords that
indicate the fact that information extraction seems relevant
for software systems: analysis, retrieval, recovery, mining,
reverse engineering, and detection. The resulting Scopus
phrase is as follows:

AUTHKEY (‘‘analysis’’) OR AUTHKEY (‘‘retrieval’’)
OR AUTHKEY (‘‘recovery’’) OR AUTHKEY (‘‘mining’’)
OR AUTHKEY (‘‘reverse engineering’’) OR AUTHKEY
(‘‘detection’’).

The final query that we used was the following:
PUBYEAR > 2015
AND (TITLE(‘‘log’’) AND TITLE-ABS-KEY(‘‘log

analysis’’))
AND (AUTHKEY(‘‘analysis’’) OR AUTHKEY

(‘‘retrieval’’) OR AUTHKEY(‘‘recovery’’) OR AUTHKEY
(‘‘mining’’) OR AUTHKEY(‘‘reverse engineering’’) OR
AUTHKEY(‘‘detection’’))

AND (LIMIT-TO(SUBJAREA, ‘‘COMP’’))
AND (LIMIT-TO(LANGUAGE, ‘‘English’’))
To include prominent papers from 2000 to 2015,

we applied the same Scopus query for that period and limited
the results to papers with at least 20 citations. The threshold
for the number of citations may seem to be chosen arbitrarily,
but our detailed literature analyzes showed that it is a suitable
criterion for selecting notable papers that are at least five
years old.

It is important to note that the abovementioned queries
precisely apply only the EX1 and EX2 exclusion criteria.
The rest of the criteria were applied only roughly and further
refined during the manual process described in Appendix 1.

D. THREATS TO VALIDITY
We have identified two major threats to the validity of this
study:
1. The scope of papers selected for the review does not cover

all of the relevant important papers,
2. The process of manual paper filtering is subject to misin-

terpretation, which can result in incorrect classification of
papers.

Since our research questions are rather broad with the intent
of providing an overview rather than a precise answer, it is
the size of the paper sample and its representativeness that
determines the quality of the answers. Therefore, our mit-
igation action was to include a broader set of publications
while covering the most intensive research period on the

subject, even at the cost of manual filtering of papers. The
last five-year period was when log analysis was intensively
explored; thus, this scope should provide a solid base for
providing representative answers to our research questions.

The second threat was mitigated by multiple iterations of
the manual classification. For each paper excluded in the
manual process, a concrete exclusion criterion was attached
together with an argument. Table 7 presents the results of this
process.

V. LANDSCAPE OF AUTOMATED LOG ANALYSIS
We provide the answer to RQ1 by presenting the selected
papers from the perspective of the goal of log analysis. As all
log analysis efforts strive to gain some knowledge, we focus
on the different types of knowledge extracted from log files.
We identified three types of knowledge that were described in
detail in the Section B of Appendix 1 – related to the domain,
system design, and system operations. Fig. 2 presents the
distribution of selected papers across these categories.

FIGURE 2. Number of papers related to extraction of various types of
knowledge through log analysis.

Table 2 summarizes the different application areas that uti-
lize automated log analysis for knowledge extraction. It can
be seen that the broadest usage of log analysis takes place
in Software Engineering and Cyber-security. The Generic
category refers to articles that describe general-purpose log
analysis techniques that can be used in multiple areas. Usu-
ally, these papers are related to anomaly detection, which is an
abstract and generic concept. Two other notable application
areas were Business Process Management and E-learning.
It can also be noticed that although automated log analysis is
currently being applied mostly in software engineering, the
number of different fields that are trying to benefit from such
an approach is quite broad, showing several interesting niches
for future research.

We further divided the three main types of knowledge
into research areas describing the different goals of utilizing
the extracted information. Fig. 3 presents this categorization,
which we refer to as the landscape of automated log analysis.
The most prominent research areas and some interesting
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TABLE 2. Application areas using automated log analysis.

FIGURE 3. Landscape of automated log analysis. Colors denote the type
of knowledge extracted from logs; circles are the specific research areas
focusing on the given type of knowledge with the number of relevant
papers inside.

niches are further described in the subsequent sub-sections.
We also introduce themost cited papers (according to Scopus)
in each area.

A. OPERATIONS
This type of knowledge relates to information about the
running system and constitutes the mainstream of research
involving automated log analysis. We further decompose the
relevant papers into three research areas: Monitoring, Intru-
sion detection, and Root cause analysis.
Monitoring refers to activities aimed at watching a running

system and detecting situations when it starts to behave unex-
pectedly. This is an automation of the typical work of sys-
tem administrators, which focuses on detecting anomalies in

observed logs. [76], [32], and [79] present supervised learn-
ing, neural network approaches to anomaly detection where
logs are encoded into sequences and a sequence machine
learning model is applied. [46] additionally addresses the
problem of instability of log statements (due to log statement
evolution over time or noise introduced by log processing),
and [83] focuses on the real-time aspect of anomaly detec-
tion. [81] leverages the concept that log statements are in fact
not unstructured, as their structure is defined by the source
code that outputs them. The authors constructed a control
flow using the source code and then matched it with a log
file for anomaly detection. Finally, some researchers have
focused on anomaly detection specifically in cloud environ-
ments. [109] and [61] focus on detecting anomalies within
so-called cloud operations, for example, rolling deployments
of services into a cloud. [105] touches on the problem of inter-
leaved logs, typical for cloud environments, where multiple
task executions create log statements in parallel and log state-
ments need to be automatically mapped to task execution.

Of the earlier (pre-2016) papers, two are notable. [116]
is by far the most cited paper in this area. Apart from
proposing a method for problem detection using console
logs, the authors provide valuable insights related to log
processing in general which makes it an especially valuable
work regarding any log analysis task. The proposed approach
combines source code analysis to determine log patterns and
unsupervised machine learning to detect anomalies. [120]
focuses on critical infrastructures in which SCADA systems
are deployed. The authors propose a method for automated
extraction of non-frequent patterns that potentially represent
malicious actions.
Intrusion detection is the second most common research

area in automated log analysis. It is also related to anomaly
detection, but with an explicit focus on the system’s security,
where each anomaly is treated as a potential threat. Detection
of intrusions varies from identification of the fact that the
system is under attack to understanding a particular type of
attack taking place. [74] used the access log of a web server
to distinguish between regular user behavior and malicious
scans performed by bots or web crawlers. [39] utilizes attack
trees that describe typical sequences of actions for different
attack types and matches that information with the content
of the log file. [94] dynamically creates anomaly profiles
in the form of rules that are further used for attack iden-
tification. Some researchers in this field also focus on the
detection of particular types of attacks – [103] detects SQL
injections, [108] identifies denial of service, and [72] explores
the detection of insider threats (those coming from the inside
of the protected network).

Some earlier work (pre-2016) needs to be noted. [121] is
an interesting approach to intrusion detection in the online
gaming domain. The authors detect bot activity by analyzing
the individual and collaborative behaviors of players based
on game logs. [123] focuses on detecting threats caused by
people inside an organization, as opposed to traditionally per-
ceived threats coming from the outside. It uses a probabilistic
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approach to detect insiders which strives to maintain a low
false alarm rate. [125] explores the area of digital forensics.
The authors propose a log model that is later used for the
formal analysis and verification of forensic hypotheses based
on system logs. They also discuss a real-life example of the
usage of their method.
Root cause analysis is a part of bug fixing, the goal of

which is to find the core reason for system failure or malfunc-
tion. [102] describes an integrated environment for failure
detection and root cause analysis based on log files. Correla-
tion analysis is used to identify the root problem. [63]matches
system messages stored in a log file with a resource usage
log to detect problems related to a lack of resources (e.g.,
CPU saturation or lack of memory). [20] applied process
mining techniques to first reconstruct the process model of
the system from its logs and then identify deviations from
such a model during process execution. [33] focuses on the
analysis of exception logs, mapping them to tasks executed
in a cloud environment, and matching them with historical
executions of these tasks. [90], [91], and [31] try to identify
problems related to specific environments, cloud, and big data
platforms (Spark), respectively.

B. DOMAIN
This category is related to the extraction of business knowl-
edge from logs of the software that supports a given domain.
The most common research areas in this field are User pro-
filing,Domain model extraction, and Business process model
extraction.
User profiling aims to extract knowledge about the struc-

tural or behavioral characteristics of users, which support
driving further system evolution to better fit users’ needs. [89]
uses a Hidden Markov Model to extract user intent from
actions recorded in logs. [60] explores user intent in a cyber-
physical context. It matches user actions in cyberspace (by
analysis of web query logs) with the user’s physical loca-
tion (WiFi access point logs) to understand and predict their
behavior in the physical world. [101] captures an explo-
ration of the user behavior into a higher-level concept of
usage tactics, which, according to the authors, allows for bet-
ter interpretability and comparability between systems. [95]
extracts the structural profile of users to provide product
recommendations. It focuses on new (previously unknown)
users without any shopping history, for whom it utilizes an
access log to derive the user’s interests and suggest suitable
products.

Of the earlier studies in this area, two are notable. [119]
seeks to discover the actual user intent (a subtask that
user wants to fulfil) by analyzing the query entered in a
search engine together with the corresponding links that were
clicked afterwards and additional refining keywords entered
in subsequent searches. The authors of [116] use client and
server logs capturing user’s interactions with a website to
build a user profile. The intention is to use such user pro-
files to personalize the user interface of web applications for
specific users.

Domain model extraction refers to understanding some
real-life (domain) phenomena using information from log
files. [107] uses an anonymized web search query log to
identify adverse drug reactions. [70] and [68] explore the
educational domain. [70] aims to understand the correlation
between students’ performance and students’ behavior, and
their tutor’s teaching style. [68] is a boundary paper between
domain model extraction and user profiling, which models
students’ behavior using the Hidden Behavior Traits Model.
The authors of [64] learn expert knowledge on applying secu-
rity rules from computers secured by professionals and apply
this knowledge to previously unseen systems of non-experts.
This paper treats the security log as a carrier of hidden domain
knowledge. [35] uses process mining techniques to discover
the ontology of the computer science domain.

Apart from the abovementioned work, there is also some
prominent research available from the earlier period that
explores the concept that observation of how people search
through the Internet allows us to discover their goals or to
better understand the topic they are searching for. The earliest
paper in this area is [113] which utilizes search engine logs
for the categorization of search query terms into a predefined
taxonomy. [114], the most cited paper in this field, uses both
search engine logs and actual user clicks that follow the
search to explain the semantic relationships between search
queries. The results are presented in the form of query graphs.
Business process model extraction aims to understand busi-

ness processes from the log of system actions. [66] uses a
frequent itemset mining approach to extract knowledge about
the business process from an event log. [67] considers how
the level of abstraction of a business process extracted from
logs influences conformance with the actual process, which
is crucial to balance process abstraction and accuracy. [9]
focuses on the detection of anomalies in the event log using
the model-agnostic approach, where no reference process
model is available. It aims to provide a method for cleaning
the event log, which would result in increased accuracy of the
derived process model.

[117] is a notable earlier work that uses workflow logs to
recreate the actual business process realized by an application
and to compare it with the anticipated process. According
to the authors, such an approach allows for optimizing busi-
ness processes especially in terms of applying error handling
more precisely which should result in lowering the process-
modeling cost.

C. DESIGN
The design category relates to extracting knowledge about
the internal workings of a system (e.g., system structure),
software building process, or attributes related to its design
(e.g., quality or security). We split this category into four
research areas: Quality analysis, Workflow discovery, Com-
ponent dependency inference, and Security analysis.

The Quality analysis research area groups papers that
refer to the assessment of system quality. [29] uses infor-
mation from the log files of a running system to reconstruct
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production-like workloads for further use during system test-
ing. Additionally, the authors analyzed the representativeness
of the recovered workloads based on the varying levels of
granularity of user actions considered for the recovery pro-
cess. [93] applies a similar approach of exploring typical user
interactions with a system to construct a test that assesses
the reliability of the system. The authors used the mean
time between failures as a measure of the system’s reliability
and validated their approach against a real-life system. [54]
and [16] focus on the quality of SQL queries in the analyzed
software. They analyzed the log of SQL queries executed by
a system and detected anti-patterns.

[124] is a notable earlier work (pre-2016) that attempts
to explain the usability characteristics of an application by
analyzing search queries entered by users in a web browser
regarding that application. Such an approach allows to gather
user feedback regarding both the existing and the desired
functionality of an application.

The Workflow discovery research area is related to the
discovery of internal software processes. [65] describes a pro-
cess mining approach that can discover recursive processes
from event logs. [92] reconstructs workflows (series of inter-
actions between services) in a cloud environment with a focus
on failed workflows. Additionally, [122] is a widely cited
work from 2014 that recovers a Communicating Finite State
Machine model of concurrent system behavior. The approach
presented by the authors is capable of utilizing any log file but
requires users to provide a set of regular expressions to extract
the expected pieces of information from log lines.
Component dependency inference captures papers that aim

to recover the internal dependencies between software com-
ponents (services). [98] uses service logs to identify the
composition and substitution relationships between services
constituting a software system. [67] uses predictive and statis-
tical analyses of web service invocations from service logs to
identify the relationships between services. The authors also
propose a classification of the types of dependencies between
services. Out of the pre-2016 papers, [118] is the most
cited in this area. It uses Bayesian Decision Theory to infer
dependencies between components in a distributed system
and validates this approach against the Hadoop MapReduce
framework.

[42] focuses on Security compliance and explores the com-
pliance of the assumed security rules with their actual effect.
The authors propose a method for automated analysis of the
access log to detect conflicting security rules.

VI. TYPES OF LOGS USED IN RESEARCH AND THEIR
CONTENT
Research questions RQ2 and RQ3 are related to the classi-
fication and content of log files commonly used in research.
In the Section C of Appendix 1, we define classes of log files,
and Table 3 lists their occurrence in various areas of research.
It can be seen that the three most commonly used types of log
files are: Generic, Proprietary, and Network. The strongest
correlation can be observed between the Generic log class

TABLE 3. Types of logs used to extract different types of knowledge.

and Operations research, and more specifically, the Anomaly
detection category, which abstracts from the concrete log
format.

It can be also observed that if we take away theGeneric log
type, Proprietary logs are by far the most used for analysis in
research. This suggests the lack of standardization of log files
and shows the need to explore the common properties of these
logs. Table 4 presents a statistical summary of the contents of
the various types of logs. Green-colored columns present the
number of occurrences of each attribute class in the papers
reporting the usage of a given log type. The color intensity
visualizes how common each attribute class is within a given
log type.

The last column summarizes the ubiquity factor of the log
attribute classes, which is defined in detail in the Section D
of Appendix 1. The ubiquity value is [0,1] normalized and
represents how common the given attribute class is across all
log types reported in the selected papers.

Table 4 allows the creation of a statistical profile for each
log type. The statistics are gathered based on the log attributes
reported in the selected papers, which, depending on a paper,
are a mixture of full log contents and only those attributes
that the authors found useful for their log analysis. This
means that the values presented in Table 4 embed both the
availability and usefulness factors for each log attribute class.
Access, Event, and Query logs are either well-defined log
types (access log) or strongly embedded in a particular field
or method (event log – process mining, query log – SQL
analysis). Therefore, their profile represents the actual log
format specification or the requirements of the technique
used. Generic, Network, Platform, and Proprietary log types
are non-standardized, which makes their profiles more inter-
esting. The Platform log exhibits Resource use information
as the most commonly used attribute class, while Event is the
most frequent in the others. The Network log focuses on the
Source, Destination, and Data size classes, which are related
to the network traffic being tracked by them. All non-standard
log files contain Timing as important information.

If we take the attribute class perspective, the ubiquity factor
column in Table 4 presents an average statistical profile of a
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TABLE 4. Presence of log attribute classes in different types of logs.

log across all log types. In general, it can be seen as the chance
of finding a given attribute class in a log. The average log
profile consists of (in order of decreasing ubiquity): Event,
Timing information, Action, Destination, Object, and User
information.

VII. CONCLUSION
We performed a systematic literature review and a map-
ping study of the automated log analysis research area since
2000 until halfway through 2021, with the main focus on the
last five years. We mapped the area into sub-fields from the
perspective of the type of knowledge that can be extracted
from different log files and the goal of such an analysis.
We presented the results in the form of the landscape of
automated log analysis, characterizing each subfield and
introducing the most prominent recent research. Addition-
ally, we performed an in-depth analysis of log files and
summarized the different types of logs commonly used in
research, together with their content. We have provided a
statistical profile of each log type, which allows researchers
to better understand what type of information is expected to
be available in various logs. Additionally, we made all source
information that was the basis for our analysis available in the
form of appendices.

We hope that our work will be valuable to researchers
and practitioners who aim to explore the challenging idea of
extracting knowledge on complex, sometimes hard to man-
age, computer systems from the system logs.

In our future work, we will focus our research on the
Component dependency inference, which seems to be fairly
unexplored area. Our main interest lies in the assessment of
the capabilities of log analysis to extract knowledge about
software components and processes that govern them.

APPENDIX 1 – REVIEW PROCESS EXECUTION
We executed the review according to the defined protocol in
three phases. First, we executed the defined query and applied
the exclusion criteria. The outcome of this phase was a list of
relevant papers that were used in the subsequent steps. In the
second phase, we extracted features to support answering the
research questions, while in the third phase, we synthesized
these features. The subsequent sections describe each phase
in more detail. For clarity, the feature extraction and synthesis
phases are discussed separately for each research question.

A. PAPER FILTERING
Execution of the final query in the Scopus database on
30.06.2021 returned 292 papers. The exclusion criteria EX1
and EX2 were already embedded in the query. For each paper
from the result dataset, we applied the following multistep
process:
1. Filter out not relevant papers based on abstracts,
2. Apply exclusion criteria using the paper’s abstract,
3. If the paper cannot be clearly excluded based on its

abstract, apply the exclusion criteria using the full text,
4. Remove duplicates.
The first step is necessary because of the assumed strategy
for paper selection; as the query is not precise enough, it can
retrieve papers that are not relevant to log analysis. We were
able to identify all such papers using only their abstracts.

We used the second step to reduce workload during
the application of the exclusion criteria. We applied only
exclusion criteria EX5, EX6, EX7, EX8, and EX3 at this
stage. To avoid falsely excluded papers, we used a defensive
approach and omitted the application of EX4. In the cases
where the abstract of some of a paper did not provide enough
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evidence to exclude it based on the abstract, we qualified such
a paper for the next step.

After initial filtering based on abstracts, for each paper that
was not excluded, we applied the exclusion criteria based on
the paper’s full text. We focused on exclusion criteria EX4,
EX5, EX7, and EX8 and searched for evidence justifying
their application. After completing this process, as part of
exclusion criterion EX3, we removed duplicate papers. The
set of selected papers after the filtering process consisted of
118 publications.

Table 5 summarizes the papers excluded. The main rea-
son for excluding articles was their technical focus – not
covering direct methods for extracting knowledge from logs,
but focusing rather on tools and algorithms supporting this
process (e.g., log parsing, template generation, or log visu-
alization). Another commonly excluded category of papers
was those describing manual log analysis. Although our
work focuses on automatic approaches, the excluded papers
often present interesting ideas on utilizing logs for gathering
domain knowledge. These approaches have the potential for
automation, which could make them fall under the scope of
automated log analysis in the future. The third most common
exclusion criterion was a lack of clarity.We used this category
if the paper’s abstract was not clear enough on the outcome of
the log analysis, and the full text was not available. We also
used it to mark preliminary work or experience reports that
did not describe a concrete result. A summary of the excluded
papers, together with the exclusion criteria applied and the
justification, is presented in Table 7.

TABLE 5. Summary of excluded papers.

B. RQ1 – FEATURE EXTRACTION AND SYNTHESIS
We collected the following information from each paper:
• Goal of the log analysis,
• Business area/application domain.

Such a choice of attributes allows the presentation of various
research areas within log analysis from both technical and
business perspectives. For each paper, we extracted the data
by looking into the paper’s title, authors’ keywords, and
finding additional evidence supporting this selection in the
full text of the paper. We further classified the papers accord-
ing to the type of extracted knowledge, which was further
subdivided into research areas. We define the following types
of knowledge:
• Domain – knowledge about a business domain, for
example, improved understanding of business processes,
or understanding of user behavior,

• Design – knowledge related to a software system and
the process of its design, for example, understanding the
relationships between components, or detecting system
quality issues,

• Operations – knowledge related to the running system
during operation, for example, detecting anomalies in
the system’s behavior, or predicting the system’s failure.

Detailed data on the classification of each paper are presented
in Table 6.

C. RQ2 – FEATURE EXTRACTION AND SYNTHESIS
The type of log file was extracted from the full text of the pub-
lications. We searched for named types of logs or information
that a proprietary log file was used for the research. In some
cases, the study used a generic model of a log.We synthesized
the various log types used in the papers into the following
classes:
• Access log – server log recording HTTP requests,
• CD log – log of continuous engineering tools (continu-
ous integration/continuous deployment),

• Event log – log of business events, used by process
mining techniques,

• Generic – log format is automatically detected using the
technique described in the paper, or the paper assumes
some log model,

• Network log – log of a network device or service (e.g.
SSH, proxy, firewall),

• Platform log – log of a specific software platform (e.g.
Spark, Hadoop, Android),

• Proprietary – log of a particular software system, in a
custom format that cannot be classified into other
classes,

• Query log – log of SQL queries executed by a system,
• Search engine log – log of a search engine consisting of
search queries entered by a user.

A detailed classification of the log types for each included
paper is presented in Table 6.

D. RQ3 – FEATURE EXTRACTION AND SYNTHESIS
To extract the various data attributes that can be found in log
files, we again referred to the full text of the article, searching
either for a named type of log file or an enumerated list of
attributes used in that particular research. Named types of
logs often represent a well-established log standard in a given
area that is publicly described. In such cases, we derived
the data attributes from the formal definition of the log
file. We classified the identified attributes into the following
classes that represent the different types of information rep-
resented by each attribute:
• Action – information related to a recorded user/client
action,

• Authentication information – information related to a
user’s/client’s credentials,

• Communication channel – information related to a chan-
nel on which a communication that was recorded as log
entry was established,
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TABLE 6. Knowledge extracted from papers.
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TABLE 6. (Continued.) Knowledge extracted from papers.
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TABLE 6. (Continued.) Knowledge extracted from papers.

• Component – information about a software compo-
nent/module that the log entry is related to,

• Data size – information related to the size of data pro-
cessed/transferred as a result of executing an action,

• Destination – target (host/system/component) of a
recorded communication event,

• Event – details of a recorded event (usually a message
text),
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TABLE 7. Excluded papers. TABLE 7. (Continued.) Excluded papers.
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TABLE 7. (Continued.) Excluded papers.

• Log file information – information about the file in
which the log entry was created,

• Object – information about the destination system’s
business object that is the subject of a recorded
event,

• Resource use information – information related to the
utilization of a system’s resources,

• Severity – information about the importance of a
recorded event,

• Source – source (host/system/component) of a recorded
communication event,

TABLE 8. Unification of log attribute names.
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TABLE 8. (Continued.) Unification of log attribute names.

• Timing information – information related to the time that
a recorded event took place and its duration,

• User information – information related to the user that a
recorded event is related to.

Details of the classification of each attribute identified in the
selected papers are presented in Table 8.

For each attribute class, we calculated a ubiquity factor uc,
which describes how often attribute class c is used in logs.
We used the following formula:

uc = nc · lc/ (L · maxlc) (1)

where:

• nc− number of occurrences of attribute class c in the
selected papers,

• lc− number of distinct log types in which attribute class
c is reported in the selected papers,

• L – total number of log types identified in the selected
papers,

• maxlc−maximum number of attribute occurrences over
all attributes identified in the selected papers.
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