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ABSTRACT The internet provides a very vast amount of sources of news and the user has to search for
desirable news by spending a lot of time because the user always prefers their related interest, desirable and
informative news. The clustering of the news article having a great impact on the preferences of the user.
The unsupervised learning techniques such that K-means Clustering and Spectral Clustering are proposed to
categorize the news articles by extracting discriminant features that help the user to search and get informative
news without wasting time. The BBC news articles dataset is used to perform experiments that consist of
2225 news articles. The TF-IDF feature extraction technique is used with K-means clustering and Spectral
clustering to get the most similar clusters to categorize the news articles in respective domains. Those
domains are sports, tech, entertainment, politics, and business. The clustering algorithms are evaluated using
adjusted rand index, V-measure, homogeneity score, completeness score, and Fowlkes mallows score. The
experimental results illustrated that K-means clustering performs better than spectral clustering using the
TF-IDF feature extraction approach. But to improve the results the canopy centroid selection is used with
the grid search optimization technique to optimize the results of the Kmeans and named its as a K-Means
using Grid Search based on Canopy (KMGC-Search). The experimental results shows the proposed approach
can be used as a viable method for the categorization of news articles.

INDEX TERMS News categorization, K-means, clustering, canopy, machine learning, TF-IDF, grid search.

I. INTRODUCTION
The news leaves a great impact [1] on the thoughts of the
people because news presents those things of the world that
are hidden from the local people [2]. It has the power to
change the perspective and preferences of the people [3]
that are very knowledgeable to gain information and to get
updates about the changes in the world. The circle of the
local user is not broad enough in the old days [4] to get
important updates about the world. In this age, a local user
is surrounded by mobile electronic devices [5] and digital
media like the internet that has a vast amount of data in
different domains [6] about events, politics, supports, busi-
ness, technology, etc. Now, the user can interact with the
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whole world and get updates in seconds about every event that
occurs in this world [7]. The combination of mobile devices
and the internet provide the news information direct to the
user because of this youngster as well as adult lost interest
in reading newspapers [8]. The news organizations feel the
impact of the internet news on the perspective of the user and
it also attracts the user more than the televisions broadcast or
the newspaper.

A survey performed by the Pew research center that
defines the growing number of news losing the interest of
the users [9]. The internet provides news highlights and quick
updates [10] that attracts people. Today almost every person
has a mobile device that is almost connected to the internet.
The people can easily interact with the news updates and gain
knowledge about the world at any time. The frequent users
and researchers need to get a useful source of information
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without visiting several links and websites [11]. The usage of
information resources is different in different countries and
differ geographically [12]. The understanding of these differ-
ences in the popularity of news articles among the audience
is important when targeting a specific audience [13]. The
audience preferences among selected news and extracting
records would be useful for auditors and newscasters [14].
The rapid growth of data and news needs to be categorized
that helps the user to directly interact with the specific desired
news [7]. There document clustering [15] is the most popular
approach that is adopted by the companies to search more
quickly in search engines, to extract information from in a
blink of an eye and to maintain the data and information in a
structured form. The most beneficial advantage to categorize
the unlabeled data is to identify the domain of the data. The
extraction of useful and valuable information from the raw
data known as data mining and clustering is one of the data
mining methods of extracting useful information.

Data mining is the extraction of knowledgeable or desired
information from the raw data [16]. There are different fun-
damental methods like arranging the raw data into the form
of rows and columns or entities and features. The different
machine learning [17] techniques are adopted to extract those
features and entities from the raw data. The clustering is
the concept of unsupervised machine learning used to create
homogeneous groups by categorizing the data, according to
the similarity measure that is based on different parame-
ters like Manhattan distance [18], Euclidean distance [19],
cosine similarity and probability-based similarity. There is
some application of clustering mentioned here like segmen-
tation [20], discretization [21], and aggregation [22] of the
data. It is difficult to extract the desirable and knowledge-
able information from the huge amount of data in a blink
of an eye [23]. The search engine optimizations [24] are
also based on the clustering that extracts the relevant results
from the server according to the query of the user. The
servers contain billions or trillions of terabytes of data [25].
If a user searching manually in servers to extract desirable
information then it takes days or months that is not a good
approach.

There are two document clustering algorithms K-means
clustering [26] and spectral clustering are proposed in this
study to achieve the aims of manage and label the upcoming
news according to the domains. The BBC news dataset is
used that contains 5 classes such that politics, sport, tech
(technology), entertainment, business and 2225 number of the
news article. The news articles are in raw form that needs
to filter unnecessary data from it for further processing. The
preprocessing methods are applied such as the conversion of
letter from capital case to small letter, removal of punctuation,
word tokenization, stop word removal and stemming. After
preprocessing the filtered news articles, the train test split
is applied on the news article dataset to divide it into two
portions one for the training and another for the testing. The
Term Frequency-Inverse Document Frequency (TF-IDF) [27]
is adopted for the feature extraction to training the data and

transform those features into the vector form for further pro-
cessing. The K-means and Spectral clustering algorithms are
applied to these feature vectors to train and create clusters
of the relevant news articles without labels by learning the
pattern of the news articles. The performance is evaluated
by different evaluation parameters such that Adjusted rand
index (ARI), V measure (VM), Homogeneity score (HS),
Completeness score (CS) and Fowlkes mallows (FM) score.
To improve the results of the proposed approach the K-Means
model implemented using Grid Search based on Canopy
centeroid selection techniques (KMGC-Search) that shows
promising results. The categorization of the news articles into
clusters are created according to the domains of the news
that helps the user to search the desirable news efficiently as
well as it also optimizes the search engine to show relevant
result according to the user. The contributions of this paper
are following below.
• The paper aims to categorize the news articles to opti-
mize the search engines and browsers to develop the
news interest in the people that are achieved successfully
by proposed clustering methods.

• The preprocessing methods like converting all cap-
ital case letters into small, remove the punctuation,
word tokenization, stop word removal and stemming is
applied to extract the useful data from the BBC news
article dataset that is in raw form.

• The feature extraction method TF-IDF is used to extract
the weighted feature from the data.

• The K-means Clustering and Spectral Clustering algo-
rithms are used for the unknown news to categorize them
into clusters by label the unlabeled news articles.

• Further, KMGC-Search technique is proposed to
improve the results based on Canopy centeroid selec-
tion technique and Grid Search hyper parameter tuning
methods are used.

• The analyses of the performance evaluations are exe-
cuted with Kmeans clustering, spectral clustering and
the proposed KMGC-Search methodology to validate
the results using ARI, VM, HS, CS and FM Score eval-
uation parameters.

The structure of this paper is organized as follows:
Section 2 presents the efforts of the researchers in the
previous related studies. Section 3 discusses the mate-
rial and methods that are used in the proposed research.
Section 4 illustrates the functionality of the proposedmethod-
ology. Section 5 explains the results and discussion based on
the proposed method and Section 6 presents the conclusion
of this research.

II. RELATED WORK
The news categorization is attracted to the concentration
of the researchers from past decades. There were differ-
ent text mining approaches adopted such as information
retrieval [23], natural language processing [28], information
extraction from the text, text summarization [29], supervised
learning methods [30], unsupervised learning methods [31],
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probabilistic methods for text mining [32], text streams [33]
and social media mining [34], opinion mining, sentiment
analysis [35] and biomedical text mining [36] for the pur-
pose categorization of text data. The clustering is one of the
most popular data mining technique that is mostly used for
unsupervised machine learning. The unlabeled data that has
no labels, need to categorize the data based on a similarity
measure [37]. The news is the biggest source of information
on the internet that provides so many text mining research
issues [38]. Several clustering algorithms were used by pre-
vious studies for the news categorization such that K-means
variations [26], spectral algorithms [39], hierarchical clus-
tering [40], vector space models, methods of dimensionality
reduction [41], generative algorithms [42] and methods of
phrasing [43]. A classical approach vector space modeling is
used in the field of homogeneity topics, K-means clustering is
the partitioning and hierarchical clustering technique and its
extensions are also popular as unsupervised learning. These
methods need to specify the number of clusters and random
initializations make them not suitable in dealing with noise
and outlier values [44]. This is the reason those algorithms are
less effective on heterogeneous data where spectral clustering
shows outstanding results because it extracts the number
of clusters according to the data spatiality. The document
clustering system proposed the hierarchical clustering based
on the occurrences of the words presentation. The Jaccard
similarity [45] was used there to calculate the similarity
measure between the clustering documents.

The reviews, feedback or comments are presenting the
emotions and thoughts of the people [46]. The multinational
or local companies are interested to analyze the opinion of
the customers [47] through sentiment analyses of the reviews.
The researchers previously put their efforts to categorize
the news based on the sentiments [48] that also helps the
customer to get knowledge about the company and also helps
the company to grow according to customer preferences. The
clustering techniques are well-known techniques to group
the data into different clusters according to the sentiment
analyses and also create sub clusters. There are K-means
clustering [15] and decision tree algorithm with TF-IDF fea-
ture extraction techniques [27] used and the performance is
evaluated by the precision, recall, f1 score and accuracy. The
text document clustering is used to group the records based
on similarity to provide the clients to extract information
rapidly. The document clustering is consistently used as a
device in information retrieval systems to improve retrieval
and navigation of enormous information [23]. Mostly docu-
ment clustering is used in the search engines for browsing the
collection of documents and respond to the user query. The
contrast of K-means clustering with Euclidean and Manhat-
tan distance [18] and K Medoids clustering [19] proposed by
using WEKA and java programming. The evaluation results
illustrate that the KMedoids perform better than the K-means
Clustering [49].

A large number of news articles are published on various
web sources every year but in the past few years, it has

a dramatic increase that contains multimodal informa-
tion [50]. The article writers, readers and media organi-
zations face the issues of categorizing the large amounts
of text data to distinguish the important or desired top-
ics and events all around the world. The classification of
the news article is referred to as a document clustering
problem [51]. Machine learning is learning from a given
number of training samples that are used for the classifica-
tion by performing prediction. The document clustering is
applied in numerous classification and clustering tasks like
indexing of document [50], information extraction, docu-
ment filtering, and disambiguation [52] of word sense. The
classification is performed on Reuters, BBC [53], and The
Guardian news article datasets [50] that contain multimodel
including textual information as well as visual like video
and images, which is already categorized into four classes
Lifestyle Leisure, Business Finance, Sports and Science, and
Technology. The several classification experiments have been
performed by using supervised machine learning models like
Logistic Regression, Naive Bayes [54], Rocchio, Log-Linear
models, SVM [55] and Random Forest model with N-gram
feature extraction technique [27] as well as using late fusion
strategies to categorize the news and topics.

III. MATERIAL AND METHODS
The categorization of the news articles based on
KMGC-Search Clustering system is proposed in this paper.
The BBC news dataset is used that consists of news articles
in the form of raw text. To enhance the training of the
models, the dataset needs to filter unnecessary data such
as the conversion of letters from capital case to lower case,
stopwords removal, punctuation removal, word tokenization
and stemming. After preprocessing the TF-IDF is applied to
the filtered data to extract the most discriminant features in
the form of vectors. The K-means clustering and spectral
clustering are applied to these vectors to train and learn to
create the most efficient news clusters. The Canopy centeroid
selection and Grid search hyper parameter tuning is further
added to improve the results of the clustering to categorize
the news much more efficiently. In the last, the performance
evaluation of the clustering model is measured in terms of
adjusted rand index, V measure, homogeneity score, com-
pleteness score, and Fowlkes mallows score. These are the
methods used in this research discussed in detail below.

A. BBC NEWS DATASET
The BBC News dataset was provided by the BBC organi-
zation as a benchmark dataset for research purposes. This
dataset consists of 2225 number of news articles correspond-
ing to different stories [53] that belong to five categories such
that tech, sport, entertainment, business, and politics as shown
in Table 1. There are five randomly selected samples of the
news article that presents each category of news.

Figure 1 illustrates the category-wise distribution of the
BBC news dataset. The maximum number of documents
belong to sports and business category that contain 511 and
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TABLE 1. BBC news dataset samples.

FIGURE 1. BBC news dataset distribution based on classes.

510 number of news articles out of 2225, which is 46% of
the total dataset. Besides, other news categories are entertain-
ment, politics and tech categories that contain 379, 420 and
405 documents that are about 54% of the dataset.

B. FEATURE ENGINEERING
Feature engineering is a process that makes the model com-
putational processing works by extracting features from the
data in vector form. The features are attributes or properties
shared by all of the independent units. The TF-IDF is used in
this research [27] that consists of Term Frequency (TF) times
Inverse Document Frequency (IDF) of documents. It is the
cross product of the TF and IDF. The term-documentmatrix is
built with the table of frequencies that are the occurrences of
the terms in each document. It extracts the feature by applying
the weighting functions to estimate the relative importance
of a term within the document and set of documents. The
TF-IDF illustrates the importance of the word in the doc-
ument. Since each document contains different words, this

table is a high dimensional sparse matrix.

TF(t) =
(Number of times term t appear in a document)

(Total number of terms in the document)
(1)

IDF(t) = log
( (Total number of documents)
(Number of documents with term t in it)

)
(2)

ĨDF(t) = log
( (1+ n)
(1+ df (t))

+ 1
)

(3)

where n is the total number of documents in the document
set, and df (t) is the number of documents in the document
set that contains the term. The TF − IDF is the cross product
of the TF and IDF as shown in equation 4.

TFIDF(t, d) = TF(t, d) ∗ IDF(t) (4)

C. UNSUPERVISED LEARNING
Data mining is the process of extracting information from the
raw data that needs to arrange the data according to labels
or features. The most common technique that is used to label
the data without any supervision that means this data does not
have any true labels. The unsupervised machine learning [31]
technique is used to perform training on the data without true
labels that needs to learn from the features of the data based
on similarity and dissimilarity measures to create clusters.

1) K-MEANS CLUSTERING
K-means clustering is the one of the most popular techniques
of unsupervised machine learning [19] that used to label the
data without defined labels. Themain aim is to find clusters of
the relevant or similar objects by measuring the similarity or
dissimilarity based on Euclidean distance [18] of the features.
The number of clusters specified by the variable K. The
algorithm processes the data iteratively to assign the object to
the clusters that specified in initial steps on the bases of those
extracted features. Those objects are assigned to the specific
cluster by comparing their feature that how they are similar to
each other. Each cluster contains similar objects, which have
a similar type of properties or features.

n∑
i=0

minµ∈c
(
||xi − µj||2

)
(5)

The K-means model contains three major steps. The first
step is to choose the centroids that are the centers of the
clusters. It distributes the given number of samples from the
dataset into a specified K number of clusters. After initial-
izing the K number of clusters, K-means consists of looping
between the two other steps. The second step contains the
process of assigning the objects to the nearest centroid. After
complete the first step, in which every object assigns to its
specific centroid. It became in the form of clusters. The
third step is to calculate the location of the new centroid of
each cluster on behalf of those assigned objects to a cluster.
It repeats those last two steps until it reaches the threshold
or until centroid does not move significantly. The difference
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between the centroid and the objects based on relevance
concept and the Euclidean distance is used to measure the
similarity in two objects [18] by measure the distance of
the straight line between two points p and q as shown in
equation 6.

d(p, q) =

√√√√ n∑
i=1

(qi − pi)2 (6)

2) SPECTRAL CLUSTERING
The spectral clustering [56] performs the low-dimensional
embedding of the affinity matrix between samples that are
followed by a K-Means in the low dimensional space. It is
especially efficient if the affinity matrix is sparse. The Spec-
tral clustering requires the number of clusters to specify that
extracts the spectrum of the similarity matrix from the data
of clustering or multivariate statics to perform operations of
dimensionality reduction. The similarity matrix created based
on quantitative assessments of each pair of the objects that are
given as input to produces better results with a small number
of clusters.

D. CANOPY CENTEROID SELECTION
The Canopy is the pre-clustering technique used for initial
initialization of centroid points to maximize the speed and
efficiency of the clustering [61], [62]. The canopy clustering
technique is used in this study it initiate the kmeans clus-
tering technique to effectively create clusters. The canopy is
dependent on the T1 and T2 distance points. T1 considers
as a loose distance point and T2 considers as a tight distance
point. T1 has to be greater than the T2 that will allocate the
data points to the canopies. If the remaining points distance
to the first point is less than the distance of T1 then assign it
to the new canopy. Remove points from them as well if the
distance of these point is also less than the T2. Repeat these
step again again until single data point left to create cluster.
The canopy algorithm generate the group of centroid for
the kmeans clustering algorithm to create clusters efficiently
based on these centroids.

E. GRID SEARCH HYPER-PARAMETER TUNING
The grid search hyper parameter tuning [63], [64] is used
to autonomously optimize the hyper parameters for compu-
tational processing of the kmeans algorithm to create more
effective clusters. The kmeans clustering based on following
parameters n_clusters= 8, init= ’k-means++’, n_init= 10,
max_iter = 500, tol = 0.001, verbose = 0, random_state =
int, copy_x = True, algorithm = ’elken’. There are multiple
values of these parameters but those are selected after multi-
ple number of iteration performed in the grid search technique
to find the best parameters to imporve the clustering results.

F. PERFORMANCE EVALUATION
The performance evaluation is the process in which measures
the model that how much or how accurately model works.

In terms of machine learning, the most important measure is
how efficiently machine-learning models perform prediction
based on the relevance of true labels and predicted labels.
But in case of unsupervised learning that means to create
groups of related objects based on their features is called
clusters, without any true labels. Those clusters have no
true labels that make it a challenging part to evaluate those
clusters. The different clustering models create clusters based
on similarity or dissimilarity measures in between features
that are evaluated based on internal and external evaluation
parameters. The internal evaluations are those in which no
true labels are available. The processing of some clustering
models based on the principle of similarity that illustrates all
the objects in a cluster are similar to each other or not and
how many objects are not similar to the rest of the objects in
the cluster. The external evaluations are those in which true
labels are available that measure the data from a single class
must belong to a single cluster. Based on the five classes that
are present in this dataset, the number of clusters must be five
and each cluster contains only single class data.

The ARI [57] measures a similarity score between two
clusters based on the similarity in between two data points
and count the pairs of these data points that belong to relevant
or non-relevant clusters by comparing the predicted and true
clusters. The raw RI score is then ‘‘adjusted for the chance’’
into the ARI score using equation 7.

ARI =
( RI − RIexpected
max(RI )− RIexpected

)
(7)

The Homogeneity score [58] of a cluster is to measure
objects of each cluster that are all objects from each cluster
belongs to a single class based on the ground truth. A permu-
tation of a cluster labels not change the score value or results
in any case that makes the metric independent of the absolute
values of the labels.

h = 1−
(H (C|K )
H (C)

)
(8)

The ground truth is given by cluster labeling is known as
the Completeness score [58]. If all the objects of the same
cluster belong to a single class that satisfies the completeness
score. Homogeneity and Completeness score formally have
given by:

c = 1−
H (K |C)
H (K )

(9)

H (C|K ) = −
|C|∑
c=1

|K |∑
k=1

(nc,k
n

)
.log

(nc,k
n

)
(10)

H (C) = −
|C|∑
c=1

(nc
n

)
.log

(nc
n

)
(11)

where H (K |C) is the conditional entropy of the classes.
H (C) is the entropy of the classes. n is the total number
of samples, nc and nk the number of samples respectively
belonging to class c and cluster k, and finally nc,k the number
of samples from class c assigned to cluster k.

VOLUME 10, 2022 26311



M. Shahroz et al.: Feature Discrimination of News Based on Canopy and KMGC-Search Clustering

FIGURE 2. KMGC-search clustering based news text data classification architecture is presented. a) presents the training
phase of the model after preprocessing and feature engineering, b) presents the canopy centroid selection and grid
search hyper parameter tuning techniques to improve the clustering calculation. c) News categorization phase in which a
trained model assigns the label to the unlabeled news. d) presents the evaluation phase in which evaluation parameters
measure the similarity of clusters created by model.

The V-measure [59] is the harmonic mean between homo-
geneity score and completeness score just as precision and
recall are calculated as harmonicmean tomeasure F-measure.
The Fowlkes-mallows score and V-measure score are the
weighted measures with the contributions of homogeneity
score or completeness score. It is an entropy-based mea-
sure that explicitly measures how successfully the criteria
of homogeneity score and completeness score have been
satisfied.

v = β.
( h ∗ c
h+ c

)
(12)

where is 2, h is homogeneity and c is completeness To mea-
sure the similarity of two clusters of a set of points. The
Fowlkes-Mallows index (FMI) [60] defined as the geometric
mean between the precision and recall:

FMI =
TP

√
(TP+ FP) ∗ (TP+ FN )

(13)

where TP is the number of True Positive, FP is the number
of False Positive and FN is the number of False Negatives.

IV. METHODOLOGY
The main aim of this research is to categorized news articles
in the world of the internet that facilitates the user to interact

with informative, desired and knowledgeable. The news arti-
cles are one of the major sources of the data that grow on the
internet on a daily or hourly basis. This research proposed the
approach using the BBC news dataset and perform clustering
by using proposed K-Means using Grid Search based on
Canopy (KMGC-Search) clustering to categorize the news.
The experiments are conducted with Kmeans, spectral and
proposed KMGC-Search clustering techniques. First, apply
the preprocessing on the dataset that consists of word tok-
enization, lower case conversion, stop word removal, punc-
tuation removal and stemming methods. The preprocessing
filter unnecessary data from the raw news article text. The
proposed machine learning model K-means clustering and
Spectral clustering need to train on the better terms of data to
create efficient clusters and accurately perform predictions.
There preprocessing eliminates unnecessary terms and data
to increase the model performance. After preprocessing the
most important part is to extract valuable features to enhance
the model performance.

The TF-IDF is performed much better than other tech-
niques because it extracts the feature from the filtered data
based on weighted scores that transform the preprocessed
data into vector space in the form of extracted features. These
scores are based on the concept of the relevance of data and
it helps to handle outliers that also increase the performance
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TABLE 2. Impact of preprocessing on text data.

of the proposed model. Then proposed KMGC-Search,
K-means and spectral clustering are applied to conduct the
experiments to categorize the news article into different clus-
ters. These clustering models are based on the manually spec-
ified number of clusters that give the feasibility to analyze the
performance of the kmeans and spectral clustering model in
contrast with true labels. The canopy algorithm is used for the
proposed approach for the selection of the group of centroids
and hyper parameter tuning for the kmeans clustering to
create better clusters based on canopy centroids. The analyses
of the performance are evaluated by using several evaluation
parameters like Adjusted Rand Index, homogeneity score,
completeness score, Fowlkes-mallows score, and v measure
that evaluates the clusters based on the true labels and cluster
similarity measures as shown in Figure 2.

A. PREPROCESSING
The news article dataset is originated from BBC news that
consists of 2225 document that is categorized in 5 different
classes. The text news is in the raw form that needs to be
preprocessed. The machine learning models can learn from
this preprocessed data more efficiently. The real-world data
is regularly incomplete, inconsistent, or missing in certain
behaviors or trends, and is in all likelihood to incorporate
many errors. Data preprocessing is an established approach
to resolving such problems. In the world, the incompleteness
of data is a general thing, lacking attribute values, errors,
and outliers or containing only aggregate data. In the prepro-
cessing, First, word tokenization has applied that acts as a
breaking of a sequence of strings into pieces such as words,
keywords, phrases, symbols and other elements are known
as tokens. These tokens can be individual words, phrases or
even a whole sentence. The word tokenization is applying to
split the documents or sentences into individual terms. That
helpful in filtering non-important words and punctuation.

Second, in the case of sensitive system, capital case letter
and lower-case letter consider as different terms because the
conversion of capital case letters into lower case reduce the
unique terms in the documents that increase the efficiency of
the feature extraction process. Third, the process of changing

statistics to something that the system can understand
referred to as pre-processing. One of the primary forms of
pre-processing is to filter useless data. In natural language
processing, useless words (information), called stopwords.
The stopwords are commonly used words in daily life (like
‘‘the’’, ‘‘a’’, ‘‘an’’, ‘‘in’’). The stop word removal reduces
the sparsity of the data and increases the computational
power of the model. Those words taking up precious pro-
cessing time or affect the evaluation results. Fourth, the
process of converting word into its root form known as
stemming. A stemmer or stemming algorithm reduces the
words ‘‘chocolates’’, ‘‘chocolatey’’, ‘‘choco’’ to root word,
‘‘chocolate’’ and ‘‘retrieval’’, ‘‘retrieved’’, ‘‘retrieves’’ reduce
to the ‘‘retrieve’’. Table 2 shows the after the change of the
preprocessing as compared to the data before preprocessing

B. FEATURE ENGINEERING
The TF-IDF feature extraction technique is applied after the
preprocessing of the data that converts the text data into
the data vectors as shown in Table 3. There are 10 features
presents as a sample that is extracted from the four prepro-
cessed sentences taken from the Table 2. The first column
(Sent ID) shows the sentences id and the first row of the table
shows the names of terms. The first term boss show 0 value
in sent 1 because there is no boss term in sentence one but it
shows a weighted value of 0.6666666 is sent 3 because this
sentence contains a boss term as shown in Table 2 in after
preprocessed (sent 3) sentence. Similarly, the whole TF-IDF
matrix is created with the data vectors. These data vector
facilitates efficient and clustering models in the computa-
tional process.

C. PROPOSED CLUSTERING MODELS
After the preprocessing and feature extraction, the data
become ready as a feature vector for the further training
process of the clustering model. The proposed study conduct
experiments with proposed KMGC-Search, K-means and
Spectral clustering models using the TF-IDF feature extrac-
tion technique. The Figure 3 illustrates the original dataset
and clustered dataset. The original dataset figure shows the
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TABLE 3. TF-IDF weighted matrix with a sample of 10 most frequent features.

FIGURE 3. The difference of the dataset after and before proposed KMG-Search clustering and canopy based clustering
technique.

data point that is created based on TF-IDF vectors. The
train test split applied on this dataset to divide the data into
two portions one is for training purpose and one for testing
purpose.

The ratio is 80% of training data and 20% of testing data.
The training data are given to the clustering algorithms for
the training process. The K-means clustering is implemented
to get the best results with the canopy centeroid selection and
grid search hyper-parameter tuning.

One of the important hyper-parameter to specified the
number of clusters is ‘‘n_cluster = 5’’ because the dataset
is divided into five classes. For the simple Kmeans clustering
model implementation on the dataset, number of cluster 5.
The K-means++ parameter is used for the initialization of
the center of the cluster that speeds up the learning process
of the model. Another hyper-parameter are ‘‘n_init is 10’’,
‘‘random state is 40’’ and ‘‘max_iter is 300’’ which means
K-means algorithms perform 300 iterations in each pass with
different centroids to extract the best number of clusters as an
output. In last ‘‘n_jobs with −1’’ is used to get the parallel
processing and speed up the model training process.

Similarly, another experiment conducted with the spectral
clustering algorithm with hyperparameters of the number of
specified clusters n_clusters is 5, random_state is 40, n_init
is 10, gamma is 1.0, affinity is ’rbf’, n_neighbors is 10,
assign_labels is ’kmeans’ and n_jobs is -1. These clustering
algorithms create 5 different clusters of data and evaluate the
proposed approach by contrasting the actual labels with the

number of clusters that howmuch accurately clusters data are
similar. The results of the experimental phase are discussed
in the upcoming section Results and Discussions that shows
the kmeans clustering shows better results then the spectral
clustering.

The proposed KMGC-Search clustering technique is pro-
posed in this paper based on main three components Kmeans
clustering, canopy centeroid selection and grid search based
hyper parameter tuning methods. The canopy is used to ini-
tialize the number of centeroid groups for the selection of
centers by kmeans clustering algorithms then the next step
is applied as a grid search hyper parameter tuning approach
to optimize the computational processing of the kmeans to
create better number of clusters. The comparative results of
the proposed Kmeans, Spectral and KMGC-Search clustering
algorithms are discussed in details in next section V.

V. RESULTS AND DISCUSSIONS
The results of the proposed study discussed in this section
in which several numbers of experiments are performed to
categorize the news articles in different clusters by using
K-means, Spectral and KMGC-Search clustering techniques.
To evaluate those experimental results following evaluation
parameters are used such asARI, HS, CS, VMand FM scores.

There are two types of clustering models are available, first
in which we define the number of clusters and the second
select number of clusters on the bases of its clustering termi-
nology. The implementation of the proposed KMGC-Search,
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FIGURE 4. ARI and CS score using K-means and spectral clustering models.

FIGURE 5. HS and FM score using K-means and spectral clustering models.

TABLE 4. K-means clustering results.

TABLE 5. Spectral clustering results.

K-means and spectral clustering belongs to the second type
in which the number of clusters is needed to be specified first.
The experiments performedwith the different number of clus-
ters with both K-means and Spectral clustering model. The
canopy andGrid search techniques are usedwith the proposed
KMGC-Search clustering to specified the number of clusters
and for better performance. The first experimental results of

TABLE 6. Proposed KMGC-Search clustering technique results are
evaluated based on no. of clusters specified by canopy.

TABLE 7. Comparative analyse of the clustering proposed KMGC-Search
with other clustering algorithms using 5 clusters.

K-means and Spectral clustering are evaluated using the ARI
score as shown in Figure 4. According to the ARI score,
results with K-means clustering and spectral clustering create
a set of 2, 5, 7, and 9 clusters. The ARI score measured
the similarity between clusters as discussed in section III-F.
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TABLE 8. Comparative literature analyse with proposed approach.

The highest ARI score is achieved as 87% with 5 clusters
using the K-means clustering algorithm and 82% is achieved
using spectral clustering. The completeness is the measure
of all members of a given class assigned to the same cluster.
It describes the clusters data that all the class data assigned
to every single cluster or multiple clusters. The highest CS
score of 84% is gain with five clusters using TF-IDF features
with the K-means clustering model that presents in Figure 4
and by using spectral clustering 79% CS score is gained. The
Homogeneity score illustrates that each cluster contains only
members of a single class. It describes that the how perfectly
clustering model creates clusters of data by evaluating its data
that it belongs to single class data or not.

The highest HS score of 86% is gain with 9 clusters using
K-means clustering and 78% score gain with 5 clusters using
spectral clustering as shown in Figure 5. The FM score
measures the similarity in between clusters that shows how
much data of the same cluster are similar to each other and
how much dissimilar to the data of the other clusters. The
highest FM score of 86% is gain with 5 clusters of K-means
algorithm and 85% FM score gain with 5 clusters using
spectra clustering shown in Figure 5. The VM score is the
weighted score of the HS and CS score same as the harmonic
mean of HS and CS that describes the similarity of data in
a cluster and by summing up this score of each cluster cal-
culate weighted average score all of the clusters. The highest
VM score of 82% achieved with 5 clusters that are created
by the K-means clustering model using the TF-IDF feature
extraction technique as shown in Figure 6. The clustering has
been done by using unsupervised machine learning models
in the proposed study. In this section, the results of K-means

FIGURE 6. VM score of K-means and spectral clustering models.

clustering and spectral clustering models are comparatively
discussed with several performance evaluations such as ARI,
HS, CS, VM and FM score. The results of K-means clustering
shown in Figure 4. The clusters of 2, 5, 7 and 9 are created by
using K-means clustering with TF-IDF features. When create
5 clusters then K-means show the highest results.

Table 6 presents the spectral clustering results. The highest
results achieved in 5 clusters that are 87% ARI, 84% of
HS, 84% of VM, and 89% of FM score. In the comparison
of K-means and spectral clustering, both show the highest
results with 5 number of clusters using the TF-IDF feature.
However, in both models the K-means clustering outperforms
then spectral clustering because of its similarity calculation
of the news articles based on its centroids that is 5 and K-
means, perform several numbers of iteration until the entire
news article categorized to its similar cluster.
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Table 7 presents the comparative results of used clustering
models such as Kmeans, Spectral and KMGC-Search. The
impact of the clustering algorithms are displayed and highest
results with KMGC-Search model is 0.96 of ARI, 0.92 of
HS, 0.94 of CS, 0.94 of VM, and 0.95 of FM score that
outperforms the kmeans and spectral clustering. The compar-
ative analyse of the proposed approach with previously used
technologies in literature shown in Table 8.

VI. CONCLUSION
The categorization of the news articles based on the clustering
algorithm with the TF-IDF feature extraction technique and
hyperparameter tuning makes the user get the desirable, valu-
able, and informative news. Now, the user does not feel the
hassle to spend a lot of time in search of specific news. In this
paper, the categorization of the news articles is proposed
based on K-means, Spectral and proposed KMGC-Search
clustering. To enhance the computational power and speed
of the training process, first, clean up the unnecessary data
from the news article text dataset using preprocessing. After
that, the TF-IDF feature extraction method is applied to get
more discernment features. Then these feature vector pass
to the K-means clustering as input features with the selec-
tive seeding method to create clusters of news and spectral
clustering by defining the specific number of clusters. In this
experiment, the news are categorize and classify efficiently
and to get better results with 2, 5, 7, and 9 number of clusters.
The K-means and spectral clustering both show the highest
results with 5 clusters that show the classification process
gives better results with the five categories. K-means shows
better results than spectral clustering and achieved ARI score
of 82%, HS score of 78%, CS score of 79%, VM score of
78%, and FM score of 85%. The canopy centeroid selection
and grid search hyperparameter optimization is used to pro-
posed the KMGC-Search clustering model by achieving the
highest results of 0.96% of ARI, 0.92% of HS, 0.94% of CS,
0.94% of VM and 0.95% of FM score. The deep learning
models can be used as a future directions.
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