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ABSTRACT This article primarily focuses on the performance evaluation of a newmethodology, imputation
by feature importance (IBFI), to serve its imputed dataset in further regression scenarios when dealing
with soil radon gas concentration (SRGC) time-series data. The time-series data have been collected
spanning over fourteen(14) months period, which included four seismic events, and have been used for
experimentation. The imputation by feature importance (IBFI) has been experimented and obtained results
are found more efficient in the imputation of missing patterns in investigated time series when compared
to traditionally used imputation methods viz. mean, median, mode, predictive mean matching (PMM), and
hot-deck imputation.The IBFI methodology has been used in a variety of settings, such as data missing not at
random (MNAR), missing completely at random (MCAR), and missing at random (MAR), with missingness
percentages ranging from 10% to 30%. In this study, the imputed datasets, 9 for each imputation method,
have been used further to predict the attribute of interest (radon concentration (RN)) keeping others as
independent attributes such as thoron, temperature, relative humidity, and pressure time series. Support vector
machine (SVM) with linear kernel has been used as a learning algorithm and its performance was evaluated
based on the fact that how efficient and unbiased values were imputed. Statistical performance evaluation
measures viz. root mean squared log error (RMSLE), root mean square error (RMSE), mean squared error
(MSE),andmean absolute percentage error (MAPE) have been calculated for the assessment of performance.
The findings of our study show that the IBFI imputed dataset has provided a better-fitted model. The model
generation and predictions upon IBFI imputed time series result in more accurate predictions when compared
to mean, median, mode, PMM, and hot-deck imputed time series. Furthermore, PMM and median imputed
time series also perform closer to the IBFI imputed time series.

INDEX TERMS Predictive mean matching, missingness, radon concentration, support vector machine,
imputation, IBFI.

I. INTRODUCTION
Radon gas 222Rn poses health threats to human health and
is an immediate decay product of radium 226Ra [1]. The
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presence of 226Ra is ubiquitous and found in trace amounts
in soils and rocks.222Rn, a noble gas, is transported from
its place of origin to the surface of the earth and its motion
is subjected to geological structures and meteorological fac-
tors. It reaches to surface of the earth and exhales within
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and outside the closed house environment. Along with the
characteristics of the building the exhaled radon creates high
levels of indoor radon concentrations [2]–[5]. It is found
in water, air, and soil, and it concentrates in the environ-
ment and buildings in a variety of ways based on numerous
geological, chemical, climatic, and other temporally variable
elements [2], [3], [6]–[13]. Despite the carcinogenic nature
of radon, it has many useful applications including its use as
a precursor to the earthquake [14]–[24].

For prediction and forecasting purposes, numerous stud-
ies have been carried out by employing different method-
ologies [25], [26]. Different geophysical and seismological
activities occur beneath the surface throughout the earth-
quake preparation phase. One of the precursors deep down
the earth is soil radon gas that is witnessed of anomalous
behavior before occurrences of several earthquakes.A vari-
ety of research has been conducted around the world in
this area, concentrating on earthquake prediction based on
anomalous radon gas behavior in the atmosphere, soil, and
water [25], [27]–[30]. Furthermore, meteorological variables
such as temperature, rainfall, and pressure, among others,
influence radon emission dynamics, with typical features per-
sisting for a period. In this regard, numerous studies had been
carried out by exploiting different computational intelligence
models to understand the correlation between soil radon gas
concentration and different meteorological parameters [11],
[31]–[33]. Radon and thoron time series are subject to non-
linear processes and extracting some meaningful information
from such series is not an easy task and needs the use of mod-
ern computational techniques. Detrended fluctuation anal-
ysis (DFA), detrended cross-correlation analysis (DCCA),
and multifractal detrended fluctuation analysis (MF-DFA) of
soil radon (222Rn) and thoron(220Rn) time series have been
used to find long-range correlations and characterization of
correlated data of more than one non-stationary time series
and to examine the scaling and multifractal features of radon
and thoron time series [29], [34].

Missing patterns in the time series data are often encoun-
tered by many researchers during their scientific experimen-
tations and result in unreliable predictions or modeling if
these missing patterns are not properly imputed. The correct
and unbiased imputations improve the performance of the
dataset for further analysis and experimentation. There occurs
a variety of circumstances that leads to the missingness of
data. This includes machine malfunctioning, human error,
routine maintenance, etc. [35]. The missingness of the data
can be classified according to the means through which it is
generated [37]. These missing data can be classified asMAR,
MCAR, and MNAR when, the missingness of a data point is
not related to other missing data but with the observed data,
the probability for the missingness is the same for all cases,
the hypothetical value determines if a data point is missing,
or the cause of missingness is related to the other features
in the data, respectively. To impute these missing values,
usually simple and straightforward methods are used which
include mean, median, mode, missing-indicator methods for

example, but results in severely biased estimates and makes
it inefficient for further analysis [36], [37]. In addition to
it, multiple imputation methods also exist which results in
more accurate imputation than other existing conventional
methods [38]–[41]. Moreover, a methodology was proposed,
imputation by feature importance (IBFI), which iteratively
imputes the missing patterns in the data by taking feature
importance to dynamically select the best attribute to impute
first [42]. The methodology can envelop any machine learn-
ing algorithm e.g. Random Forest, naïve Bayes as a base
learner method for imputation. Furthermore, to make it more
efficient, the learning models have been stored and utilized
those models in the subsequent iterations. The reusability
of the previously trained model reduces computation time.
The detailed understanding of imputation by feature impor-
tance (IBFI) is presented in the methodology section.

This study is the progressive stage of the previous work,
imputation by feature importance (IBFI), which had been
done for the reconstruction of missing patterns in soil radon
gas concentration (SRGC) data and has been published else-
where [42].As stated that the imputed values in a dataset play
an important role in further analyses and experimentation.
In this regard, the performance evaluation of imputation by
feature importance (IBFI), to serve its imputed dataset for
further regression scenarios is studied when predicting radon
concentration from other meteorological attributes. Imputa-
tion by feature importance (IBFI) is applied to reconstruct
the missing patterns in soil radon gas concentration (SRGC)
data at different missingness scenarios. Using the R pack-
age ‘‘mice’’ missing data was artificially introduced into
the dataset in different missingness scenarios across 10 to
30% [43]. In this paper, the imputed datasets (9 for each impu-
tation method) by IBFI are used further in the regression sce-
nario. For the prediction of radon concentration, the support
vector machine (SVM) with the linear kernel is employed as
a learning method. The accurate prediction of soil radon gas
concentration relies on the accuracy and unbiasedness of the
imputed patterns in the soil radon gas concentration (SRGC)
dataset. To evaluate the prediction model’s performance, the
mean absolute percentage error (MAPE), root mean square
error (RMSE), mean squared error (MSE) and mean squared
log error (RMSLE) are calculated.

II. MATERIAL AND METHODS
This section describes the statistical aspects of the soil radon
gas time-series dataset. Furthermore, detailed information
about the methodology is also provided in terms of missing
values introduction and their imputation by IBFI and other
imputation methods. The simulation plan for the prediction
of soil radon concentration is presented and its concrete
details are also provided. The working procedure of impu-
tation by feature importance(IBFI) for imputation of miss-
ing patterns is also discussed. The mathematical formulation
of the performance metrics used in this study is also
provided.
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FIGURE 1. The observed soil radon concentration time series data with four earthquakes (Seismic Activities).

A. DATA DESCRIPTION
On the fault line near Muzaffarabad, a city in the Pakistani
part of Kashmir, the soil radon gas time series was
obtained.To record continuous measurements of radon,
thoron, temperature, humidity, and pressure, a humidity-
insensitive radon and thoron monitor (SARAD RTM 1688-2,
Nuclear Instruments, Germany) had been used at the latitude
and longitude of 34.39621 and 73.47347 respectively. For
more than 1 year, data is recorded at the interval of 40minutes
and results in 36 samples every 24 hours. Moreover, the
resulting data and additional details of instrumentation are
reported elsewhere [25], [26], [28]. respectively. The stud-
ied data consists of 15692 radon valid observations along
with other attributes such as thoron (Bq/m3), temperature
(0C), relative humidity, and pressure(mbar) ranging from
1st of March 2017 till 11th of May 2018. During the study
period, four earthquakes occurred, presented in Figure 1 as
black bubbles (21 and 23 March 2017, 27 August 2017,
and 23 September 2017). Different statistical measures are
calculated for radon concentration (see Figure 2) and other
independent features (thoron, temperature, relative humidity,
and pressure) (see Table 1). Considering observed radon con-
centration, the whole period has a minimum concentration of
13743 Bq/m3, maximum concentration 28085 Bq/m3, mean
concentration 21364 Bq/m3, and median of 21569Bq/m3.
Moreover, from the statistics shown in Figure 1, the p-value
of <0.005 calculated from the Anderson-Darling normality
test [44] indicates that there is enough evidence to say that
the series is not normally distributed. The detailed statisti-
cal summary of other independent attributes such as thoron,
temperature, relative humidity, and pressure are presented
in Table 1. During the study period, the thoron time series
data have a maximum concentration of 16182Bq/m3, min-
imum of 1495Bq/m3 when there was no seismic activity

FIGURE 2. Summary of the statistics calculated from soil radon
concentration (Bq/m3) time-series data.

observed. On the other hand, during the time of seismic
activities, the minimum and maximum observed thoron con-
centrations were 1677 Bq/m3 and 3734 Bq/m3 respectively.
Moreover, the deviation from the mean for temperature, rel-
ative humidity, and pressure are higher with the values of
8.097, 13.196 and 4.93 respectively considering normal time
series data was observed whereas lower values of standard
deviation are observed for seismic activity data except for
thoron.

B. PROPOSED SIMULATION AND ANALYSIS PLAN
The complete simulation and analysis plan for the current
investigation is shown in Figure 4. To assess the efficiency of
imputation methods regarding howmuch its imputed datasets
perform in further analyses, the current study utilizes the
imputed datasets by IBFI, mean, median, mode, PMM, and
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TABLE 1. Statistical measures calculated from thoron, temperature, relative humidity, and pressure time-series data.

FIGURE 3. Missing values introduction and its imputation by different
imputation methods.

hot-deck imputation methods in different missingness sce-
narios as shown in Figure 3. For this work, the imputed
datasets (9 for each imputation method) are used further to
predict the soil radon gas concentration from other indepen-
dent attributes. For experimentation, presented in Figure 4,
the imputed dataset is divided into two parts i.e. non-seismic
activity data (NSAD) and seismic activity data (SAD). Non-
seismic activity data consists of those samples when no
earthquake was reported whilst seismic activity data (SAD)
consists of samples when there was an earthquake. Because of
the unusual behavior of radon before and after the earthquake,
research studies have been conducted in the past to identify
a certain range of window sizes to predict radon concentra-
tion. [25], [32], [45]–[48]. In this paper, the data is partitioned
by keeping the window size of 5, which is 5 days before and
after the seismic activity or an earthquake. We tested with
two distinct settings, setting 1 and setting 2, to predict the
radon concentration during different seismic events, as shown
in figure 4. As stated above, the experimented data contains
four seismic activities which occur during the data recording
period. Setting 1 incorporates seismic activity (SA) 1, 2,
and 4 with non-seismic activity data (NSAD) to produce a
training set, with seismic activity (SA) 3 serving as a test set to
assess the performance. In setting 2, seismic activity (SA) 1,
2, and 3 are merged with non-seismic activity data (NSAD) to
constitute the training set, with seismic activity (SA) 4 serv-
ing as a test set for performance evaluation. Furthermore, the
training set is subjected to a support vector machine (SVM)

with a linear kernel, yielding a machine learning model. The
test set is further passed to the fitted model and predicts the
radon concentration. To assess the performance of the fitted
model which is trained on different imputed datasets, the
different performance metrics are calculated such as RMSE,
RMSLE, MAPE, and MSE to estimate the error between
actual and predicted radon concentration.

C. IMPUTATION BY FEATURE IMPORTANCE (IBFI)
METHOD
Imputation by feature importance (IBFI) is an imputation
method that iteratively imputes missing patterns in data using
feature importance. It can envelop anymachine learning algo-
rithm as a base learning algorithm to imputemissing data. The
imputation process starts by first splitting the dataset into two
parts i.e. impure and pure data as shown in Figure 5. The pure
data (PD) consists of those samples from the whole dataset
where each sample has available values for all its attributes
or features whilst impure data (ID) is constituted by those
samples which have one or more values missing that need to
be imputed. IBFI provides decision-making on the response
variable to choose the best available predictor variables at
run-time, resulting in efficient machine learningmodel devel-
opment for missing data imputation. Suppose, we have dif-
ferent attributes in a dataset such as Atrr1,Atrr2, . . . ..,Atrrn.
In a machine learning context, if missing values occur in
Atrr1, the attributes Atrr2, . . . ..,Atrrn can be used to train
any machine learning model. Further, the trained model can
be used to forecast Atrr1 value. For the case discussed above,
it works efficiently but in the cases wheremore than one value
is missing in the samples and the attributes have strong depen-
dencies among each other, makes the task of the imputation
process more challenging. Consider we have 5 attributes in a
dataset such as Atrr1,Atrr2,Atrr3,Atrr4,Atrr5 and the miss-
ing values observed in the attributes Atrr1andAtrr5. On the
other hand, when predicting attributes of interest, we’ve dis-
covered that certain attributes have a high feature importance
when compared to other attributes such as Atrr1andAtrr5.
Moreover, Atrr1andAtrr5 have feature importance val-
ues in descending order of Atrr5,Atrr3,Atrr4,Atrr2 and
Atrr2,Atrr4,Atrr1,Atrr3 respectively. Conventionally, in the
scenarios where Atrr1 is missing, Atrr2,Atrr3,Atrr4,Atrr5 is
used to train a machine learning model and for Atrr5, the
attributes Atrr1,Atrr2,Atrr3,Atrr4 is used for training and
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FIGURE 4. Simulation plan of the study.

finally, these fitted models can be used to impute the values
in the samples where Atrr1andAtrr5 are missing. In this case,
we have only 3 attributes, Atrr2,Atrr3,Atrr4 for training.
To better impute the missing values for Atrr1andAtrr5 using
machine learning methods, the feature importance vectors
shows that Atrr5 is more important when predicting the value
of Atrr1, and Atrr2 is the important one when coming to
the prediction of the value of Atrr5. IBFI utilizes that fact
and decides to impute the value of Atrr5 at first after train-
ing from available attributes. Moreover, the imputed value
of Atrr5 is further used to predict the value of Atrr1. The
decision of selection of aviable predictor features for certain
response features at runtime makes IBFI better for imputing
missing patterns by enveloping anymachine learningmethod.
Imputation by feature importance (IBFI) is an imputation
method that iteratively imputes missing data using feature
importance. It can envelop any machine learning algorithm
as a base learning algorithm to impute missing data. The
imputation process starts by first splitting the dataset into two
parts i.e. impure and pure data as shown in Figure 5. The pure
data (PD) consists of those samples from the whole dataset
where each sample has available values for all its attributes
or features whilst impure data (ID) is constituted by those

samples which have one or more values missing that need
to be imputed. IBFI provides decision-making on the best
available predictor variables for different response variables
at run-time, resulting in efficient machine learning model
creation for missing data imputation. In IBFI, the feature
importance matrix (FIM) is responsible for the order in which
the missing features are imputed. The feature importance
matrix is constructed by computing the variable importance
for individual attributes in the dataset. This is done by tak-
ing each attribute as a response while others as predictors.
These feature importance values for individual attributes are
arranged in descending order. As presented in figure 5, the
IBFI process needs some termination criterion to stop the
imputation process, rejection threshold is selected. The rejec-
tion threshold determines the extent up to which the number
of missing values is imputed per sample in the impure dataset.
For the dataset having 5 attributes, the rejection threshold
of 2 means that the samples having more than 2 missing
values are discarded by the IBFI. Furthermore, by storing
the models that are fitted throughout successive iterations,
the IBFI methodology utilized these models in subsequent
iterations. Models are saved in memory in such a way that
if A1 is a dependent feature and F2 and F3 are independent
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FIGURE 5. Imputation by Feature Importance (IBFI).

features, the model is saved as Model123. In later iterations,
for example, missing at three features is decreased to missing
at two features, and A1 must be trained again using A2 and A3;
rather than training another model, the same modelModel123
will be used to impute the value for F1.

III. PERFORMANCE MEASURE
In this study, different commonly used performance metrics
are computed to analyze the effectiveness of the imputed
dataset in predicting radon concentration (RN). The error
between actual and predicted radon concentration is com-
puted viz. root mean square error (RMSE), root mean squared
log error (RMSLE), mean squared error (MSE) and mean
absolute percentage error (MAPE). The root mean square
error (RMSE) is a commonly used metric for the evaluation
of performance that has been applied to a variety of fields of
research where prediction models are of main concern [25],
[49], [50]. It is more susceptible to outliers since a consider-
able divergence between actual and anticipated values has a
significant impact on its value. The RMSE can be calculated
using the following formula:

RMSE =

√√√√ 1
V

V∑
n=1

(Xn − Yn)2

where V represents total number of samples (1)

Because the presence of an outlier might cause the error term
to go up while computing RMSE, RMSLE can scale down
the outliers and nullify their influence. The RMSLE may be
calculated using the following equation:

RMSLE =

√√√√ 1
V

V∑
n=1

(log(Xn + 1)− log(Yn + 1))2

where V represents total number of samples (2)

In the cases when the values are higher in number and have
an excessive effect of the large differences between predicted
and actual values, RMSLE is mostly used in these scenarios.
Moreover, the MAPE is also a frequently used performance
metric which is used to assess the accurateness of the predic-
tion model, computed from:

MAPE =
1
V

V∑
n=1

∣∣∣∣Yn − XnXn

∣∣∣∣ (3)

The average absolute percentage error is referred to as
MAPE. MAPE’s scale independence and ease of interpre-
tation are the two qualities that make it popular and help-
ful [51]. It has certain downsides in addition to its benefits,
such as undefined or endless values when the actual values
are zero or close to zero. Actual values with a magnitude
smaller than one resulted in a greater percentage value for the
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TABLE 2. The RMSE values for IBFI and other imputation methods (Mean, Median, Mode, PMM, and Hotdeck) for missingness of 10, 20, and 30% of type
MCAR, MNAR, and MAR imputed datasets for predicting radon concentration keeping Setting 1.

MAPE, whereas actual zero values resulted in infinite MAPE
values [52]. Furthermore, Mean Squared Error (MSE) is a
performance statistic that estimates the closeness of the pre-
dicted and actual values and is calculated using the following
formula:

MSE =
1
V

V∑
n=1

(Yn − Xn)2 (4)

More precisely, it’s the average square difference between
the actual and predicted value. The lower the MSE score, the
better the prediction model fits the data.

IV. RESULT AND DISCUSSION
When predicting the radon concentration (RN), the RMSE
statistics for all imputed datasets (10, 20, and 30% MCAR,
MNAR, and MAR) from methods such as IBFI, mean,
median, mode, PMM, and hot-deck imputation with setting
1 are shown in Table 2. The learning based on the IBFI
imputed datasets in MCAR, MNAR, and MAR-based miss-
ingness scenarios, the IBFI imputed dataset performs better
than other imputed datasets and results in minimum observed
RMSE value. For IBFI imputed dataset, the minimum RMSE
value of 1657.8 is observed for MCAR 30%, which is less
when compared to hot-deck imputation with the RMSE value
of 1863.3 in the same missingness scenario. In the case of
MNAR (10 to 30%), for IBFI imputed datasets, the RMSE
value observed is less than 1730 across all missingness per-
centages while PMM performs relatively closer to IBFI with
the maximum RMSE value of 1823. The highest RMSE
value of 2045.1 is observed in MNAR 30% for the hot-deck
imputed dataset. A similar pattern was observed for PMM
based imputed datasets in other missingness scenarios such as
MCAR 20,MNAR, andMAR 10 to 30%where the difference
of RMSE value from IBFI ranged from 21.6 to 123.2 which is
very less when compared to other imputed datasets. InMCAR
30%, the mean imputed dataset performs better in predicting
radon concentration (RN) with the least difference of RMSE
value from IBFI which is 20.1, when compared to other
methods, ranging from 61.3 to 251.2. From all the statistics
above, it is concluded that IBFI imputed dataset provides
more accurate imputations than other imputed datasets such
as mean, median, mode, PMM, and hot-deck having the least
RMSE values when compared.

The RMSE statistics for IBFI and other imputed datasets
such as mean, median, mode, PMM, and hot-deck in MCAR,

MNAR, and MAR 10 to 30% missing data for predict-
ing radon concentration (RN) from other environmental
attributes keeping setting 2 are presented in Table 3. The
IBFI based imputed dataset performs best among others for
training and results in a more accurate prediction of radon
concentration (RN) from the fact that its RMSE is very much
less when compared to mean, median, mode, PMM, and hot-
deck imputation datasets. In MCAR 10 to 30%, the minimum
and maximum RMSE values of 1141.1 and 1166.3 respec-
tively for IBFI imputation, which is less when compared to
other imputation methods such as hot-deck imputation with
the maximum RMSE value of 1454.1. A similar pattern is
observed in MNAR and MAR 10 to 30% datasets having the
least RMSE value compared to other imputed datasets. As far
as the other imputed datasets are of concern, in setting 2,
median and PMM based imputed datasets performs closer to
IBFI based imputed dataset. InMCAR 20, 30, andMAR 10%
based imputed datasets, PMM performs closer to the IBFI
imputed dataset with the difference of RMSE from IBFI of
47, 65.7, and 17.3 respectively. On the other hand, themedian
imputed dataset performs closer to IBFI with the difference
ranging from 65.5 to 120.4 for MCAR 20,30%, MNAR 10 to
30%, and MAR 20,30%. For the statistics discussed above
for setting 1 and setting 2, it is concluded that IBFI based
imputed dataset performs better than other imputed datasets.
In setting 1, PMM imputed dataset performs better than other
imputed datasets apart from IBFI imputed dataset. In setting
2, PMM and median-based imputed dataset perform very
closer to IBFI imputed dataset when predicting radon concen-
tration keeping other attributes as predictor attributes such as
thoron, temperature, relative humidity, and pressure. Figure 6
(a,b) show the results when the MSE statistic across the vari-
able radon concentration (RN) is normalized to the average
for MCAR, MNAR, and MAR 10 to 30 percent for setting
1 and 2. To better interpret the results from the analysis, MSE
statistics are decimally scaled. It can be observed in Figures
6a and 6b regarding setting1 and setting 2, IBFI imputed
dataset is superior for all the cases of MCAR, MNAR, and
MAR 10 to 30% of missingness. For IBFI based imputed
datasets in setting 1 and 2, the MSE value ranged from
0.291 to 0.308 and 0.132 to 0.137 respectively, which is
very less (decimal scaled) when compared to other imputed
datasets for the prediction of radon concentration (RN). For
setting 1, PMM performs very closer to IBFI in all degrees
of missingness with very little difference of MSE value when
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TABLE 3. The RMSE values for IBFI and other imputation methods (Mean, Median, Mode, PMM, and Hotdeck) for missingness of 10, 20, and 30% of type
MCAR, MNAR, and MAR imputed datasets for predicting radon concentration keeping Setting 2.

FIGURE 6. IBFI compared with other methods (mean, median, mode, PMM, Hotdeck) normalized to the average statistic for all
methods showing average MSE of 10%, 20%, and 30% for MCAR, MNAR, and MAR missingness keeping a) setting 1 and
b) setting 2.

compared to IBFI imputed dataset of 0.014, 0.03, and 0.027.
Moreover, in setting 2, median and pmm based imputed
datasets both perform closer to IBFI imputed datasets such
as for 10% of missingness in the average of MCAR, MNAR,
and MAR, there is a 10.61% increase in MSE value from
IBFI while in 20 and 30% of missingness, median performs
closer with the percentage increase of MSE value of 15.33%
and 17.65% respectively. A similar pattern was observed in
Tables 2 and 3 from which it is concluded that PMM and
median imputed dataset performs closer to IBFI imputed
dataset. Moreover, in all types and degrees of missingness,
IBFI imputed dataset performs better than other imputed
datasets by mean, median, mode, pmm, and hot-deck. Sim-
ilar performance statistics are observed in Figures 7 and 8.
In figure 7, the root mean squared log error is presented
which is calculated on average for setting 1 and setting 2 in
MCAR (black bubble), MNAR (blue bubble), and MAR
(red bubble) across the degree of 10 to 30% while figure 8
presents the average MAPE for setting 1 and setting 2 in
MCAR, MNAR and MAR scenarios across the same degree
of missingness. From Figure 7, it is further concluded that
IBFI imputed dataset provides the best fit for the prediction of
radon concentration (RN)with lower RMSLE for all the types
and degrees of missingness. However, PMM and median
imputed dataset performs closer to each other. In Figure 8,
the performance of the fitted model for the prediction of
radon concentration using different imputed datasets of IBFI,

FIGURE 7. IBFI compared with other methods (mean, median, mode,
PMM, Hotdeck) normalized to the average statistic for all methods
showing average RMSLE of 10%, 20%, and 30% for MCAR, MNAR, and
MAR missingness across setting 1 and 2.

mean, median, mode, PMM, and hot-deck is measured in
terms of MAPE which is the average value of all degrees of
missingness across setting 1 and setting 2. The IBFI imputed
dataset results in better prediction accuracy for the prediction
of radon concentration (RN) with the least MAPE value of
0.050 when compared to model fitting on other imputed
datasets. In the MCAR scenario, mean, median, and PMM
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FIGURE 8. IBFI compared with other methods (mean, median, mode,
PMM, Hotdeck) normalized to the average statistic for all methods
showing average MAPE of 10%, 20%, and 30% for MCAR, MNAR, and
MAR missingness across setting 1 and 2.

performs equivalent to each other while PMM and median
perform equals to each other in the MAR scenario with the
MAPE of 0.053.

A. COMPARISON WITH EXISTING LITERATURE
In this section, we have compared the simulation plan of
this study with other recent research work regarding soil
radon gas concentration data. The comparison is done by
comparing and contrasting the proposed methodology for
data preprocessing, data splitting for training and testing pur-
poses, and performance evaluation metrics. For the accurate
prediction of soil radon gas concentration data, a method-
ology named delegated regressor was proposed based on a
delegation framework [25]. Before training the models, the
original soil radon gas time series data was partitioned into
two subsets called seismic and non-seismic datasets. These
partitions were made by incorporating time windows. After
training the models using non-seismic data, the soil radon
gas concentration data from seismic data was predicted. The
testing results reveals that the delegated regressor methodol-
ogy achieves the least RMSE score when compared to other
prediction models. Furthermore, a methodology was pro-
posed by Mir et al. [27]classifies soil radon gas time series
data into seismic and non-seismic by employing stacking for
classification and an automatic anomaly indication tool as
a post-processing method. The predictions from first-level
learners along with class labels in the stacking framework
were further passed to the meta-classifier for training. For
test data, the classifications made by the second level learner
were passed to the automatic anomaly indication function to
classify the series into seismically active or in-active. The
automatic anomaly indication function calculates the per-
centage of indications for anomaly and classifies the com-
ing series into seismic when this indication percentage gets
equal to or higher than the threshold. In another study by
Tareen et al. [28], boxplots are employed to detect specific
patterns in the soil radon gas concentration time series data.

These patterns were observed in the time series because
of different geological activities before the occurrence of
earthquakes. Tareen et al. [26] experimented with different
computational intelligent techniques for analyzing anoma-
lous behavior in soil radon gas. This study concludes that
the anomaly in soil radon gas is mainly caused the noise and
seismic activity. In comparison to recent studies, this one
focuses primarily on the filling of missing patterns in soil
radon gas concentration time series data. The main objec-
tive of this paper is to experiment with a new methodol-
ogy, imputation by feature importance (IBFI), for serving its
imputed dataset in further experimentation of soil radon gas
concentration dataset. This paper concludes that IBFI based
imputed datasets could be better served for further regression
scenarios.

V. CONCLUSION
Missing patterns in the real-time series data often occur
due to several possible reasons as discussed above in dif-
ferent sections. Because missing values in the data can pro-
duce bias in the forecasting model, imputations of these
missing values in the data are critical for further analysis.
In this article i.e. imputation by feature importance (IBFI)
has been used against other imputation methods for serving
its imputed dataset for further prediction and forecasting
scenarios. To analyze the performance of these imputation
methods, this work has utilized the imputed datasets by IBFI
and other imputation methods. The imputation was done
by first introducing missing patterns in the data at different
missingness scenarios such as missing completely at random
(MCAR), missing not at random (MNAR), and missing at
random (MAR) across the missingness percentage of 10 to
30%. The missing data is reconstructed and it was concluded
that imputation by feature importance (IBFI) efficiently
imputed the missing patterns in soil radon gas concentra-
tion (SRGC) time-series data in all types and degrees of miss-
ingness. Furthermore, the imputed datasets from IBFI and
other imputation methods are used to forecast the radon con-
centration (RN) from other environmental attributes present
in the imputed dataset. These imputed datasets are 9 for
each imputation (3 for each missingness type) method with
a total sum of 54. The experimentation is carried out in
two different settings such as setting 1 and 2 which is the
effort to incorporate the different seismic activities for the
fitted model evaluation. Findings of the study show that IBFI
imputed dataset results in a better-fitted machine learning
model and predicts the radon concentration of the test set
with less error when compared to the fitted model with other
imputed datasets of mean, median, mode, PMM, and hot-
deck. Moreover, PMM imputed dataset performs closer to
IBFI in setting 1whilemedian and PMMperforms very closer
to IBFI imputed dataset in setting 2. The performance of the
IBFI imputed dataset is based upon the ability of IBFI to
choose the best predictor variable for different response vari-
ables for the better and unbiased reconstruction of missing
patterns.
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