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ABSTRACT The aeronautical networks attract the attention of both industry and academia since Internet
access during flights turns to the crucial demand from luxury with the evolving technology. This In-Flight
Connectivity (IFC) necessity is currently dominated by the satellite connectivity and Air-to-Ground (A2G)
network solutions. However, the high installation/equipment cost and latency of the satellite connectivity
reduce its efficiency. The A2G networks are utilized through the 4G/5G ground stations deployed on
terrestrial areas to solve these satellites’ problems. This terrestrial deployment reduces the coverage area of
A2G networks, especially for remote flights over the ocean. The Aeronautical Ad-hoc Networks (AANETs)
are designed to provide IFC while solving the primary defects of dominating solutions. The AANET is
an entirely novel solution under the vehicular networks since it consists of aircraft with ultra-dynamic and
unstructured characteristics. These characteristics separate it from the less dynamic FlyingAd-HocNetworks
(FANETs). Therefore, the environmental and mobility effects cause specific challenges for AANETs. This
article presents a holistic review of these open AANET challenges by investigating them in data link,
network, and transport layers. Before giving the details of these challenges, this article explores the state-of-
the-art literature about satellite and A2G networks for IFC. We then give our specific interest to the AANET
by investigating its particular characteristics and open research challenges. The main starting point of this
study is that there is a lack of compact research on this exciting topic, although IFC is an inevitable need
for the aeronautical industry. Also, the AANET could be underlined by giving all state-of-the-art about the
dominating IFC solutions. Therefore, this is the first work exploring the state-of-the-art for all the existing
aeronautical networking technologies under a single comprehensive survey by deeply analyzing specific
characteristics and open research challenges of AANETs. Additionally, the AANET is a novel topic and
should be separately investigated from the FANETs as given in current literature.

INDEX TERMS Aeronautical networks, in-flight connectivity, aeronautical ad-hoc networks, air-to-ground
networks, satellite connectivity.

I. INTRODUCTION
The number of passengers using aircraft increases gradu-
ally over the following years. International Air Transport
Association estimates that there will be 8.2 billion aircraft
passengers in 2037 [1]. With the increase in the number
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of passengers, significant changes in their needs have been
made. The passengers want to connect to the Internet without
interruption regardless of their location and time [2]. Accord-
ingly, passengers want to reach real-time Internet browsing,
text messaging, live television, online gaming, and e-mailing
during a flight [3]. This situation shows that IFC becomes
an essential requirement for passengers during a flight. More
specifically, IFC is a critical selection criteria for roughly
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FIGURE 1. Aeronautical network types for IFC.

54% of passengers, and they agree to pay extra fees for this
service [4]. Also, approximately 75% of passengers are ready
to change the airline to get faster and uninterrupted Internet
access, while 20% have changed the airline they use [5].
As a result, recently, IFC became a critical income source for
the airlines [6], [7]. According to a market report released
in 2016, the total revenue obtained from IFC is expected to
increase from $700 million in 2015 to nearly $5.4 billion by
2025 with a 23% Compound Annual Growth Rate (CAGR)
over the ten years [8]. The number of aircraft that provide
this service needs to increase to enable this income. Also,
the number of commercial flights is expected to grow from
5300 in 2015 to 23100 in 2025 [9]. More generally, it is
expected that IFC will create 130$ billion global markets up
to 2035 [10].

Technological advances have made IFC an essential part
of the aviation domain. The key figures in the previous para-
graph show the importance and popularity of IFC in aviation.
This evolving interest leads to more funding and research in
IFC by taking the industry and academia’s attention. As a
result, many publications, products, and projects are in the lit-
erature to provide and develop different IFC solutions. Since
these solutions and technologies in IFC are not collected
under a single study, it takes effort and time to examine them.
This situation motivates us to review existing IFC approaches
and fill the gaps.

A. SCOPE OF SURVEY
As mentioned, the aeronautical networks and IFC attract
the attention of both industry and academia. Accordingly,
significant investments and new technologies have come into
the aeronautical networking area to enable IFC opportunities
in the last years [11]. One of the critical agencies in aero-
nautical communications is the International Civil Aviation
Organization (ICAO), which works to increase the capacity
of the global civil aviation system with improved efficiency
and safety [12]. More specifically, the ICAO also supports the

IFC evolutions by utilizing 5G-based A2G network systems.
The other leading organizations in the aeronautical domain
are the European Organisation for Safety of Air Navigation
(EUROCONTROL) for Europe and Federal Aviation Admin-
istration (FAA) for the United States. The standardization of
aeronautical radio access technologies is included in the aims
of EUROCONTROL, and FAA [13], [14]. These key players
divide the aeronautical networks into three categories of satel-
lite connectivity, A2G network, and AANETs as shown in
Fig. 1. This survey follows this classification to study existing
works in aeronautical networks.

Satellite communication is the oldest method for IFC, and
it is also used for aviation control services, which ensure
the safety of aircraft [27]. Although the coverage area of
the satellite communication is large, the delay and high cost
become the main problems for Internet access during the
flight. Many ground stations specialized in aeronautical com-
munication are used to provide cellular network service and
solve the problems observed in satellite communication.With
this A2G network, airplanes can connect to base stations
placed in the ground and provide Internet access to their users.
However, the ground base implementation of base stations
causes coverage issues during remote flights.

To solve the problems of the satellite and A2G networks,
by establishing connections between the aircrafts, a tempo-
rary air network has been proposed as a new effective tech-
nique called AANET. The AANET operates on the principle
that one aircraft receives packets from another connected
aircraft and routes them to a destination. Due to this ultra-
dynamic architecture, the AANET is different from other
FANETs under the vehicular networks. More specifically,
the AANET experiences distinct challenges in data link,
network, and transport layers due to its specific topology
and challenges. Correspondingly, in this survey, we give our
particular interest to the AANET by explaining its topology,
challenges, and open research based on these layers. How-
ever, before these, we first investigate the state-of-the-art for
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the satellite and A2G networks in the IFC. By exploring these
aeronautical network technologies, we can highlight the role
of AANET in IFC.

1) RELATED WORKS
In literature, various surveys and tutorials are investigating
the FANETs concept. A comprehensive study by examining
the architecture, the constraints, the mobility models, the
routing techniques, and the simulation tools for FANETs are
presented in [15]. Similarly, another comprehensive survey
for the classification and taxonomy of the position-based
routing protocols for FANETs is given in [16]. The gen-
eral concept, design challenges, and open research issues
of the FANETs are investigated in [17]. This work also
compares the FANETs with other ad-hoc concepts in liter-
ature. The applications of reinforcement learning algorithms
to the FANETs under different scenarios are given in [18].
These scenarios include routing protocols, flight trajectory
selection, relaying, and charging. Additionally, the mobil-
ity models, routing protocols, classification, communication,
and application models of the FANETs are surveyed in [19].
The survey investigating the concepts, architecture, appli-
cations, routing, simulators, and challenges of the FANETs
is also given in [20]. Different from the above-explained
works, the existing MAC protocols for FANETs are analyzed
in [21]. This work investigates and compares the design
issues, operational principles, advantages, and limitations of
the current MAC protocols for FANETs. The objectives,
challenges, routing metrics, characteristics, open issues, and
performance measures of FANETs are comprehensively
investigated in [22]. This work analyzes highly dynamic fly-
ing nodes’ link disconnection and energy consumption prob-
lems. The above survey and tutorials explore the FANETs
instead of the AANET concept. FANETs consist of less
mobile, and low flying nodes compared to the AANETs [23].
These properties make the FANETs less dynamic and
unstructured different from aircraft characteristics. Accord-
ingly, the routing concepts, mobility models, and link-layer
protocols are different from the AANET. Therefore, the
AANET is a novel concept under the vehicular ad-hoc net-
works, and at that point, it should be separately considered
from the FANETs.

In literature, some works are surveying AANET’s spe-
cific characteristics. The particular interest is given to the
AANETs by investigating design characteristics, architec-
tures, routing protocols, and security aspects under the smart
city scenario in [24]. Different AANET routing protocols
are evaluated with supporting simulation results in [25].
Additionally, although the AANET concept is extensively
explained in [26], it only considers the general characteris-
tics of AANET without giving details of other existing IFC
solutions.

We believe that there is a need for a comprehensive sur-
vey of IFC considering all existing aeronautical networking
methodologies. Therefore, we can underline the need for
AANETs to readers by explaining aeronautical networking

methodologies’ problems in the literature. Our main aim is to
analyze all the aeronautical networking concepts in detail to
enable IFC. According to our investigations, this is the first
work to investigate all aeronautical networking methodolo-
gies under one comprehensive survey.

B. CONTRIBUTIONS
As explained in the above section, we analyze the leading
aeronautical networking solutions for satisfying IFC require-
ments in this survey. We start this analysis by investigating
satellite and A2G networks. We examine essential satellite
and A2G-based solutions during this investigation by explor-
ing their advantages and challenges for the IFC domain with
their technical details. We then focus on the AANET concept
by explaining its topological details, specific challenges, and
open research problems. More specifically, we can summa-
rize the main contributions of this survey as follows:

• Study of aeronautical networks for IFC: This is the first
work collecting all the aeronautical networking types
under one comprehensive survey.

• Identify the satellite and A2G networks by taking advan-
tage of the stat-of-the-art literature:Weexplore themain
contributions and defects of satellite and A2G network
concepts by analyzing their state-of-the-art literature for
IFC.

• Exhaustive analysis of AANET technology:We give our
specific interest to theAANETby investigating its topol-
ogy, specific challenges, and open research areas in a
layered manner.

• Discuss open research challenges about AANET: This
is the first work identifying AANET specific charac-
teristics, and open research challenges Other works in
literature only analyze the topological and technical
details of AANETs without investigating their specific
characteristics and challenges in a layered aspect.

• Present a holistic layered review on open research chal-
lenges: We divide open research problems of AANET
into layers as data link, network, and transport. Accord-
ingly, we can focus on specific research challenges
according to the layer they belong to.

C. ORGANIZATION
The rest of the survey is organized as follows: Section 2 will
explain two leading aeronautical network technologies as
satellite connectivity and A2G networks by giving their tech-
nical background and leading solutions to enable IFC. This
section also investigates the satellite-to-air and air-to-ground
links. After these, we start to focus on AANET in Section 3,
and we first examine the effects of environment and mobil-
ity on AANET. The open research challenges for AANETs
are analyzed in Section 4 according to a layered concept.
Accordingly, we investigate these challenges for the data
link, network, and transport layers. In Section 5, we give our
future directions. Here, we provide the lessons learned from
this article by underlining the remaining challenges and our
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FIGURE 2. Organization chart of survey.

recommendations to overcome them. Finally, we finalize our
article by concluding our paper in Section 6.

The detailed organization chart of the survey is also illus-
trated in Fig. 2.

II. AERONAUTICAL NETWORK TECHNOLOGIES BEFORE
THE AANET
This section will investigate the two leading aeronautical
network technologies: Satellite Connectivity and A2G Net-
work. These aeronautical network technologies exist before
the AANET to enable IFC. This section will briefly analyze
the advantages and problems of these technologies to show
their differences from the AANETs.

A. SATELLITE CONNECTIVITY
Satellite connectivity is the first andmost widely usedmethod
to enable IFC [28], [29]. The external antenna at the top of
the aircraft sends broadband signals to the satellite in satellite
connectivity. The satellite transfers these received signals to
the ground station after the amplification. The ground station
enables data exchange with the Internet, sending signals back

to the satellite. Finally, the satellite transfers the data to
aircraft through the external antenna again [30]. These proce-
dures to enable IFC are executed through three main types of
earth orbit satellites: Low Earth Orbit (LEO), Medium Earth
Orbit (MEO), and Geostationary Earth Orbit (GEO).

1) Low Earth Orbit (LEO): The LEO satellites are located
500-2000 km above ground level. This altitude reduces
the latency of LEO satellites, and the Round-Trip-Time
(RTT) becomes roughly 30 ms. One of the most com-
mon types of LEO satellites is the Iridium System that
consists of 66 LEO satellites to enable voice and data
services. Each satellite can support satellite-to-satellite,
satellite-to-gateway, and satellite-to-subscriber links,
as illustrated in Fig. 3 [31], [32]. Also, the Iridium
System includes twomain channels as system overhead
(ring alert, broadcast, acquisition, and synchronization
channels) and bearer service (traffic and messaging
channels) [33].

2) Medium Earth Orbit (MEO): The MEO satellites
are located in the 5000-20000 km range above the
ground level. For this reason, the delay of the MEO
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FIGURE 3. Overview of satellite systems.

TABLE 1. Comparison of LEO, MEO, and GEO satellites [37]–[39].

satellites (100 ms RTT) is higher than the LEO satel-
lites, as shown in Table 1. Also, the coverage of
the MEO satellites is higher than the LEO satellites
because of their high proximity deployment to ground
level. One of the common examples of MEO satellites
is the Intermediate Circular Orbit (ICO) system, which
consists of 12 active satellites. The ICO can execute
voice and data transfers based on the Time Division
Multiple Access (TDMA) technology [34].

3) Geostationary Earth Orbit (GEO): The GEO satellites
are deployed 36000 km above ground level. This
deployment increases the delay of GEO satellites
(250 ms RTT) while reducing the throughput of the
GEO satellites compared to the LEO satellites [35].
One of the common types of the GEO satellites is
the International Maritime Satellite (Inmarsat) system,
as illustrated in Fig. 3b. The Inmarsat operates 10 GEO
satellites to enable voice and data services to the
ground, sea, and air systems. There are three cen-
tral Inmarsat systems: Inmarsat-2, Inmarsat-3, and
Inmarsat-4. More specifically, the Inmarsat-3 and
Inmarsat-4 work in the ranges 1525-1559 MHz paired
with 1626.5-1660.5 MHz [36]. Moreover, we have
many LEO and MEO satellites compared to the GEO.
For this reason, we observe an increased number of
handovers as shown in Table 1.

The above-explained satellite types are utilized to enable
the IFC, and the important satellite-based IFC solutions could
be listed as follows:

1) Connexion-by-Boeing: The Connexion-by-Boeing
operates in the 14-14.5 GHz frequency band for the
mobile platform-to-space links and 11.2 to 12.75 GHz
band for the space-to-mobile platform links [40]. These
connections achieve 20 Mbit/s and 1 Mbit/s data rates
per plane for the downlink and uplink, respectively.

2) SwiftBroadband: It is proposed by the Inmarsat, and the
higher bandwidth efficiency of Inmarsat-4 increases
the efficiency of SwiftBroadband. The SwiftBroadband
allows simultaneous voice and data communication
with four simultaneous channels up to 432 kbps for
each aircraft [41], [42].

3) Broadband Global Area Network (B-GAN): It enables
Internet connectivity by using three Inmarsat-4 satel-
lites that operate the 1626.5-1660.5 MHz frequency
range for the uplink and 1525.0-1559.0MHz for down-
link [43]. The data rates for these down- and up-links
are roughly 492 kbit/s per plane. Also, the B-GAN can
carry out voice calls and data applications simultane-
ously.

4) Starlink: The more recent satellite solution was devel-
oped by the United States Company SpaceX based on
LEO [44]. The Starlink is aimed to deploy in three
layers with thousands of small LEO satellites. Also,
Starlink aims to extend broadband Internet access by
enabling an integrated satellite-terrestrial network due
to the ground station combination. The stations on the
ground exist in two primary forms. Here, the first one
is the user access point, while another is related to the
operation-control-maintenance access points.

5) OneWeb: The OneWeb is another recent LEO
satellite-based solution aiming to enable high-speed
Internet and telephony to passengers during a
flight. The initial constellation of OneWeb consists
of 720 satellites in 18 circular orbital planes at
1,200 km altitude [45]. There are four main links
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in OneWeb: gateway-to-satellite, satellite-to-gateway,
user terminal-to-satellite, and satellite-to-user terminal.
The OneWeb utilized the 10.7-12.7 GHz band for the
satellite-to-user terminal links and the 14-14.5 GHz
band for the user terminal-to-satellite traffic. Addi-
tionally, the 27.5-20.0 GHz bands are used for the
gateway-to-satellite links. The satellite-to-gateway
traffic generally uses the 17.8-20.2 GHz frequency
ranges [46].

In addition to the above-explained three main solutions, dif-
ferent projects and companies propose various techniques for
the satellite connectivity domain: OnAir, Row 44, ABATE,
eXConnect, and GoGo technologies [47]–[49].

1) OVERVIEW OF SATELLITE-TO-AIR LINKS
The above-explained satellite-based solutions utilize the
satellite-to-air links to enable IFC. More specifically, the
main aim of the satellite-to-air links is to allow communica-
tion and data exchange between satellites and aircraft. The
transmission method for these links could be selected as
Radio Frequency (RF) or optical communication. The main
characteristics of these could be listed as follows:

1) RF Communications: The RF is a subset of the elec-
tromagnetic spectrum and to execute various aims,
it includes different bands: Very Low Frequency (VLF)
(3 kHz-30 kHz), Low Frequency (LF) (30 kHz-
300 kHz), Medium Frequency (MF) (300 kHz-3MHz),
High Frequency (HF) (3 MHz-30 MHz), Very High
Frequency (VHF) (30 MHz-300 MHz), Ultra High
Frequency (UHF) (300 MHz-3 GHz), Super High Fre-
quency (SHF) (3 GHz-30 GHz), and Extremely High
Frequency (EHF) (30 GHz-300 GHz). The different
satellites can use these frequency bands according to
their main aim. The satellites could use the VHF,
UHF, and SHF bands among the RF frequency bands.
The frequencies of the VHF and UHF bands used
by the satellites and usage purposes are summarized
in Table 2. The higher throughput is provided with
the increasing frequency range and reduced antenna
size in these bands. For this reason, the current satel-
lite solutions are generally based on higher frequency
bands. The higher frequency bands generally enable
70 to 100 Mbps and 2.5 to 30 Mbps data rates to the
aircraft and from the aircraft, respectively [50], [51].
However, the high-frequency bands can suffer from the
atmospheric attenuation, and free space path loss risk
as shown in Table 3 [52].

2) Optical Communication: The optical links could also
be used for satellite-to-aircraft communications based
on the Line-of-Sight (LOS) concept [55]. The data rate
of optical communication is higher due to the reduced
antenna size and power, as shown in Table 3 [56]. For
this reason, the optical links provide more efficient per-
formance than RF-based communications. Addition-
ally, the optical links could be used for the backbone
connections between the aircraft and ground station due

TABLE 2. VHF and UHF bands utilization for satellites [53], [54].

TABLE 3. Comparison of RF and optical communication [60], [61].

to the slow acquisition time [57]. However, the opti-
cal links could be affected by the atmospheric effects
(absorption, scattering, turbulence, noise, and space
loss). This situation can increase the error probability
by reducing the received signal quality and link perfor-
mance [58], [59].

As explained above, the literature includes many IFC solu-
tions utilizing different frequency bands, satellite systems,
and satellite-to-air links. However, the long transmission path
and high latency could be listed as the primary defects of these
satellite-based solutions. Additionally, the higher installation
and equipment costs reduce the efficiency of satellite-based
systems. The A2G network is proposed as a new IFC method
to solve these challenges. In the following subsection, we will
give the details of the A2G network by investigating the
crucial studies in the literature.

B. AIR-TO-GROUND (A2G) NETWORK
This section will investigate the A2G network by evaluating
its main advantages and challenges during IFC. The A2G net-
work takes advantage of the cellular communication model
for providing IFC [62]. The specialized ground stations are
deployed on the terrestrial areas to utilize mobile telecom-
munication services and cellular communication. Then, the
direct A2G link is established between the aircraft and the
closest ground-based cellular station to enable broadband
Internet Protocol (IP) connectivity. One or two small anten-
nas should be existed below the fuselage to create these
A2G links [63]. After these, the ground station should be
determined for connection establishment. Here, the ground
stations can send advertisement messages to show their exis-
tence, and each aircraft receives advertisements from dif-
ferent ground stations. The aircrafts update their Reachable
Ground Station Set table using the accepted advertisements.
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In this table, each entry consists of the ground station iden-
tifier, advertised prefix, and current minimum hop count to
the corresponding ground station parameters [64]. According
to this table, the aircraft can select the topologically closest
ground station for connectivity. All of the aircrafts connected
to the same ground station share the offered capacity of it,
and this situation limits the available spectrum, which is one
of the main drawbacks for the A2G connectivity as shown in
Table 8.

The ground stations in the A2G network could be designed
based on the Long Term Evolution (LTE) technology to
enable IFC through the A2G concept. The A2G LTE can pro-
vide speeds up to 75 Mb/s from the ground station to aircraft
and 25 Mb/s from aircraft to ground stations at the 100 km
distance and 1200 km/h velocity using 2×15MHz Frequency
Division Duplex (FDD). The A2G LTE requires dedicated
infrastructure and frequency decoupled from the terrestrial
cellular networks. Similarly, the direct A2G link could be
established between the aircraft and ground station based on
the Time Division LTE (TD-LTE) on VHF band [65]. This
deployment obtains 27 Mbps as a maximum downlink speed
for the 430 km/h aircraft velocity.

Current LTE technology utilizes beamforming antenna
systems. However, the third dimension is required for aero-
nautical communications through the A2G networks due to
they need LOS connectivity. On the other hand, the current
antenna technology of the LTE base stations does not satisfy
the specific requirements of the aeronautical networks [66].
More specifically, the existing cellular networks could not be
sufficient for A2G communications due to the high amount
of interference, Doppler shift, handover number, and chan-
nel impairments [67]. To solve these problems, the multiple
antenna beams are directed to different aerial locations to
serve aircraft in [68]. Also, a multi-user beamforming is a
methodology to increase the spectrum utilization by creat-
ing a separate beam for each aircraft [69]. The multi-user
beamforming is also supported by Space Division Multiple
Access (SDMA), which can execute simultaneous transmis-
sion to spatially separated aircraft. Therefore, the available
bandwidth in a single beam could be reused.

Additionally, one of the most significant projects in the
area of the A2G network is the ICARO-EU. This project aims
to cover the whole airspace with 4G/5G networks through
the A2G links to provide efficient and reliable IFC [70]–[72].
They also utilize the Licensed Assisted Access (LAA) in
addition to the 4G. Accordingly, the control and signaling
information could be transferred through the licensed spec-
trum while sending the user data via the unlicensed spectrum.
The efficiency of 4G LTE and 5G standards are compared
under this project. The large bandwidth and antenna arrays of
5G with the beamforming capability increase the A2G capac-
ity with reduced interference [73]. The large antenna arrays
can ease the path losses in low wavelengths of mmWave.
More specifically, 2.5 dB Signal to Interference plus Noise
Ratio (SINR) is guaranteed for 4G, while it is observed as
17.5 dB for 5G technology. Similar to the ICARO-EU, the

Next Generation Mobile Network (NGMN) Alliance sup-
ports using 5G technology to enable IFC through A2G net-
works. The NGMN achieves the user-experienced data rate
of 15 Mbps per user for downlink and 7.5 Mbps per user for
uplink with 10 ms end-to-end latency as shown in Table 4.

TABLE 4. A2G connectivity requirements based on 5G technology [74].

One of the most prominent A2G solutions is also pro-
posed by GoGo, which enables 2 MHz bandwidth for uplink
and 850 MHz for downlink based on the 3G Code Division
Multiple Access Evolution-Data Optimized standard [75].
The land-based ground structure, fuselage-mounted aircraft
antenna technology, and in-cabin Wireless Fidelity (WiFi)
network are the three main characteristics of the GoGo A2G
network [76]. The GoGowith these characteristics can enable
capacity up to 3 Mb/s. As an improvement, the ATG-4 is
proposed, which allows 9.8 Mb/s peak data speeds by uti-
lizing four antennas that can establish a connection with
multiple ground stations simultaneously. Moreover, to cre-
ate a high-quality link, the connection distance between the
aircraft and ground station is approximately 225 nautical
miles according to work in [77]. Similarly, the maximum
A2G communication distances for the airplane at the 12 km
altitude could be taken 428 km, 411 km, and 402 km for the
100 m, 30 m, and 10 m ground station height values [78].
Also, the minimum antenna gain for 100 km A2G distance
is defined as 35.41 dB for 40 dBm transmission power and
3.4-3.8 GHz frequency band [78]. In addition to these, the
Electronic Communications Commitee (ECC) proposes two
frequency bands as 5855-5875 MHz and 1900-1920 MHz for
A2G communications as summarized in Table 5.

1) OVERVIEW OF AIR-TO-GROUND LINKS
Communication is a necessary condition to allow a safe and
orderly flow of air traffic [82]. The management of air traffic
and airspace could be enabled as a result of cooperation
with the airborne and ground-based functions [83]. The A2G
network is first used for operational purposes before the
above-explained IFC requirement. With the communication
links provided through the A2G structure, the aircraft can
access and share business and flight-related data in real-time.
To achieve these aims, the A2G communication is firstly exe-
cuted as voice communication by using the Double Sideband
and Amplitude Modulation (DSB-AM), which is deployed
in the VHF band between 118 and 137 MHz [84]. The
DSB-AM enables reliable communication between the air-
craft and ground station. However, the limitations onmessage
size, costly transmission, and interfacing with ground-based
networks reduce its efficiency with the growing air traffic.
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TABLE 5. Main ground station parameters for 5855-5875 MHz and 1900-1920 MHz frequency bands [79]–[81].

To solve this problem, the VHF Data Link (VDL) is utilized
through the VHF band for data transmission. Data commu-
nication is more bandwidth-efficient with fewer errors com-
pared to voice communication. Therefore, the A2G links are
changed with the growing technology and needs as follows:

• High Frequency (HF) and Very High Frequency (VHF)
Links: The HF and VHF links could be used for the
aeronautical voice communications based on the Sin-
gle Side-Band Amplitude Modulation (SSB-AM) and
DSB-AM technologies. The HF links operate between
the 3 to 30 MHz bands. These HF links could be utilized
for long-range communications, and accordingly, the
signals could be reflected by the ionosphere. Unlike, the
VHF links work between the 30-300 MHz transmission
range. The frequency ranges 108-118 MHz and 118-137
MHz are used for radio navigation and communication.
Also, the ionosphere and other obstacles do not reflect
its signal.

• VHF Data Link (VDL) and VHF Data Link Mode 2
(VDL-2): The inefficiency of the voice communications
and saturation of VHF link constitute the main reasons
for the generation of VDL [85]. The VDL refers to
digital communications on the VHF band. To increase
the speed of VDL data communication, the VDL-2 is
proposed by utilizing Carrier Sense Multiple Access
(CSMA) with 31.5 kbit/s link capacity [86]. The four
VHF channels are reserved for data communications
as 136.90, 136.925, 136.950, and 136.975 MHz [87].
Also, due to the LOS characteristics of these channels,
the handover procedure should be executed between the
ground base stations. However, the VHF saturation, lack
of available spectrum, and limitations of analog radio
lead to a suggestion of new data link technology called
L-band Digital Aeronautical Communication System
(L-DACS) [88].

• L-DACS: To satisfy the demands of the future
aeronautical traffic growth, the L-DACS enables high
performance with more efficient bandwidth utilization
compared to the terrestrial aeronautical data links [89].
The L-DACS offers a 200-275 kbps capacity by operat-
ing L-band (960-1164 MHz). Additionally, the EURO-
CONTROL and FAA developed two radio access tech-
nologies based on L-DACS as follows:

– L-DACS 1: L-DACS 1 enables the transmission of
both voice and data with the 270 kbit/s on the return
link and 310 kbit/s on the forward link based on

TABLE 6. Differences of L-DACS 1 and L-DACS 2 [93], [94].

the Orthogonal Frequency Division Multiplexing-
Frequency Division Duplex (OFDM-FDD). More
specifically, the Orthogonal Frequency Division
Multiple Access (OFDMA) and TDMA are used
by the RL. On the other hand, the Orthogonal
Frequency Division Multiplexing (OFDM) is uti-
lized by the FL [90]. The information of the
ground station and the mobile terminal is trans-
mitted through the FL and RL, respectively [91].
Also, the acknowledged and unacknowledged data
transfer modes could be supported by L-DACS 1.

– L-DACS 2: The L-DACS 2 is designed based on the
Time Division Duplex (TDD) configuration and the
Global System for Mobile Communications (GSM)
with the 70-115 kb/s data rate. Here, the Gaussian
Minimum Shift Keying (GMSK) is used as a mod-
ulation technique.

Themain differences between L-DACS 1 and L-DACS 2
are summarized in Table 6. As shown in this table,
the performance of the L-DACS 2 is less than the
L-DACS 1. Moreover, one of the critical radio naviga-
tion systems which use the L-DACS is the Distance
Measuring Equipment (DME), which is used for mea-
suring the slat distance between the ground station and
aircraft by working in the 960-1215 MHz frequency
band [92].

• High Frequency Data Link (HFDL): The HFDL is
designed for data transmission via HF bands. The link
capacity of HFDL is up to 1.8 kbit/s, and this capacity
is shared between all aircrafts within the coverage area
of a base station [86]. A base station can cover an area
with a range of between 2500 km and 4000 km due to
the unique propagation of the HF radio.
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TABLE 7. Matching characteristics of WiMAX and AeroMACS [98], [99].

• Aircraft Communications and Reporting System
(ACARS): The ACARS is proposed to enable message
exchange between the aircraft and ground system for
the safe, secure, and efficient flight of aircraft [95]. The
ACARS could offer the VHF, VDL, VDL-2, HFDL,
and satellite communications to enable the message
exchange. The ACARS messages could be one of the
three main types of Air Traffic Control (ATC), Aero-
nautical Operational Control (AOC) or Airline Admin-
istrative Control (AAC). The details of these messages
could be summarized as follows:
– Air Traffic Control (ATC): These control messages

are exchanged between the aircraft and Air Traffic
Controllers, which are on the ground to enable safe,
controlled, and efficient flight. This communication
can also be called Air Traffic Services (ATSC),
which is safety-critical.

– Aeronautical Operational Control (AOC): The
AOC messages are transferred between the aircraft
and airlines to exchange the safety-critical mes-
sages related to the aircraft’s takeoff, en-route, and
landing procedures.

– Airline Administrative Control (AAC): The airlines
and aircraft exchange the aeronautical administra-
tive messages. These messages are more related to
business operations and not safety-critical. Accord-
ingly, aircraft’s safe and controlled flight does not
depend on the AAC messages.

• Aeronautical Mobile Airport Communication System
(AeroMACS): The AeroMACS is developed based
on the IEEE 802.16-2009 Mobile Worldwide Interop-
erability for Microwave Access (WiMAX) standard.
The AeroMACS supports 5 MHz channels in the
5091-5150 MHz band based on the OFMDA. The main
aim of the AeroMACS is to enable data communi-
cation for the airport, and the requirements of this
data communication firmly match with the WiMAX
characteristics [96]. We summarize these matching
characteristics in Table 7 based on the AeroMACS
requirements and WiMAX features to support them.
Thanks to these features, AeroMACS enables ground-
to-aircraft connectivity by supporting ATC and AOC

communications with high capacity, performance, band-
width, per-bit cost-efficiency speed, and security [97].

• Controller Pilot Data Link Communications (CPDLC):
The CPDLC enables two-way data exchange system
between the aircraft and air traffic controller to allow
ATC service. The VDL-2 could be used for CPDLC. The
Data Link Initiation Capability (DLIC), ATC Commu-
nications Management Servic (ACM), ATC Clearances
Service (ACL), and ATC Microphone Check Service
(AMCS) are the primary mandatory data link services
enabled through CPDLC [100]. However, the CPDLC
does not use for time-critical communications.

• Aeronautical Telecommunication Network over Internet
Protocol Suites (ATN/IPS)): The Aeronautical Telecom-
munication Network (ATN) is established by the ICAO
based on the Internet Protocol Version 6 (IPv6) to enable
ground-to-ground and air-to-ground communications.
More specifically, one of themain aims of the ICAO is to
standardize the IPv6-based ATN [101]. The ATC, AOC,
AAC functionalities are also supported by the ATN sys-
tem based on the CPDLC with VDL-2 [102], [103].

• AutomaticDependent Surveillance-Broadcast (ADS-B):
The ADS-B is a transmission system consisting of an
antenna, server, display, and ground systems with two
primary functions: ADS-B Out and ADS-B In [104].
The position and velocity data are sent through the
ADS-B Out functions from the aircraft. Therefore, the
ATC could follow the plane in real-time more safely
and efficiently. Similarly, the aircraft-to-aircraft position
and velocity data are reported to the cockpit display
through the ADS-B In functionality [105]. Thus, each
aircraft can obtain information from other aircraft con-
tinuously. These ADS messages consist of the follow-
ing information fields: Four-dimension position, flight
identification, predicted route, earth reference-track,
ground speed and vertical rate, air reference heading,
wind speed/direction, and temperature. Additionally,
the ADS-B includes the VHF elements. The VHF is
used to enable air-to-air and air-to-ground communi-
cations for surveillance purposes [106]. Moreover, the
Traffic Collision Avoidance System (TCAS) could be
considered another type of surveillance system. But,
the TCAS enables communication between aircraft,
which includes an appropriate transponder. Accordingly,
the plane query position information to other aircrafts
through TCAS without a need for ground station [107].

The above-explained A2G links could be combined as a
multilink system as shown in Fig. 4. In addition to them,
the channels could be categorized according to the usage
and multiple access schemes. In this grouping, the Command
Channels are the one-way channels, and they are used for
transferring the ground-to-air command messages as weather
information, emergency, and reservation channel IDs. TDMA
Channels are also one-way channels, but they are used as an
air-to-ground channel to transmit the traffic control and auto-
matic dependent surveillance messages. ATC Voice Channels
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FIGURE 4. A2G Multilink system [108].

are utilized for voice communications between the air traffic
controller and aircraft. During any dangerous situation, the
data and voice communications are executed with duplex
Emergency Channels. TheDemand AssignedMultiple Access
(DAMA) could be used for the one- or two-way voice and
data communications to transfer the random and infrequent
long messages. The Reservation Channels are the one-way
air-to-ground channels that are used for providing access to
the DAMA channels.

These technologies increase the efficiency of the A2G
network compared to the satellites. In more detail, we show
the main differences between the A2G network and satellite
communication in Table 8. According to this table, the A2G
network is mainly proposed to solve satellites’ latency and
installation/equipment cost problems with high throughput.
However, the ground stations should be deployed on the
terrestrial areas to enable the A2G network. This situation
leads to coverage problems for aircrafts that execute remote
flights over the ocean.

TABLE 8. Comparison of satellites and A2G network.

The AANET is a promising solution for solving the satel-
lites’ latency and installation/equipment cost problems and
coverage of the A2G networks. AANETs can gather both the
satellite and A2G connectivity strengths under one structure,
as explained in the following section.

III. AERONAUTICAL AD-HOC NETWORKS (AANETs)
The AANETs are created by establishing air-to-air links
between the aircraft in the sky without relying on a cen-
tral node or entity [109]. The packets of a source aircraft

are routed through these links until reaching the destination
aircraft having Internet connectivity. Accordingly, air-to-air
links are the crucial components for the AANETs. Generally,
these links have LOS characteristics by utilizing U/VHF band
with 119-137 MHz spectrum, relatively high Signal to Noise
Ratio, and unrestricted battery power [110], [111]. Gener-
ally, the establishment of air-to-air links is executed based
on the communication range between aircrafts [112]. If the
distance between two aircrafts is smaller than the transmis-
sion range, then the air-to-air link is established among these
planes based on omnidirectional transmission [113]. During
the packet routing through these air-to-air links, each aircraft
becomes a router in AANET. Also, the destination aircraft
has an Internet connection via satellite or A2G connectivity.
Accordingly, the advantages of both satellite connectivity and
the A2G network are combined under the AANET structure.
Therefore, the coverage problem of the A2G network is
solved by the AANETs as they extend the coverage area of
an A2G network by enabling Internet access to the aircraft,
which cannot directly access the A2G infrastructure.

As shown in Fig. 5, the AANETs have a three-layered
topology [114]. In this layered topology, the top, middle, and
bottom layers correspond to the satellite, aircraft, and ground
layers, respectively. Each layer could interact with others
using inter-layer links [115]. The satellite layer connects
to the aircraft and ground layers through the satellite-to-air
and satellite-to-ground links as explained in Section II-A1.
Similarly, as given in Section II-B1 the air-to-ground links are
used to connect the aircraft to the A2G base stations. Also,
the air-to-air links are established between the airplanes to
create an AANET in the aircraft layer, as explained paragraph
above.

The AANETs have an ultra-dynamic and unstructured
ad-hoc topology with easily broken air-to-air links. The topo-
logical characteristics of AANETs lead to some research
challenges, and we investigate these challenges from a lay-
ered aspect in Section IV. At first, we will investigate the
effects of environment andmobility onAANET in the follow-
ing subsection since these are the main reasons for AANET
topology characteristics.

A. EFFECTS OF ENVIRONMENT AND MOBILITY ON AANET
As explained above, the propagation in AANET has the LOS
characteristic, and it could be modeled as free space loss.
But, the propagation effects should be included in the design
of these LOS systems. Here, we investigate the attenuations
due to atmospheric gases and hydrometeors. We consider that
the oxygen absorption, rain, and cloud attenuations could
be added to the free space path loss model of AANETs.
The oxygen absorption should be regarded due to the sig-
nificant propagation distance of aeronautical networks. The
oxygen absorption loss model and the frequency-dependent
oxygen loss values for the A2G networks are summarized
in Table 9 [116]. We claim that these values could also be
utilized for AANETs due to the free space loss model.
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FIGURE 5. The AANET topology.

TABLE 9. Frequency dependent oxygen loss [116].

The rainfall and atmospheric gaseous cause absorption
and scattering for frequencies above 5 GHz. This situation
increases the transmission losses by leading to high chan-
nel error rates [117], [118]. Additionally, the loss of sig-
nal strength and transmission power could be listed as the
main attenuated factor caused by the rain. More specifically,
in AANET, the air-to-air links between the aircraft could be
easily broken due to the rain attenuation effect. This situation
causes quick topology change, as observed in the mobility
effect case. Therefore, the rain attenuation should be included
in the propagation model for the frequencies above 5 GHz,
as shown in Table 10. Also, the rain attenuation could be
defined as Ar = kRα (dB/km) [119]. Here, k and α are
the functions of frequency and polarization, while R defines
the rain rate. The water or ice particles in clouds also cause

attenuation of transmitted signals through the air-to-air links
between the aircraft. This effect becomes more important
for the higher frequencies, as shown in Table 10. The cloud
attenuation could be calculated as Ac = KM (dB/km) [120].
In this equation, the K and M represent the cloud’s attenua-
tion coefficient and liquid water density. One possible solu-
tion to reduce this effect is the optical link utilization during
the en-route phase since clouds drop their performance in
lower altitudes. The cloud and rain attenuations for different
frequencies are shown in Table 10.

As shown in Fig. 6, the flight pattern of aircraft is mod-
eled in seven phases taxiing, takeoff, climb, cruise/en-route,
descent, approach, and landing. During these phases, the
aircrafts fly at different altitudes, and these altitudes affect the
aircraft modeling. More generally, the aircraft fly in the lower
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FIGURE 6. The pattern of flight [124].

TABLE 10. Attenuation by cloud and rain [121].

altitudes of the stratosphere. Accordingly, the propagation in
an AANET has LOS characteristics. It could be modeled as
free space loss or linear uniform motion during cruise/en-
route since buildings or objects could not block the links.
In addition to these general models, the Poisson process and
Improved Semi-Markov Smooth Mobility Model could be
used for aircraft modeling [122], [123]. Here, the Poisson
process is generally used during the takeoff and approach
phases since we have an exact random timing for events with
the known average time between events. Also, the Improved
Semi-Markov Smooth Mobility Model aims to simulate air-
craft mobility based on the physical law of airplane motion.
For this reason, it could be used during the seven phases of
aircraft mobility.

The mobility characteristics of aircraft could be considered
pseudo linear in AANET. This means that the aircraft can
move with a relatively linear path without changing direction
and motion parameters. Therefore, the nodes in AANET gen-
erally have a regular and predictable movement. However, the
ultra-high speeds of aircraft limit this predictable movement,
and time-varying link characteristics lead to rapidly changing
network topology. Accordingly, the links between the air-
craft could be quickly established and broken. Moreover, the
frequent reorganization of the network also complicates the
regular monitoring of the network [125]. For these reasons,
ultra-high-speed and 3D movement characteristics should be
considered to establish more durable air-to-air links between
the aircraft. The sustainability of the AANET topology is
increased with these durable air-to-air links. Accordingly, the

AANETs can observe fewer packet losses and drops with
higher transmission success.

As explained in this part, the effects of environment and
mobility cause different research challenges for AANETs.
In the sequel part, we will investigate these research chal-
lenges by evaluating the state-of-the-art from a layered
aspect.

IV. OPEN RESEARCH CHALLENGES FOR AERONAUTICAL
AD-HOC NETWORKS
The effects of environment and mobility lead to research
challenges in the Data Link, Network, and Transport layers.
In this section, we explore these challenges by investigating
the solutions in the state-of-the-art.

A. DATA LINK LAYER ISSUES
We investigate the data link layer issues in three parts as Link
Stability, Link Connectivity, and Medium Access Control
(MAC) requirements in AANET as shown in Fig. 7. Here,
the Link Stability and Connectivity Requirements are related
to the Logical Link Control (LLC) of layer two as explained
follows:

1) LINK STABILITY REQUIREMENT IN AANET
The AANETs have a highly dynamic topology caused
by ultra-high speeds of aircraft. This situation makes the
AANET environment challenging for the data link layer since
it is hard to manage the air-to-air and air-to-ground links
in these dynamic conditions. Additionally, the atmospheric
effects can reduce the quality of these links through oxygen
absorption, rain, and cloud attenuation. Therefore, one of the
main aims in the data link layer is to enable link stability
under these conditions. Here, the main effects on link stability
in AANET could be listed as follows: direction, expiration
time, and Doppler effect.
• Direction Effect on Link Stability: The links could be
established between the aircraft flying in the same direc-
tion to enable link stability. The main reason for this
consideration is that the links between the aircraft mov-
ing to the opposite directions are unreliable due to the
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FIGURE 7. Data link layer issues in AANET.

Doppler shift effect. More clearly, the links between the
aircraft in the same direction are likely to last longer
than in opposite directions. Another possible solution is
a two-phase transmission scheduling scheme. In the first
phase, the horizontal transmission is executed between
the aircraft at the same height until the packets reach
the nearest plane to the destination. Then, the relay air-
craft realizes the vertical transmission to the destination.
In this way, the links are more efficiently utilized for
packet transmission. Similarly, the available link prob-
ability could be detected to control the topology [126].

• Expiration Time Effect on Link Stability: The link and
path expiration times are estimated based on the relative
velocity and position of aircraft to increase the AANET
link stability in [127]. Here, the relative velocities could
be found using the Global Positioning System (GPS) and
power or Doppler shift. Here, the relative movement of
the transmitter and receiver leads to an apparent change
in the frequency of transmitted electromagnetic signals,
and this effect is called a Doppler shift. The Doppler
shift as a link stability metric is more efficient since the
atmosphere and rain can attenuate the radio signals in
GPS and power methods.

• Doppler Effect on Link Stability: The Doppler shift
could be calculated by comparing the expected and
received radio signal frequencies between the aircraft
and satellites, and the Doppler shift of control packets
could be utilized to calculate the link duration [128].
The aircraft can remain within the LOS of other aircraft
if the positive Doppler values are calculated. Also, the
stability of the link is increased with the smaller Doppler
value. These situations will provide a more persistent

connection between the aircraft by also reducing the
total handover number.

Based on these main effects on link stability, we consider
that the direction, expiration time, and Doppler Effect should
be regarded during the formation of AANETs. More clearly,
we should establish the air-to-air links between aircraft with
similar flight characteristics on the same movement route to
disable the direction effect with higher expiration time and
more negligible Doppler Effect.

2) LINK CONNECTIVITY REQUIREMENT IN AANET
The effects of the environment and mobility reduce the link
connectivity in AANET. The reduced connectivity leads to
packet losses by increasing breakage rates. On the other hand,
we can reduce the packet losses by establishing more durable
links between aircrafts. At this point, the link connectivity
depends on the aircraft density on flight path, transmis-
sion range, and distance between two aircrafts detailed as
follows [129]:

• Aircraft Density Dependency: The communication
range for network connectivity decreases with increas-
ing aircraft density, according to work in [130]. The
Bernoulli experiment could be used to find the rela-
tionship between the node density and the probability
of forming a network in AANETs. According to the
Bernoulli and Poisson estimations, the likelihood of
creating an AANET increases with the growing aircraft
density. Also, the connectivity of AANET is restored by
the movement of the relay nodes in [131]. They utilize
an online optimization approach to control the activities
of the relay nodes.
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• Transmission Range Dependency: The necessary and
sufficient transmission range to show the connectivity
requirement in AANET is defined in [132]. The nec-
essary transmission range is used to indicate the condi-
tions based on the disconnection probability of AANET.
In contrast, the sufficient transmission range represents
the conditions to obtain a connected AANET with one
possibility. The necessary and sufficient transmission
ranges are defined as a function of the aircraft den-
sity, flight path length, and airspace separation. Here,
the airspace separation divides the airspace into mul-
tiple height levels to define 2-dimensional AANETs.
Additionally, the hop count between the nodes could
affect the transmission range. If the communications
are executed based on the single hop model, then the
source node can directly communicate with the destina-
tion [133]. However, in a two-hop model, the source to
destination communication is done through relay nodes
with higher throughput.

• Communication Distance Dependency:Communication
distance plays a vital role in link connectivity. Gener-
ally, this distance is determined according to the Earth’s
curvature and the aircraft’s flight level. The aircraft
at low flight levels experience higher connectivity by
creating longer communication distances [134]. If we
want to determine the stable number for communication
distance, the air-to-air communication range could be
taken as the 450 nautical miles at 35000ft [135]. Also,
the maximum distance between the aircraft is defined as
444 nautical miles at 32808ft [136], [137].

The AANETs could be more easily created in areas with
higher aircraft density. The air-to-air link distances decrease
with the increasing number of aircrafts in these areas. This
means that the dependency on the transmission range is sat-
isfied by most aircrafts, and accordingly, more long-lasting
connections are established between them.

3) MEDIUM ACCESS CONTROL (MAC) REQUIREMENT IN
AANET
The MAC protocols in the terrestrial links could not be
effectively utilized to satisfy the requirements of AANETs.
However, the management and allocation of these links are
crucial factors to control the network performance for aero-
nautical networks [138]. One of the common considerations
is to utilize the CSMA techniques in the AANET, but the high
traffic load on the network increases the collision probability
and delay. More specifically, the high number of waited
packets in the aircraft queues grows delay and losses. For
this reason, the single TDMA channel is aimed to use with
AANET instead of CSMA in [139], [140]. The Interference-
based Distributed TDMAAlgorithm (IDTA) is also proposed
for AANET to diminish the problems of basic TDMA [141].
It can run both the sender and receiver of a link to reduce
the computational load of the receiver node, but it observes
the delay problems. As a solution to delay related problems,
the Statistical Priority Multiple Access (SPMA) protocol

FIGURE 8. Network layer issues in AANET.

is proposed in [142], [143]. This priority access technique
works based on the statistics of channel occupancy, and here,
the congestion degree of the channel is compared with the
channel accessing threshold of packets. This method reduces
the waiting time observed for taking the channel control com-
pared to the CSMA. Also, during a conflict, the nodes wait a
random amount of time before re-transmission. Additionally,
to solve the capacity-related problems, the Code Division
Multiple Access (CDMA) could be utilized because of the
higher capacity advantage [144]. This work also considers
that the TDMA and also Frequency DivisionMultiple Access
(FDMA) is inefficient due to the high load caused by high
aircraft numbers. Clearly, the FDMA and TDMA are not effi-
cient for the AANET due to bandwidth reduction and clock
synchronization problems. Similar to this work, the CDMA
is used to enable simultaneous communication opportunity to
the aircraft [145]. As an extension to the CDMA, the Direct
Sequence CDMA (DS-CDMA) is proposed as an allocation
method in work [146]. The main reason for selecting the
DS-CDMA is that it can allow multiple simultaneous trans-
missions without coordination among nodes. Similarly, the
Random Packet Code DivisionMultiple Access (RP-CDMA)
could be utilized by assigning randomly selected spreading
codes to each transmission [147].

We can state that the AANETs do not utilize the
terrestrial-based MAC protocols due to the ultra-dynamic
and unstructured characteristics. Accordingly, we should
design a new MAC protocol for AANET by considering its
specific features. Generally, the designed protocol should
work in an ad-hoc manner without a central entity or coor-
dination according to AANET topology. Additionally, the
design phase of the MAC protocol should include the high
packet load on the network and collision probability between
aircraft.

B. NETWORK LAYER ISSUES
In this survey, we investigate the network layer issues in four
parts IGW selection, aircraft clustering, routing management,
and handover management, as shown in Fig. 8. The details of
these issues could be explained in the following subsections:
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FIGURE 9. A possible AANET clustering [148].

1) Internet Gateway (IGW) SELECTION
The IGWs are deployed to connect the AANET to the Inter-
net. Therefore, all packets are transferred through the IGWs
during the operation of AANET, and the congestion prob-
ability is higher than other nodes. For these reasons, the
IGW selection is essential for the success of the AANETs.
This selection generally could be executed proactively or
reactively. In the proactive gateway discovery, the gateways
periodically send advertisement messages to announce their
presence to a network. The node transfers gateway solicita-
tion messages to the network for taking gateway advertise-
ments in the reactive gateway discovery approach. Also, the
IGW selection based on the distance in terms of hop count
constitutes one of the possible methodology [149]. Here, the
packet delays potentially increase with the distance between
the mobile node and a gateway. The IGW selection based on
the defined utilization metric is proposed as another possible
method [150]. Here, the traffic carried by a gateway is divided
by the wireless interface capacity as a utilization metric.
Accordingly, the traffic loads are shared between the IGWs
by also maximizing connectivity [151].

Additionally, the delay-based IGW selection scheme could
be utilized to increase the packet delivery ratio and fairness
by decreasing the average packet delay. This delay is affected
by the traffic on a path and gateway. This delay could be esti-
mated by putting a time stamp on the gateway advertisement
messages. Also, the variance between the delays of these
successive gateway advertisements could be used as an IGW
selection parameter [152].

The IGWs are the most loaded nodes on the AANET
topology since it is an Internet connection point of the whole
topology. For this reason, the load and connection density
metrics should be considered during the IGWselection. Addi-
tionally, it should be reasonably close to the Internet access
point due to the same reason. At that point, the shortest path or
topological spanning algorithms can help determine the IGW
according to its location. Here, the load and location-based
methodologies could also be combined as a hybrid selection
methodology.

2) AIRCRAFT CLUSTERING
The main aim of the clustering is to collect the aircraft having
similar direction, velocity, angle, and mobility attributes in a
common set. Accordingly, we can obtain a stationaryAANET
topology with long-lasting air-to-air links. More specifically,
the links between the aircraft having more similar attributes
could be maintained for a long time and this situation
increases the AANET topology’s sustainability. Therefore,
a multi-dimensional clustering model could be utilized for
aircraft clustering by taking the position, velocity, or mobility
as separate dimensions as shown in Fig. 9. Two different
clustering algorithms as Dynamic Doppler Velocity Cluster-
ing (DDVC) and Dynamic Link Duration Clustering (DLDC)
are proposed in [153]. IN DDVC, the main clustering metric
is the relative velocity between the nodes obtained through
the Doppler value of packets. Accordingly, the DDVC is
utilized if the position or velocity information could not
be obtained directly. On the other hand, the DLDC utilizes
the link expiration time estimated by using the position and
velocity parameters. Similarly, the 1-hop clustering algorithm
is proposed based on three steps in work [154]. Here, the first
step is the neighbor discovery with periodic hello messages
that include current position and speed information. Then, the
cluster head is determined by taking advantage of neighbor
numbers and relative speed parameters. Finally, the stability
structure clustering algorithm is used for merging the clusters
if the two cluster heads move to the communication range
of each other. Additionally, the honeycomb division-based
clustering algorithm is proposed in [155]. In this algorithm,
the whole area is divided into hexagonal regions, and a cluster
consists of a different number of hexagons. Accordingly, the
cluster head is selected from these hexagons and the spanning
tree algorithms are used to prevent the overlaps between the
hexagons. Also, the Doppler velocity clustering could be
used, and in this clustering method, the backbone aircraft
is selected as a cluster head. Here, the cluster head sends
a beacon to the neighbors and checks the Doppler shift of
the beacon replies to determine the aircraft to be connected.
The aircraft can also become a member of different clusters
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at the same time, and it can enable communication between
these clusters.

Moreover, we claim that the clustering could be executed
based on the spatio-temporal characteristics of aircraft. Here,
the aircraft’s spatial position is considered together with its
changing parameters over time. According to the defined
clustering algorithm, these parameters could be speed, height,
or angle. Additionally, the air-to-air link establishments
between the aircrafts under the same cluster should also be
determined with the clustering algorithm.

3) ROUTING MANAGEMENT
In addition to the above issues, the specific characteristics
of AANETs should be considered during the design of the
routing algorithms. For this aim, theMultipath Doppler Rout-
ing (MUDOR) is proposed, which considers the mobility and
link duration as routing parameters [156]. The main aim of
the MUDOR is to find a more stable path to transfer the
data to the destination. Here, the Doppler value is used for
estimating the quality and stability of routes as shown in
Table 11. Also, thanks to the multipath characteristics, the
remote cluster or aircraft could participate in the routing
procedure. In the Geographic Load Share Routing (GLSR)
algorithm, the packets are forwarded to the geographically
closest neighbor of the destination. Here, greedy forwarding
is utilized to choose the best neighbor, which maximizes
the advance of a packet. During this routing, queuing delay
and link congestion probability are also aimed to reduce
by enabling load sharing among the neighbors. The main
reason for this is that the transferring packets can wait in the
relaying aircraft queues, which possibly increases the end-to-
end delay of the packet transfer in AANET [157]. To reduce
this queuing delay of a packet, the GLSR takes advantage of
the Join the Shortest Queue approach [158].

The Hierarchical Space Routing Protocol (HSRP) is pro-
posed as an improvement of the Zone Routing Protocol which
cannot be applied to the AANETs [159], [160]. The HSRP
uses the flight flow rate, flight speed, and air vehicle density
parameters to change the frequency of the HELLO beacons
during the routing. The exchange of these HELLO messages
is essential for detecting and maintaining links between two
aircraft in the topology-based routing protocols. The Path
Link Availability Routing Protocol (PLAR) uses the link sta-
bility for network topology control [161]. Also, multi-point
relaying is the leading technology used in PLAR to reduce
redundant transmission messages during the broadcast. The
multi-point relay set includes the multi-point relay nodes.
This routing protocol uses two different algorithms as the
production way of the multi-point relay set. These algorithms
are chosen according to aircraft density in the investigated
area. The Ad-hoc Routing Protocol for Aeronautical Mobile
Ad-Hoc Networks (ARPAM) is proposed based on the Ad hoc
On-Demand Distance Vector (AODV) and Topology Dissem-
ination Based on Reverse-Path Forwarding [162]. The main
aim of ARPAM is to discover the shortest route by using
different parameters like distance and the number of hops

between nodes. In ARPAM, if an aircraft wants to commu-
nicate with another node, it sends a Route Request (RREQ)
message through the omnidirectional link. The destination
aircraft sends a Route reply (RREP) message back to the
source node to show the existence of a valid path.

The AeroRP takes the routing decisions per-hop basis
without any knowledge about the end-to-end source to the
destination route [163]. In AeroRP, the velocity-based heuris-
tics are calculated for each one-hop neighbor. Also, the time
to intercept is the primary metric used during the routing
decisions. With this parameter, the source node can have
information about the duration when the potential neighbors
are in the transmission range of the destination. Accordingly,
this parameter is calculated by the source node for each
neighbor. Also, the speed and coordinates are the main com-
ponents for the time to intercept calculation. Additionally, the
Secure AeroRP (SAeroRP) is proposed to increase the security
of AeroRP by disabling active and passive attacks with the
X.509 authentication [164].

The Anticipatory Routing uses the past movement history
of the endpoint to predict future locations [165].More specifi-
cally, linear regression is utilized to predict endpoints’ future
locations and departure times. By estimating the trajectory,
direction, and affiliation/departure, the location of endpoints
is reached. Then, the traffic is routed to this new location
before the movement. They claim that this situation improves
routing performance compared to the reactive methods. The
Spray Routing executes traffic multicasting in the vicinity
of the last known location of the endpoint [166]. Here, the
sprayed packet first unicast to a node close to the destination,
then this packet is multicast to the multiple nodes around
the destination. During this process, the width and depth
become the main routing parameters. The width represents
the neighbor level number to which the packets should be
multicast. The depth indicates the hop distance of the point
where multicast starts to destination. In Greedy Forwarding
algorithm, each sender aircraft marks the packet with the
destination location. Then, each forwarding node decides
locally to the next hop according to the relative location
of the neighbor to the corresponding destination. For this
reason, each aircraft should know its position and neighbors’
positions. Therefore, the exchange of position information is
executed only between the neighbors locally with the reduced
overhead [167]. But here, the nodes should have a sufficient
number of neighbors to apply the greedy forwarding mecha-
nism [168].

The Reactive Greedy Reactive (RGR) protocol is proposed
to combine reactive routing, and greedy geographic forward-
ing [169]. In this protocol, the source node transmits the route
request packets to the network for route discovery, similar
to the AODV approach. After receiving a route response
from the destination node, the route is established. But, the
transmission of the route request and response packets causes
overhead on the network. This overhead of the RGR protocol
is aimed to reduce in two steps as RGR with scoped flood-
ing and RGR with delayed route request [170]. Similarly,
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TABLE 11. Routing protocols for AANETs.

to reduce the route discovery overhead and packet drop-
ping probability, the Modified-RGR is proposed in [171].
In Modified-RGR, the main aim is to keep all discovered
paths in a table while only the primary path is used. There-
fore, the number of the route discovery process is reduced
with network overhead and delay. According to the Node
Density Trajectory Based Routing (NoDe-TBR), the sender
aircraft specifies both the packets’ destination position and
geographic path according to this destination position [172].
This routing algorithm consists of two main parts geopath
computation and forwarding strategy. It is desired that the
selected geopath is short, and the density of the aircraft
on this path is high. Therefore, the actual aircraft densi-
ties are considered to maximize the packet delivery. The
Greedy Perimeter Stateless Routing (GPSR) is proposed
by taking advantage of ADS-B [173]. The main aim is to
reduce the overhead and collision probability causing the

geographic routing mechanism. In geographic routing, each
node requires neighbors’ and destination positions. Accord-
ingly, the stages of obtaining these parameters are the main
reason for the overhead in geographic routing. In the ADS-B
combined GPSR, the neighbor table is created and updated
with the periodic state vector broadcasts in ADS-B messages
to reduce the overhead. Similarly, the ADS-B Based Greedy
Perimeter Stateless Routing (ADS-B/GPSR) is proposed to
increase the security of the GPSR with the message integrity
addition to ADS-B [174]. This message integrity is pro-
vided through a hybrid hash function/cryptographic signature
block.

Additionally, the ADS-B Aided Geographic Routing (A-R)
is proposed in [175]. Here, routing operations among aircraft
are executed in three parts neighbor discovery, next-hop deci-
sion, and forwarding strategy. The Delay aware Multipath
Doppler Routing (DMDR) uses the Doppler shift, expected
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FIGURE 10. Basis of AANET routing.

queuing delay of packets, and relative velocities to select the
stable and efficient paths for routing [176]. Also, with these
parameters, it is achieved that load sharing among all neigh-
bors with reduced link congestion. As a very similar method
to the DMDR, the Node Mobility and Traffic Load Aware
Routing (NTAR) considers both mobility and traffic loads
of nodes at the same time [177]. This routing protocol uses
the Doppler value and transmission queue length as mobility
and traffic load metrics. TheMultiple QoS Parameters-based
Routing (MQSPR) utilizes the path availability period, avail-
able path load capacity, and path latency metrics for route
selection [178]. With these metrics, stable paths are selected,
and the traffic is balanced between these air-to-ground paths.
Accordingly, they expect to observe reduced congestion, end-
to-end delay, and packet loss rate during routing. Also, this
work proposes to forward the best advertisement for the
route discovery process. Here, they aim to prevent excessive
advertisement flooding by only forwarding the best packets.
TheQoSMultipath Doppler Routing (QoS-MUDOR) uses the
Doppler value and Quality of Service (QoS) parameters to
select more stable paths [179] Also, during this path selec-
tion, the RREQ messages are sent in the form of Forward
Best Request (FOBREQ). Here, only the best packets are
forwarded, and others are discarded. The sender creates a
packet by including geographic position information of desti-
nation and unique node identification number in Geographic
Routing Protocol for Aircraft Ad Hoc Network (GRAA) [180].
Also, different from other geographic routing protocols, it can
adapt the topology changes by using mobility information
received from the ground station. The Link Longevity-Based
Routing Protocol proposes a method to predict the link
longevity [181]. The aircraft positions, velocities, and SINR
of the received signal from neighbor aircraft are used during
the link longevity prediction. The maintenance of link and
route is increased with reduced topology update overhead
by predicting the link longevity. The main parameters and

path selection methodologies of the above-explained routing
algorithms are summarized in Table 11. Additionally, all of
these AANET routing algorithms are built based on different
ad-hoc routing protocols, as shown in Fig. 10.

Although there are various routing algorithms in litera-
ture as detailed above, the Artificial Intelligence (AI)-based
methodologies are not proposed in any work. On the other
hand, we claim that the AI-based routing algorithms adapt
to the dynamic conditions of AANETs by considering the
instant status of each aircraft. At that point, one of the possible
solutions is to utilize reinforcement learning for routing man-
agement. Here, aircraft can take their own routing decision
through exploration and exploitation without any guidance.

4) HANDOVER MANAGEMENT
As explained above, the mobility and atmospheric effects
cause link breakages by reducing their qualities in AANET.
Here, the significant propagation distance between aircraft
increases the oxygen absorption effect, and this situation
reduces the air-to-air link quality between them. Also, the
absorption and scattering effects grow with the rain and
cloud. These effects lead to frequent air-to-air link breakages
by reducing signal strength. Similarly, the highly dynamic
AANET environment caused by the ultra-high velocity of
aircraft increases the link breakages by leading to frequent
aircraft replacements. These broken links should be estab-
lished again to the other aircraft as shown in Fig. 11. This
transferring is executed through the handover procedure as
shown in Fig. 9.

The following works do different handover management
algorithms and performance evaluations in the literature.
Accordingly, a handover mechanism consisting of three
phases: information collection, handover decision, and han-
dover execution is proposed in [182]. In the information
collection phase, the parameters like signal strength and bit
error rate are continuously monitored and compared with the
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FIGURE 11. Sample handover procedure on AANET.

threshold values. According to the comparison results, the
handover decision is taken in the second phase. Then, the han-
dover is executed based on theMobile IP and Resource Reser-
vation Protocols (RSVP). With this handover mechanism, the
geographic proximity and congestion parameters control the
associated IGW of an aircraft. Therefore, all communications
on an IGW are transferred to another gateway. Here, the con-
gestion of an IGW is defined as the maximum transmission
buffer from all links. One of the main aims of the handover
procedure is to balance traffic load among IGWs according
to the congestion parameter. This congestion-aware handover
strategy will also increase the per-aircraft bandwidth [183].
Moreover, the handover performance in L-DACS 1 access
network based on the IPv6 functionality is analyzed in [184].
Here, the ground station polls the received signal strengths of
the neighboring cells through broadcast control information
messages. If the received signal level of the neighbor station
is greater than the current one, then the current cell triggers a
handover to this cell through the HO_COM message. Then,
the CELL_EXIT message is transferred to the current sta-
tion, and the connection is switched to the channel of the
selected station. In addition to these, the dual connectivity
for the aircraft connections is proposed by utilizing VHF, and
mobile user objective links [185]. Accordingly, the handover
management is executed under these dual connectivity condi-
tions. During the handover management, the queue backlog,
user fairness, and resource constraints are also considered to
reduce the delay.

As explained above, the aircraft clusters can change contin-
uously due to the ultra-dynamic characteristics of AANETs.
Accordingly, the AANET experiences higher handover rates
due to these continuous changes. As such, one of the possible
solutions is to estimate the subsequent movements of aircraft
to take precautions for the upcoming handovers. By estimat-
ing the next handovers, we can pre-determine the clusters that
the aircraft will connect. Then, we can assign the aircraft to
these pre-determined clusters to reduce the delays during the
handover.

C. TRANSPORT LAYER ISSUES
As explained above, the AANETs have specific features and
requirements compared to the terrestrial networks. The cur-
rent transport protocols cannot satisfy these requirements as
in data link and network layers. As an example, the frequent

FIGURE 12. Transport layer issues in AANET.

retransmissions of lost packets in Transmission Control Pro-
tocol (TCP) reduce the AANET performance by causing a
high delay. Also, the highly asymmetric channels can cause
congestion on the reverse link. This congestion could be
assumed to be the main reason for the packet loss, which
possibly reduces the throughput in AANET. On the other
hand, if the User Datagram Protocol (UDP) is used as a trans-
port protocol, the transmissions are executed more fastly with
reduced reliability. For these reasons, as shown in Fig. 12,
different UDP and TCP-based solutions are proposed for
AANET. Accordingly, by combining the TCP reliability and
UDP low latency features, the Reliable User Datagram Proto-
col (RUDP) is presented in [186], [187]. But, the performance
degradations caused by acknowledgments and retransmis-
sions also affect the efficiency of RUDP. The FRUDP is
proposed by combining the RUDP and the fountain code
schemes in [188]. The main aim of this protocol is to obtain
a reliable and efficient data transfer protocol for AANETs.

Furthermore, the AeroTP is proposed as a TCP-friendly
transport protocol [189], [190]. The AeroTP includes the con-
nection setup, management, transmission control, and error
control functionalities. The AeroTP also has multiple transfer
modes to support reliable, near-reliable, quasi-reliable, and
unreliable connections. As another approach, the Aeronauti-
cal Multipath Reliable Protocol (AeroMRP) utilizes Raptor
codes as a forward error correction mechanism to avoid and
mitigate the retransmission and head-of-line blocking prob-
lems [192]. The head-of-line problems reduce the transport
protocol performance if the different network conditions are
valid for paths. But, the AeroMRP takes advantage of path
diversity by using various aeronautical networks simulta-
neously. Similarly, a fountain code-based multipath trans-
port protocol (AeroMTP) effectively utilizes the available
bandwidth, and path diversity [193]. The AeroMTP deploys
as a TCP-friendly congestion control mechanism and uses
fountain codes as forwarding error correction codes in data
recovery.
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TABLE 12. Summary of open research problems.

As explained through this section, we investigate the open
research problems of AANETs in a layered manner as data
link, network, and transport layers.We summarize all of these
open research problems and proposed methods in Table 12.

D. ADDITIONAL ISSUES
1) EFFECTS OF THE AIRCRAFT ANTENNAS ON
CONNECTIVITY
The IFC is enabled through the aircraft antennas implemented
based on the utilized aeronautical network type. Accordingly,
the effects of the antenna parameters, directions, and gains
should be considered while enabling the IFC. During the
antenna design, one of the important metrics is the antenna
gain, and it should be higher to compensate for the path
loss caused by a significant distance and high carrier fre-
quency [194]. Additionally, the antenna array should be large
in aircraft compared to the lower FANETs like Unmanned
Aerial Vehicles (UAV). In addition to these, the communi-
cation generally is executed based on the LOS propagation.
This leads to the antennas’ directions and the ranges between
the aircraft having a crucial effect on the aircraft connectivity.

More specifically, if an aircraft is out of the coverage range of
an A2G station, it is not connected to this network. Similarly,
if the distance between two aircraft is more than the pre-
determined distance, they cannot connect through air-to-air
links. At that point, aircraft antennas’ directions and parame-
ter settings (antenna gain, azimuth beam-width, polarization)
are essential in determining these A2G and air-to-air link
distances. Also, the characteristics of aeronautical networks
are different from the terrestrial-based conditions. Here, the
dynamic characteristic of aeronautical networks makes the
location of the antennas critical. Accordingly, they should be
optimally located to disable the interference with the other
aircraft systems [195].

2) EFFECTS OF REGULATIONS
This part of our article summarizes more social and organi-
zational issues observed during the IFC. At that point, the
first issue is related to the network selection rules of airlines.
The IFC is enabled through the airlines to the passengers.
At that point, the airline can choose different aeronautical
network types according to the position and capability of
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the aircraft. More clearly, if an aircraft moves through the
ocean, it can connect to satellite or AANETs instead of an
A2G network. Similar to this example, there are various
conditions, and the airlines determine their policies according
to these conditions. The airline-specific policies affect the
connectivities of all aircraft by changing network capacities
and loads. Additionally, the second issue is related to the
hardware supports of airlines that also affects their poli-
cies for IFC. Here, three aeronautical network types require
different hardware equipment, and aircraft connectivity is
shaped according to the airlines’ support. Another issue is
related to the security precautions of airlines during the IFC.
The IFC should be enabled to the aircraft without letting
the malicious intruders since this risk is more observed with
the increasing amount of data and system complexity. The
final consideration is the collision risk between the aircraft.
Here, the connectivity of aircraft should be established by
also considering the connection status of others. Otherwise,
the aircraft observe collision during the packet transfer.

V. FUTURE DIRECTIONS
In this article, we analyzed three main aeronautical network
types for IFC. Firstly, we investigated the state-of-the-art for
the two dominating aeronautical network types: satellite con-
nectivity andA2G networks. By analyzing the state-of-the-art
challenges of these solutions, we highlighted the necessity of
AANETs. After that point, we gave our specific interest to the
AANETs by investigating its particular characteristics and
open research problems in a layered concept. It is important to
note that this was the first work collecting all the aeronautical
networking types under one comprehensive survey. Also, the
AANET specific challenges were examined from a layered
aspect for the first time with this survey.

Although the AANET is a novel solution for the IFC, it has
specific challenges and characteristics, as this article inves-
tigates from a layered aspect. The challenges of AANETs
are not satisfied with the terrestrial-based algorithms, which
creates management-level complexities. The AANET should
adapt to the ultra-dynamic and unstructured environment
with the correct management style. Otherwise, this adapta-
tion increases the complexity of AANET management by
also creating packet transfer and delay problems. Therefore,
to increase the efficiency of AANET, we should handle its
complexity with correct management mechanisms.

At that point, the intelligent frameworks could be uti-
lized based on the AI to overcome the link, network, and
transport-level management complexities of AANETs. The
utilization of AI in wireless networks is common in the
industry and academia. However, AI-driven AANETs are the
new and unexplored research area. We claim that the AI-
based supervised, unsupervised, and reinforcement learning
methodologies can ease the management of AANET. The
ultra-dynamic characteristics of AANETs could be learned
utilizing AI-based methods, and these experiences could
be used during management decisions dynamically without
any central node and entity. As future work, we first aim

to investigate the utilization of AI-driven methodologies in
AANETs. Also, we aim to propose AI-based management
frameworks in data link, network, and transport layers of
AANETs.

VI. CONCLUSION
With the increasing technology and passenger number, in-
flight Internet connectivity becomes crucial during a flight.
This connectivity also becomes an essential income for the
airlines. For this reason, the IFC takes the attention of both
industry and academia. The satellite and A2G networks are
widely known aeronautical solutions to enable this connec-
tivity. Additionally, the AANETs are started to be included
in the literature as a new practical solution.

This survey first analyzes the satellite and A2G connec-
tivities by investigating state-of-the-art. Then, we examine
the AANETs by giving topological details, environment and
mobility effects, and open research challenges.

LIST OF ACRONYMS AND ABBREVIATIONS
A-R ADS-B Aided Geographic Routing.
A2G Air-to-Ground.
AAC Airline Administrative Control.
AANETs Aeronautical Ad-hoc Networks.
ACARS Aircraft Communications and Reporting

System.
ACL ATC Clearances Service.
ACM ATC Communications Management

Servic.
ADS-B Automatic Dependent Surveillance-

Broadcast.
AeroMACS Aeronautical Mobile Airport Communi-

cation System.
AeroMRP Aeronautical Multipath Reliable Proto-

col.
AI Artificial Intelligence.
AMCS ATC Microphone Check Service.
AOC Aeronautical Operational Control.
AODV Ad hoc On-Demand Distance Vector.
ARPAM Ad-hoc Routing Protocol for Aeronauti-

cal Mobile Ad-Hoc Networks.
ATC Air Traffic Control.
ATN Aeronautical Telecommunication Net-

work.
ATSC Air Traffic Services.
B-GAN Broadband Global Area Network.
CAGR Compound Annual Growth Rate.
CDMA Code Division Multiple Access.
CPDLC Controller Pilot Data Link Communica-

tions.
CSMA Carrier Sense Multiple Access.
DAMA Demand Assigned Multiple Access.
DDVC Dynamic Doppler Velocity Clustering.
DLDC Dynamic Link Duration Clustering.
DLIC Data Link Initiation Capability.
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DMDR Delay aware Multipath Doppler
Routing.

DME Distance Measuring Equipment.
DS-CDMA Direct Sequence CDMA.
DSB-AM Double Sideband and Amplitude

Modulation.
ECC Electronic Communications

Commitee.
EHF Extremely High Frequency.
EUROCONTROL European Organisation for Safety of

Air Navigation.
FAA Federal Aviation Administration.
FANETs Flying Ad-Hoc Networks.
FDD Frequency Division Duplex.
FDMA Frequency Division Multiple

Access.
FOBREQ Forward Best Request.
GEO Geostationary Earth Orbit.
GLSR Geographic Load Share Routing.
GMSK Gaussian Minimum Shift Keying.
GPS Global Positioning System.
GPSR Greedy Perimeter Stateless Routing.
GRAA Geographic Routing Protocol for

Aircraft Ad Hoc Network.
GSM Global System for Mobile

Communications.
HF High Frequency.
HFDL High Frequency Data Link.
HSRP Hierarchical Space Routing

Protocol.
ICAO International Civil Aviation

Organization.
ICO Intermediate Circular Orbit.
IDTA Interference-based Distributed

TDMA Algorithm.
IFC In-Flight Connectivity.
IGW Internet Gateway.
Inmarsat International Maritime Satellite.
IP Internet Protocol.
IPv6 Internet Protocol Version 6.
L-DACS L-band Digital Aeronautical Com-

munication System.
LAA Licensed Assisted Access.
LEO Low Earth Orbit.
LF Low Frequency.
LLC Logical Link Control.
LOS Line-of-Sight.
LTE Long Term Evolution.
MAC Medium Access Control.
MEO Medium Earth Orbit.
MF Medium Frequency.
MQSPR Multiple QoS Parameters-based

Routing.
MUDOR Multipath Doppler Routing.
NGMN Next Generation Mobile Network.

NoDe-TBR Node Density Trajectory Based Rout-
ing.

NTAR Node Mobility and Traffic Load
Aware Routing.

OFDM Orthogonal Frequency Division Mul-
tiplexing.

OFDM-FDD Orthogonal Frequency Division
Multiplexing-Frequency Division
Duplex.

OFDMA Orthogonal Frequency Division Mul-
tiple Access.

PLAR Path Link Availability Routing Proto-
col.

QoS Quality of Service.
QoS-MUDOR QoS Multipath Doppler Routing.
RF Radio Frequency.
RGR Reactive Greedy Reactive.
RP-CDMA Random Packet Code Division Multi-

ple Access.
RREP Route reply.
RREQ Route Request.
RSVP Resource Reservation Protocols.
RTT Round-Trip-Time.
RUDP Reliable User Datagram Protocol.
SAeroRP Secure AeroRP.
SDMA Space Division Multiple Access.
SHF Super High Frequency.
SINR Signal to Interference plus Noise

Ratio.
SPMA Statistical Priority Multiple Access.
SSB-AM Single Side-BandAmplitudeModula-

tion.
TCAS Traffic Collision Avoidance System.
TCP Transmission Control Protocol.
TD-LTE Time Division LTE.
TDD Time Division Duplex.
TDMA Time Division Multiple Access.
Tx/Rx Transmit/Receive.
UAV Unmanned Aerial Vehicles.
UDP User Datagram Protocol.
UHF Ultra High Frequency.
VDL VHF Data Link.
VHF Very High Frequency.
VLF Very Low Frequency.
WiFi Wireless Fidelity.
WiMAX Worldwide Interoperability for

Microwave Access.
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