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ABSTRACT With an exponential increase in network traffic demands requiring quality of services, the
need for routing optimization has become more prominent. Recently, the advent of software-defined
networking (SDN) technology enables centralized management and operation, and the networking resources
such as switches become flexibly configurable through programmable interfaces. In this paper, we propose a
deep reinforcement learning (DRL)-based routing optimization on an SDN. In the proposedmethod, the DRL
agent learns the interdependency between the traffic load of network switches and the network performance,
and decides an optimal set of link weights to make a balance between the end-to-end delay and packet
losses of the network. The SDN controller determines the routing paths using the set of link weights and
installs the flow-rules on the SDN-enabled switches. To overcome an extensively long learning process of
DRL in a case of topology change, we develop an M/M/1/K queue-based network model and perform the
learning process of DRL using the network model in an offline manner until it is converged. The simulation
results demonstrate the proposed routing method outperforms a conventional hop-count routing and a traffic
demand-based RL algorithm in several network topologies.

INDEX TERMS Routing optimization, deep reinforcement learning, software-defined networking.

I. INTRODUCTION
To deal with the constant increase in network traffic volume,
network operators have continued to improve resource man-
agement performance through traffic engineering techniques.
Traffic engineering in communication networks coordinates
the packet forwarding paths of multiple flows in the network
to improve the overall quality of service for network users.
Routing optimization has long been steadily studied as one
of the major challenges in traffic engineering to maximize
network utility [1]–[3].

In traditional routing methods, each router makes its own
packet forwarding decision without any regard for other
router decisions. Although this distributed routing method
provides scalability because it can be applied regardless of
the network scale, it is difficult to approach routing opti-
mization of the entire network andmanage network resources
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efficiently and flexibly. For these reasons, there is a greater
need for a better network management model, and software-
defined networking (SDN) has been proposed as an effective
means of managing the entire network by separating control
and data planes in the network, which distinguishes data
transmission from control operations [4], [5]. SDN provides
a global view of the entire network and improves network
programmability for network operation and management by
logically decoupling the control plane and data plane in the
network [6]. This SDN paradigm can achieve efficient net-
work monitoring and flexibly deploying network policies.
However, while SDN enables centralized control of packet
forwarding with a global view of the network, designing an
optimal routing solution is not trivial. Many existing works
formulate the routing problem as a constrained shortest path
problem, but an optimal solution to these problems is usu-
ally NP-hard [7]. In addition, even though there is a typical
solution by considering the network operation as a fixed
model with varying traffic for the general multi-commodity
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flow problem, such models cannot accurately exhibit
good network operation under complex and dynamic
traffic [8].

Deep reinforcement learning (DRL), which combines rein-
forcement learning (RL) with deep neural networks, has been
introduced to develop traffic engineering techniques in recent
years [1]. The advancement of the DRL technique provides
a new way to solve the optimization of highly complicated
routing problems. DRL-based routing schemes can learn and
adapt to complex networks by improving routing policy per-
formance in an experience driven and model-free manner.
Recent research has demonstrated an impressive advance
in routing optimization performance by utilizing the DRL
technique in an SDN-based network [8]–[15]. It should be
noted here that, due to the nature of RL, which involves
exploration in the process of determining the best policy,
networking performance degradation may occur during the
learning process, particularly in the early stages. Because
an inappropriate routing policy directly increases end-to-
end delay and packet loss in a network, risking network
performance degradation for the sake of training reduces
the system’s reliability. In particular, if there is a change
in the network topology, the DRL agent should re-learn for
routing optimization. The more complex the characteristics
of network traffic, the longer it takes to converge, resulting
in long-term network performance degradation. Furthermore,
in networkswhereQoS-sensitive traffic is transmitted, the use
of DRL-based routing optimization that necessitates explo-
ration can be disastrous.

In this paper, we propose a DRL-based routing optimiza-
tion on an SDN. The DRL agent learns the interdepen-
dency between the traffic load of network switches and
the network performance using a deep deterministic pol-
icy gradient (DDPG) algorithm, and decides an optimal set
of link weights to reduce the end-to-end delay and packet
losses of the network using the aggregated traffic volume
matrix (ATVM) as an input of DRL. ATVM represents the
amount of traffic volume assigned to each switch in the
network. The SDN controller determines the routing paths
using the set of link weights and installs the flow-rules on the
SDN-enabled switches. In the propose method, we develop
an M/M/1/K queue-based network model and perform the
learning process of DRL using the network model in an
offline manner until it is converged to overcome the net-
work performance degradation problem during the learn-
ing process of DRL. Because an action for exploration
is applied to the modeled network, the proposed method
allows unrestricted exploration without affecting the data
network’s performance. Furthermore, because a reward for
the corresponding action is obtained through interaction
with the modeled network, synchronization with the data
network is not required, allowing for the rapid genera-
tion of a converged routing policy with high computing
power.

The main contribution of this paper is summarized as
follows.

• In the SDN-based network, we propose a deep rein-
forcement learning (DRL)-based routing optimization
method where the DRL agent is trained to decide an
optimal set of link weights to minimize the end-to-end
delay and packet losses of the network.

• To overcome an performance degradation problem in
learning process of DRL, we develop an M/M/1/K
queue-based network model and perform the learning
process of DRL using the network model in an offline
manner until it is converged.

• We adopt the DDPG algorithm to automatically deter-
mine link weights of network and employ ATVM as an
input of DRL to improve the routing performance.

• We evaluate the routing performance of the proposed
method using simulations and demonstrate the proposed
routing method outperforms a conventional hop-count
routing and a traffic demand-based RL algorithm in
several network topologies.

The rest of this paper is structured as follows. Section II
provides an overview of related network routing research.
In Section III, we describe the proposed routing method
as well as the MDP model for link weight decisions.
In Section IV, we discuss theDDPG for linkweight allocation
and present the DDPG-based routing algorithm. In Section V,
we present the performance evaluation of the proposed
method, and in Section VI, we provide the conclusions of the
study.

II. RELATED WORK
A. TRADITIONAL ROUTING METHODS
Traditional routing methods include classic traffic forward-
ing protocols such as Open Shortest Path First (OSPF) [16]
and Equal-Cost Multi-Path (ECMP) [17], which route traffic
through the shortest paths or distribute traffic evenly across
multiple transmission paths. These dynamic routing rules
can route traffic regardless of network topology or traffic
distribution. However, their performance is far from optimal
when network and traffic characteristics are not taken into
account. Many research interests have been drawn to the rout-
ing optimization problem to adapt traffic routing to network
conditions [3].

Fortz and Thorup [18] demonstrated a system of tech-
niques for addressing predicted periodic changes in traf-
fic by adjusting OSPF weights for intra-domain routing.
Sridharan et al. [19] proposed a routing scheme that achieves
near-optimal traffic splitting by activating only a subset of
ECMP next hops to forward packets to the chosen destina-
tion prefix. Xu et al. [20] proposed the Penalizing Exponen-
tial Flow-splitting (PEFT) protocol, which forwards packets
hop-by-hop based on link weights. PEFT-enabled switches
exponentially distribute traffic across all possible paths, but
longer paths are penalized based on total link weights along
the paths. Michael and Tang [21] demonstrated the Hop-by-
hop Adaptive Link-state Optimal algorithm, which results
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in an optimal iterative distributed procedure for quasi-static
demands.

B. SDN-BASED ROUTING METHODS
SDN (Software-Defined Networking) broadens the hori-
zon for resolving TE-related issues [22]. SDN-based rout-
ing methods can be designed based on a global view of
the network and real-time traffic characteristics by using
the SDN controller, which monitors overall network condi-
tions and determines the forwarding path for each flow in
the network. Agarwal et al. [6] developed a Fully Polyno-
mial Time Approximation Scheme to solve the SDN con-
troller’s optimization problem for forwarding packets in an
incrementally deployed SDN. Vissicchio et al. [23] inves-
tigated the collaboration of distributed (OSPF-based) and
centralized (SDN-based) routing control planes in hybrid
SDN switches. Celenlioglu and Mantar [24] proposed a
routing and resource management model for SDN-based
intra-domain networks that uses pre-established paths with
resource reservation. This type of scheme boosts routing scal-
ability and network resource utilization. Based on the sim-
ulated annealing algorithm, Deng and Wang [25] proposed
an application-aware QoS routing algorithm for SDN-based
IoT systems. Rezende et al. [26] concentrated on the limita-
tions of traditional multistream protocols and used SDN to
distribute packets across multiple paths. The authors also pro-
vided application interfaces and improved the QoS provided
to end-users.

C. MACHINE LEARNING-BASED ROUTING METHODS
Recently various methods related to machine learning-based
network routing have been proposed. Mao et al. [27]
employed a supervised deep learning technique to con-
struct the routing table for deciding the next routing node.
Zhou et al. [28] proposed a Q-learning-based localization-
free any path routing protocol to prolong the life as well
as reduce the end-to-end delay for underwater sensor net-
works. Pham et al. [15] exploited a DRL agent with convolu-
tional neural networks in the context of knowledge-defined
networking to enhance the performance of QoS-aware
routing. Huang et al. [14] proposed a DDPG-based quality
of experience optimization method for multimedia traffic.
Xu et al. [29] proposed an experience-driven routing scheme
for multiple end-to-end communication sessions. The pro-
posed combined traffic engineering-aware exploration and
actor-critic-based Prioritized Experience Replay methods for
optimizing network delay. Suarez-Varela et al. [30] proposed
feature engineering for DRL-based routing in the context of
optical transport networks and IP networks. Zhang et al. [11]
introduced a critical flow rerouting reinforcement learn-
ing scheme (CFR-RL). CFR-RL balances link utilization
of the network by forwarding the majority of flows using
equal-cost multi-path (ECMP) and rerouting a few critical
flows selected by the agent to utilize the network link opti-
mally. Zhang et al. [31] also proposed SmartEntry, which is
a destination-based routing solution that reduces the number

FIGURE 1. Overall system architecture of proposed DRL-based routing on
SDN.

of forwarding entries that need to be updated to respond to
dynamic changes of traffic demands using RL and linear pro-
gramming. Fu et al. [12] proposed a routing strategy based
on deep Q-learning designed for data center networks. The
authors assumed that mice and elephant flows had different
requirements and focused onmeeting these traffic demands in
respect of throughput, latency, and packet loss. For SDN-IoT,
Guo et al. [13] proposed DQSP which is a DDPG based
secure and QoS-aware routing method. Chen et al. [9] thor-
oughly examines the need for optimized routing in SDN. The
authors presented RL-Routing and proved that their method
offers better results than other routing algorithms like OSPF
and Least Loaded after an extensive evaluation based on a
real SDN controller and networks. Sun et al. [10] leveraged
the idea from the pinning control theory to select a subset
of links in the network to solve the scalability problem that
occurs when DRL is adopted to learn the link weights for
huge network. Later, Sun et al. [8] proposed ScaleDeep to
automatically adjust routing policy to improve network per-
formance and tolerate network topology changes by dividing
the nodes on the network into two classes: driver nodes
and follower nodes. The authors employed pinning control
to alleviate the curse of dimensionality problem when the
network scale rises.

Despite numerous research efforts to improve routing per-
formance through learning techniques, particularly RL tech-
niques, there is still a problem in which the performance of
the data network is degraded due to exploration problems
in the learning process and the longer it takes to converge
the more complex the traffic characteristics. In this paper,
by employing the M/M/1/K queue-based network model in
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learning process, we can prevent the performance degradation
during the learning process of RL. In addition, we can obtain
a converged neural model rapidly by acquiring and utilizing
the state and reward for training from the modeled network.

III. NETWORK ROUTING SYSTEM MODEL USING MDP
A. OVERALL SYSTEM ARCHITECTURE
As shown in Figure 1, we consider an SDN-based rout-
ing system architecture where the SDN controller manages
packet forwarding by following the link weight allocation
provided by the DRL agent with the M/M/1/K queue-based
networkmodel. Themodeled network in the proposed system
is constructed based on network information such as network
topology and switch specification provided by the SDN con-
troller of the control plane and thus reflects the characteristics
of the data network of the data plane.

Considering the importance of trust in the network sys-
tem and the sensitivity of quality of service for flows, the
proposed routing system is designed to solve exploration
issues, particularly in the early stages of learning technique,
via modeling-based training. In the proposed system, the
DRL agent learns through rewards of actions applied to the
modeled network rather than direct interaction with the data
network. The sophisticated network modeling-based method
allows the learning agent to obtain an effectively trained
neural model without degrading the performance of the data
network. At every iteration in the learning process, the agent
obtains the state and reward values for the action applied to
the data network from the model of the data network rather
than the measurement values on the data network in real-
time. Note that an iteration time step does not correspond
to an actual time value. As a result, the agent can obtain a
converged neural model much faster than the online method
that interacts with the actual data network in real-time. The
amount of time for the learning process depends on the com-
puting power for the computation. In addition, it is possible
to train the neural model for the various traffic demands using
the model of the data network. We generate the synthetic
traffic demands and train the neural model using the traffic to
make the model have the capability of responding to various
traffic states without re-performing the learning process for a
different traffic demand. Therefore, the hyper-parameters of
the neural model should be appropriately adjusted depending
on the data network size and the dynamics of the traffic
demands.

In the proposed method, the learning agent trains the neu-
ral networks using the modeled network based on network
topology and traffic demand of the data network. The DRL
agent employs the ATVM of each switch as the network state
and aims to learn the weight for each link as the action.
The DRL agent updates neural networks of actors and critics
to optimize the link weight allocation based on the DDPG
algorithm and provides the tuned link weights to the SDN
controller when expected routing performance improves and
converges. Here it is worth noting that the learning process to

find the optimal link weights in the proposed architecture is
performed using only the modeled network so that it does not
take the risk of causing network performance degradation by
directly applying the uncertainty risk to the target network.

B. SYSTEM MODEL
In this paper, we consider a backbone network composed
of SDN-enabled switches and edge switches are connected
to traffic sources such as multiple clients or servers. Here,
it is assumed that each edge switch is the departure or arrival
point of the backbone network. We assume that there are
N switches in the SDN-based network and the switches
are denoted by V = [v1, v2, . . . , vN ]ᵀ. The service rate of
the n-th switch is denoted as µn. Here, we focus on the
routing of traffic within a single autonomous system. For a
communication network G, we use E to denote the set of the
links e among the switches, then we have G = (V ,E). For
any pair of switches vi, vj ∈ V (i 6= j), it is assumed that
there is at least one forwarding path pi,j = {e1, e2, . . . , e|p|}
that can forward the traffic from vi to vj. Among the paths,
we denote the shortest path as p∗i,j = {e

i,j
1 , e

i,j
2 , . . . , e

i,j
|p∗|}.

Here, the shortest path is calculated with a weighted shortest
path algorithm on G, where the weight value for link em
is denoted by wm (0 ≤ m ≤ |E|). This path also can be
expressed as p∗i,j = {v

i,j
1 , v

i,j
2 , . . . , v

i,j
|p∗|} where v

i,j
l is the l-th

switch when forwarded through the shortest path. vi,j1 and vi,j
|p∗|

are the same as vi and vj, respectively.
At the time step t , let f kt (0 ≤ k ≤ Mt ) denote the k-th

traffic flow where Mt is the number of flows in the network
at t . Here, a flow is defined as a source-destination pair. In the
network routing system, f kt is forwarded via selected switches
in accordance with the calculated shortest path, and the data
processing and transmission delay occur as the flow passes
through switches along the path. In this paper, we assume
Poisson arrivals with a rate λkt and exponentially distributed
service times. Here, the data processing and transmission
delay can be modeled as M/M/1/K queue when each switch
has a limited system capacity size. Then, the expected delay
in vn at time step t can be obtained as follows:

E[dn(t)] =
E[Nn(t)]

λn(t)(1− Pnb(t))
, (1)

where λn(t) is the aggregate arrival rate into vn at t . Pnb(t) is
the probability that a packet is lost due to a buffer overflow
in vn at t , and Nn(t) is the queue occupation that represents
the number of packets in the switch at t . Here, Pnb(t) can be
obtained as follows:

Pnb(t) =
(1− ρn(t))(ρn(t))Kn

1− (ρn(t))Kn+1
, (2)

where ρn(t) = λn(t)/µn and Kn denote the traffic intensity
at switch n and the total system capacity of the switch n,
respectively. In addition, the expected queue occupation can
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be obtained as follows:

E[Nn(t)] =

{
ρn(t)

1−ρn(t)
−

(Kn+1)(ρn(t))Kn+1

1−(ρn(t))Kn+1
if ρn(t) < 1

Kn
2 if ρn(t) = 1.

(3)

Under the assumption that the propagation delay over the
link is negligibly small, the end-to-end delay of f kt forwarded
through p∗i,j can be obtained as follows [32]:

Dke2e(t) =
∑

n∈path(p∗i,j)

E[dn(t)], (4)

where path(p∗i,j) represents the set of switches on the forward-
ing path from vi to vj. Then, the average end-to-end delay of
flows in the network can be obtained as follows:

Davge2e(t) =
1
Mt

Mt∑
k=1

Dke2e(t). (5)

In addition, the expected loss traffic of switch n and
expected total loss traffic of network at time step t can be
obtained as follows:

E[Ln(t)] = λn(t)Pnb(t) (6)

E[Ltot (t)] =
N∑
n=1

λn(t)Pnb(t). (7)

The sophisticated network modeling-based method
enables the learning agent to obtain an effectively trained
neural model while maintaining the data network’s perfor-
mance. It is worth noting that a single-path routing such
as OSPF is assumed in this work, but it is can be easily
extended to other routing algorithms such as multi-path
routing. Depending on a routing algorithm, the data network
would have different states and rewards for the same set of
link weights. However, the routing algorithm is considered
as a part of the environment in the context of RL, and the RL
agent can respond to different environments if the learning is
re-performed appropriately.

C. MDP MODEL FOR LINK WEIGHT ALLOCATION
In this paper, we use the ATVM as a network state repre-
sentation. The ATVM shows the traffic rate transmitted from
each switch to the next switch in line. Let T = [ti,j]N ,N
denote the ATVM of the data network, where ti,j is given
by the traffic amount from the i-th switch to the j-th switch.
For a given network topology, the ATVM of the network
is determined by the traffic demand of data flows and their
routing paths on the network. This representation of network
states allows the agent to learn the interdependency between
the links because it reflects both the link utilization of the
network and the interconnection topology among switches of
the network. In the proposedmodeling-basedmethod, there is
no interaction between the DRL agent and the SDN controller
during the training process. It means that the agent does
not measure aggregated traffic volume at switches during

TABLE 1. Frequently used parameters.

the learning process. Instead, the ATVM is computed by
exploiting the data network model and the decision of routing
paths, which is determined by a routing algorithm and the link
weights of the previous action.

In the proposed method, it is worth noticing that the aggre-
gated traffic volume value measured by each switch in the
actual network is almost the same as the value calculated in
the fine modeling-based learning environment for the same
traffic demand and deployed link weight allocation. Based
on this sameness, the DRL agent can train a neural model
suitable for application to the data network, and it makes the
agent able to utilize the unrestricted routing policies without
affecting the performance of the data network. In addition,
these meaningful pairs of state and reward are stored in the
replay buffer of the off-policy-based DRL agent and can be
utilized in the experience replay process later.

1) STATE AND ACTION SPACE
The observation of each switch vn at time step t , denoted as
on(t), can be represented by

ont = [t,Kn,Nn(t), λn(t),Ln(t), ρn(t), dn(t)]. (8)

The parameters are listed in Table 1. In the proposed method,
instead of measurement on each switch in the data plane,
these observations are obtained from modeled network in the
agent. The modeled network is constructed based on network
information, such as network topology and specification of
switches, reported by the SDN controller. At every time step t ,
the shortest paths of flows according to the link weights
assigned by the previous action is calculated in modeled
network, and the network state at time step t , denoted as st ,
is be obtained as follows:

st = { s
i,j
t | i , j ∈ V} (9)

si,jt = min(1,
1

µmax

Mt∑
k=1

λ
k(i)
t xkij(t)) (10)

where λk(i)t =
∏

l∈path(src(k)→i)(1 − Plb(t)) · λ
k
t and xkij(t)

represents the binary indicator to indicate whether the link
from vi to vj is included in the path through which the k-th
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FIGURE 2. Simple example of modeling-based process.

flow is transmitted according to the shortest path. µmax is
the maximum service rate of switches, and we use the min(·)
function to adjust the element range of state to [0, 1]. Note
that the state si,jt corresponds to the element ti,j of ATVM
normalized by µmax .
Meanwhile, at each time step t , the DRL agent determines

the action at to allocate the link weights in accordance with
the st . The action space is defined as follows:

at = a1t × a
2
t × · · · × a

|E|
t (11)

where amt (0 ≤ m ≤ |E|) denotes the weight value assigned to
m-th link at time step t . The range of each weight is defined as
amt ∈ [wmin,wmax] wherewmin andwmax denote the minimum
and maximum values of link weight, respectively. The action
determined by the DRL agent indicates the weight of links,
and link weight allocation indicates the routing policy of
the network in that packet forwarding is determined by the
weighted shortest path algorithm.

Figure 2 shows a simple example of calculating the state
and its corresponding delay and loss without directly affect-
ing the data network using a modeling-based environment.
The network has six switches and there are two traffic
demands in the network. The SDN controller manages packet
forwarding of the data network following its routing policy
and reports the information of data network to the learn-
ing agent. For a given network topology, the DRL agent
trains the neural network without disturbing the data net-
work. The information for DRL such as the network state,
average end-to-end delay, and expected total packet loss is
calculated using modeled network. Unlike the traffic demand
matrix (TDM) in [15] that corresponds to the traffic volume
between source-destination pairs of edge switches, ATVM is
a summary of the traffic volume aggregated at each router as

traffic flows pass through the routers along the path as shown
in Figure 2. Since the routing paths of the data network and
the paths applied by the modeled network are different, the
selected actions in the training process do not degrade the
data network. In addition, since learning is performed based
on information of data network, meaningful experiences are
accumulated in the replay buffer during the pre-training pro-
cess, and the trained neural model suitable for immediate
application to the network can be obtained.

2) TRANSITION PROBABILITY AND REWARD FUNCTION
The probability that the network routing system undergoes a
transition from state st to state st+1 when action at is taken
can be represented as Psa : (s, a) → st+1. Since the weight
allocation to each link can be changed dynamically, transition
probability Psa can be determined using the probability of
selecting an action at at state st defined by policy π .

The goal of this paper is to minimize the average end-
to-end delay of network flows by optimizing link weights.
As a result, the routing system’s reward should be inversely
proportional to the average delay. However, it should be noted
that overall network performance may be degraded when a
high score is granted to improper link allocation that brings
a short delay with reduced traffic by causing a large amount
of packet loss. Therefore, the comprehensive reward of the
proposed routing system is designed to achieve two main
goals: (1) minimizing the average end-to-end delay of flows,
(2) suppressing the increase in the amount of packet loss at
switches. Here, we define the delay performance reward rd (t)
and packet loss reward rp(t) at time step t as follows:

rd (t) = 1−
Davge2e(t)∑

n∈path(pmax )
Kn
µn

(12)
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FIGURE 3. DDPG training process diagram.

and

rp(t) = 1−
Ltot (t)∑N
n=1 λn(t)

. (13)

Here, it is assumed that pmax is the path through the most
hops. Then, let R denote the reward function that returns a
value indicating whether link weights are allocated to mini-
mize the average end-to-end delay by the routing algorithm
while taking into account reducing packet loss due to bot-
tlenecks. When action at is taken in the state st , the reward
function is defined as follows:

R(st , at ) = α rd (t)+ (1− α) rp(t) (14)

where the range of R(st , at ) is [0, 1], and α denotes the weight
factor for balancing the weight on delay and packet loss of
the network. The reward function in (14) aims to reduce a
weighted linear combination of performance metrics for net-
work delay and packet loss. However, depending on the needs
of network operation, the reward function can be defined in
other forms such as maximizing throughput or minimizing
maximum link utilization.

To consider the impact of current action on future rewards,
we define the total expected discounted reward under policy
π as follows:

Rπt = R(st , at )+
∞∑
i=1

γ i · R(st+i, at+i), (15)

where γ ∈ [0, 1] is the discount factor that determines the
importance of future rewards from time step t + 1 until the
infinite time step. In other words, Rπt is defined as the sum of
the current reward at time step t and the discounted reward
from time step t + 1 to the infinite time step. For example,
γ = 0 indicates that the network routing system takes account
of only the current reward, whereas γ = 1 means that the
system considers the long-term reward at an infinite time step
with the same weight as the current reward. The objective of
the network routing system is to identify an action-selection
policy that increases the total expected discounted reward
Rπt to improve the routing performance of the SDN-based
network.

IV. NETWORK ROUTING ALGORITHM USING DDPG
A. DDPG FOR LINK WEIGHT ALLOCATION
In the proposed system, the DRL agent trains the neu-
ral model to identify the optimal action-selection policy
for packet forwarding with balanced link weight allocation
leading to reducing the delays and packet loss in the net-
work. In order to formulate this objective, we employ the
action-value function that returns the total expected dis-
counted reward when action at is taken in the state st in
accordance with the policy π as:

Q(st , at ) = E

{
R(st , at )+

∑
i

γ i · R(st+i, at+i)

}
. (16)
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Here, the optimal action-value function Q∗ can be approxi-
mated as follows:

Q∗(st , at ) = E
{
R(st , at )

+

∑
i

γ imax
at+i

R(st+i, at+i)|s=st ,a=at

}
. (17)

In this paper, we use a DDPG algorithm with model-
free, off-policy, and actor-critic properties to learn the
action-selection policy that maximizes the total expected dis-
counted reward. Using two deep neural networks, as shown
in Figure 3, this algorithm can be used to approximate the
optimal action-value function in continuous action space.
The first neural network is an actor-network that approxi-
mates behavior policy. Its input is observation and its output
is action-value, i.e., τ (st ). The second neural network is a
critic network that approximates the action-value function. Its
inputs are action and observation, and the output is the value
of the action-value function, i.e., Q(st , at ).
Let τ (s|θ τ ) and Q(s, a|θQ) denote the actor network and

critic network, respectively. In addition, let us denote τ ′ and
Q′ as the network functions for the actor and critic target
network, respectively. Then, the DDPG employs θ τ for the
actor network and θQ for the critic network to parameter-
ize non-linear function approximators. Here, θ τ and θQ are
updated in accordance with the policy gradient and loss func-
tion, respectively, as shown in Figure 3. The weight of critic
network θQ is updated in the direction of minimizing loss as
follows:

L(θQ) =
1
H

∑
i

(yi − Q(si, ai|θQ))2, (18)

where yi = R(si, ai) + γQ′(si+1, µ′(si+1|θ τ
′

)|θQ
′

), and H
denotes the number of randomly sampled tuples from the
replay buffer B. That is, H means the size of the mini batch.
The DDPG optimizes θ τ by updating J (θ τ ), which is the
objective function of the policy gradient method in the direc-
tion of ∇θτ J (θ τ ) defined as follows:

∇θτ J (θ τ ) ≈
1
H

∑
i

∇aQ(s, a|θQ)|s=si,a=τ (si)

∇θτ τ (s|θ τ )|s=si . (19)

To update the target networks gradually, the DRL agent
updates θ τ

′

and θQ
′

as follows:

θQ
′

= εcθ
Q
+ (1− εc)θQ

′

, (20)

θ τ
′

= εaθ
τ
+ (1− εa)θ τ

′

, (21)

where εc and εa denote positive small numbers between 0 and
1 used to learn rates corresponding to the actor network and
critic network, respectively.

B. DDPG-BASED ROUTING ALGORITHM
The proposed DDPG-based routing policy update solution

is described in Algorithm 1. First, the neural network mod-
els in DRL agent are initialized with randomly generated

Algorithm 1The Proposed DDPG-Based Routing Algorithm
1: // Initialization
2: Set the critic-network Q(s, a|θQ) and actor-network
τ (s|θ τ ) with randomly generated weight θQ and θ τ

3: Set target parameters equal to main parameters θQ
′

←

θQ, θ τ
′

← θ τ

4: Empty experience replay buffer B
5: Construct the M/M/1/K queue-based network model

using network information from SDN controller.
6: Set initial state s0 in accordance with the initial routing

policy
7: // Parameter updating
8: repeat
9: Select action at = τ (st |θ τ )+N following the param-

eter noise for exploration
10: Take action at on modeled network and calculate

R(st , at ), st+1
11: Store transition {st , at ,R(st , at ), st+1} in B
12: if it’s time to update then
13: Update the network information from SDN con-

troller.
14: end if
15: Randomly sample a batch of H transitions

{si, ai,R(si, ai), si+1} from B
16: Set yi = R(si, ai)+ γQ′(si+1, τ ′(si+1|θ τ

′

)|θQ)
17: Update critic θQ and actor θ τ in (18) and (19)
18: Update the targets softly in (20) and (21)
19: until convergence

weights and initial observations. The M/M/1/K queue-based
network model is built using network data from the SDN
controller. The initial observation is derived from the network
topology and traffic demand information reported by the
SDN controller, as well as the state and reward information
calculated in the modeled network environment. The DRL
agent trains the neural model using synthetic traffic demands
that are randomly generated. Here, the learning performance
can be significantly improved by exploiting the pre-collected
network statistics that have been observed in the target data
network.

The algorithm consists of a loop for time step t . Lines 7–19
show the loop for each time step t . At every time step t , the
agent selects an action at following the actor-network policy
with adaptive noise process N in line 9. To make DDPG
policies explore better, adaptive noise is added to the selected
action during the training time because the action-network
policy is deterministic. In line 10, the DRL agent takes action
at onmodeled network and calculates the rewardR(st , at ) and
the next state st+1. The observed transition is stored to the
replay buffer B for each action. When network information is
reported from the SDN controller every T cycle, the previous
network information is updated with the currently reported
information. T is the period at which the SDN controller
observes network information and delivers it to the DRL
agent. The value for T is a design parameter that can be
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TABLE 2. Simulation parameters.

adjusted in a long term or a short term according to the needs
of the network operation. Based on the randomly sampled
mini batch from B, θQ and θ τ are updated in accordance with
the updated rules (20) and (21) in lines 15 – 18.

The proposed algorithm can mitigate the performance
degradation that occurs in the learning stage and is suitable
for a situation where the traffic demand dynamically changes
over time in the backbone network environment. However,
for an environment with highly-dynamic topology changing
(e.g., wireless and ad hoc networks, Internet of Things, etc.),
training a new model each time may not be computation-
efficient. In this case, we can improve the efficiency of com-
putation by adopting a graph neural networks to generate a
generalized model for multiple topologies [33], [34].

V. PERFORMANCE EVALUATION
A. SIMULATION SETUP
In this section, we present the results of simulations designed
to evaluate the performance of the proposed DDPG-based
routing algorithm in an SDN-based network. The simulations
were conducted using the Python networkX library for net-
work topology generation and a stable-baseline framework
for the DDPG algorithm [35], [36]. We obtained all numer-
ical results from the executions on a server equipped with
an Intel i9-10940X CPU @ 3.3 GHz and NVIDIA Quadro
RTX6000 with 24 GB of memory and with CUDA 11.1.
We considered three kinds of network topologies: a gird
topology where 25 switches were configured in the 5×5 grid
shape with 40 full-duplex links, a GEANT [37] topology of
40 nodes and 61 full-duplex links, and an InternetMCI [37]
topology of 19 nodes and 33 full-duplex links as shown in
Figure 4(a), 4(b), and 4(c), respectively.

The system capacities and the service rate for topologies
are set to 10,000 packets and 3,000 packets/second, respec-
tively. The arrival rate of k-th flow entering the network is
governed by a Poisson process with average λk where λk is
set by a uniform random distribution in the interval from 10 to
300 packets/second. To consider network flow uncertainty,
we randomly selected source and destination switch pairs
and changed the λk at every iteration. The weight factor α
was set to 0.9 and link weights are selected in the range
from 1 to 5. The shortest path of each flowwas calculatedwith
Dijkstra’s algorithm, which is widely used as the weighted
shortest path algorithm. The simulation parameters are listed
in Table 2.
We used two fully-connected hidden layers with 400 and

300 units for the actor network and the critic network, respec-
tively, to implement the DDPG-based algorithm. We used

TABLE 3. Hyper-parameter values used for the DDPG algorithm.

the rectified linear units activation function, which is reliable
and fast. The Adam [38] optimizer is used to train neural
networks. The discount factor γ was set to 0.99. The batch
size of the mini batch was set to 100, and learning began after
100 steps to collect transitions before learning began. The
learning rate for the Adam optimizer and both actor and critic
networks are set to 10−5. We use the Ornstein-Uhlenbeck
process [39] to produce noise that is added in the exploration
policy to help the agent explore the environment thoroughly.
We set the hyper-parameter values of the DDPG algorithm as
shown in Table 3.

B. SIMULATION RESULTS
Figures 5(a), 5(b), and 5(c) show the rewards of the agent with
respect to the number of iterations when using the proposed
method. In the figures, the reported line is a moving average
of 500-time steps. In the figures, it is seen that the rewards
keep increasing over the iterations in three topologies and it
indicates the algorithm can choose better actions as it experi-
ences iteration. In Figures 5(a) and 5(b), since the number of
flows is the same, the reward is larger in the GEANT topology
with larger network size, and the variation of reward is small
in the grid topology where the diversity of paths is relatively
low. In addition, it can be seen that in the GEANT topology
with a relatively large network size, more time is required for
convergence as the state space is larger and complicated.

We compared the performance of the proposed routing
method against that of the naive method and DDPG-based
routing using TDM as a state. The naive method performs
packet forwarding with the minimum number of hops, which
is equivalent to performing routing using Dijkstra’s algorithm
in a situation where the weights of all links are the same.
In general, the optimal performance in QoS routing is not
easily defined.We evaluated the performance of the proposed
method by comparing it with the de facto hop-count-based
routingmethod, which forwards packets with the fewest num-
ber of hops. DDPG-based routing using TDM is a method to
learn link weight allocation by defining the state in DRL as
traffic demand between source and destination pairs [40].

Figures 6, 7, and 8 show the average network performance
with respect to the number of iterations in a grid topology,
a GEANT topology, and an InternetMCI topology, respec-
tively. The reported lines in each figure represent a moving
average of 500 time steps. Figures 6(a), 7(a), and 8(a) repre-
sent the average end-to-end delay of flows. As shown in the
figures, it is seen that the delay of DDPG-based routing meth-
ods gradually decreases as the agent experiences iterations.
Both DDPG-based methods achieved better performance
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FIGURE 4. Network topologies for performance evaluation.

FIGURE 5. Rewards of the agent with respect to the number of time steps.

FIGURE 6. Average network performance with respect to the number of iterations in grid topology.

FIGURE 7. Average network performance with respect to the number of iterations in GEANT topology.
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FIGURE 8. Average network performance with respect to the number of iterations in InternetMCI topology.

than the naive method as learning gradually progresses, and
the proposed method showed better performance than the
DDPG-based method using TDM as a state. In a general net-
work where traffic demand can change at every time step like
in the simulation, the proposed method can improve learning
performance by providing more sophisticated information to
the agent by utilizing ATVM as a state.

Figures 6(b), 7(b), and 8(b) show the packet loss for
one second as a function of the number of iterations in
three topologies. Three topologies exhibit slight increases
in packet loss at the start of training, but the packet loss
gradually decreases as training progresses. Here, the increase
in packet loss was negligible in absolute terms. Since the
reward of the proposed method is defined by combining net-
work delay and packet loss metrics, the performance of one
index can be slightly worse as shown in Figure 6(b) and 8(b).
However, in terms of the overall performance, it can be
confirmed that the proposed method is better as shown in
Figure 6(c) and 8(c). As learning converged in the case of
the GEANT topology, the packet loss of proposed method
was smaller than that of the naive method. This is the
result of learning in a direction that reduces packet loss if a
similar delay occurs even if the number of hops increases.
Figures 6(c), 7(c), and 8(c) show the network throughput
with respect to the number of iterations in three topologies.
In three topologies, as the learning progresses, it is seen that
the network throughput increases as the end-to-end delay and
packet loss gradually decrease. In addition, when comparing
Figure 6(c) and 7(c) with the same number of flows, it is seen
that the convergence of throughput is faster in the case of a
simple grid topology with a relatively small network size.
As shown in the figures, the performance of DDPG-based
methods was superior to that of the naive method as learning
progressed, and the performance of the proposed method was
the best.

Figure 9 depicts the average network performance of the
number of flows in a grid topology and a GEANT topology.
In this case, the converged network performance of each
algorithm is compared by increasing the number of flows by
ten from 100 to 150. Figure 9(a) shows the network delay
concerning the number of flows. As shown in Figure 9(a), the
delays gradually increased as the number of flows increased,

FIGURE 9. Average network performance with respect to the number of
flows.

and the delay of the learning-based methods was smaller
than the naive method. The delay of the proposed method
was the smallest regardless of the number of flows, and the
delay in the grid topology with a relatively small network size
was larger than that of GEANT topology. When the number
of flows is small, the gap between algorithms is reduced.
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This is because, when the amount of traffic is small, trans-
mission with the minimum hop is close to optimal, so the per-
formance improvement through learning gradually decreases.
Figure 9(b) shows the network throughput concerning the
number of flows. As shown in Figure 9(b), as the number
of flows increases, the throughput gradually decreases as
the delay increases. The throughput of the proposed method
was the highest regardless of the number of flows, and the
throughput in the GEANT topology with a relatively large
network size was larger than that of grid topology.

VI. CONCLUSION
In this paper, we consider an SDN-based routing system in
which the DRL agent trains the neural network to select
an action for link weight allocation via M/M/1/K queue-
based network model. The proposed routing system can
solve exploration issues by utilizing the modeled network,
especially in the early stages of the learning technique. The
DRL agent in the proposed system learns through rewards
for actions performed on the modeled network rather than
through direct interaction with the data network. Through
offline learning with modeled network, the agent can train
neural networks without causing the performance degrada-
tion of the data network. In the proposed method, the ATVM
is employed as a state for DRL learning. The DRL agent
updates neural networks to optimize the link weight allo-
cation based on the DDPG algorithm which is one of the
off-policy based actor-critic algorithms. Simulation results
on three different network topologies demonstrated that the
proposed routing method can improve network performance
by reducing end-to-end delay and suppressing the increase in
the amount of packet loss at switches.
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