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ABSTRACT Frequency-hopping sequences (FHSs) have been widely applied in frequency-hopping code-
division multiple-access (FH-CDMA) systems, since they can be used for transmitting messages efficiently
along with switching frequencies at set intervals by each sender. The performance of the FHSs has a great
impact on the performance of FH-CDMA systems. The optimality achieving exactly the Peng-Fan bounds
is an important performance measure. However, optimal sets of FHSs do not always exist for all lengths
and alphabet sizes. Thus, it is meaningful to seek and design more near-optimal FHS sets whose parameters
are near to achieving the Peng-Fan bounds. Let q be a power of a prime. In this paper, we present some
classes of near-optimal sets of FHSs, whose parameters are ( 3(q+1)2 ,

2(q−1)
3 , 3; q) with q ≡ 1 (mod 12),

( q+1k , k(q− 1), 2; q) with even q+1
k , (2(q2 + 1), q

2
−1
2 , 2(q + 1); q) with q ≡ 3 (mod 4), (19, 18, 4; 7),

(7, 9, 3; 4) and (91, 45, 7; 16) respectively. Most importantly, these classes of near-optimal sets of FHSs
have new parameters which are not covered in the foregoing literature.

INDEX TERMS Frequency-hopping sequence, Peng-Fan bound, cyclotomic class, Gaussian period, finite
fields.

I. INTRODUCTION
Frequency-hopping multiple access (FHMA) spread systems
play an important role in military radio communications,
mobile communications, modern radar and sonar echoloca-
tion systems [1], [2]. In these systems, each user is repre-
sented by a sequence of hopping frequencies, which is called
a frequency-hopping sequence (FHS). In general, we need to
minimise the maximum of Hamming out-of-phase autocorre-
lation and Hamming crosscorrelation of the FHS sets, whose
purpose is to discriminate their own signals from the others
and reduce multiple access collisions by simultaneous trans-
mission. To accommodate a great quantity of users, it is also
preferred that the size of the FHS sets is as large as possible.
All in all, it is imperative to find FHSs with long length, small
available frequencies, large size of FHS set and lowHamming
correlation simultaneously. As an inseparable whole, these
parameters of the FHS sets are closely connected with each
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other. As a matter of fact, they are subjected to some theoretic
bounds, for example, the Lempel-Greenberger bound [3] and
the Peng-Fan bounds [4]. These bounds become standards of
evaluating the performance of the FHSs.

Because of the specification of a given system or envi-
ronment, the required length and alphabet size of an FHS
set vary in practical applications. Hence it is very impor-
tant to choose some FHS sets with (near-)optimal Hamming
correlation under the given constraint condition. Generally
speaking, (near-)optimality of an FHS set is measured by
the Peng-Fan bounds. More specifically, we call an FHS set
to be optimal if its maximum periodic Hamming correlation
achieves exactly the Peng-Fan bounds, and we call an FHS
set to be near-optimal if its maximum periodic Hamming
correlation is bigger than the Peng-Fan bounds by one.

So far, both algebraic and combinatorial constructions of
optimal sets of FHSs with respect to the Peng-Fan bound
were provided (see, for example, [3], [5]–[23]). Generally
speaking, optimal sets of FHSs do not always exist for all
lengths and alphabet sizes. However, it is a difficult problem
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to verify whether an optimal FHS set exists for a given
length and a given alphabet size. Hence it is also valu-
able to construct more near-optimal sets of FHSs. In 2011,
Chung and Yang [24] introduced a class of near-optimal sets
of FHSs via using k-fold cyclotomy. In 2012, Chung and
Yang [16] presented a class of near-optimal sets of FHSs by
using non-linear functions over Zp, where p is an odd prime.
In 2013, Chung and Yang [25] got a near-optimal set of FHSs
by applying the new class of balanced near-perfect nonlinear
mappings. Except these constructions, Xu et al. [6], [21], [26]
obtained some new classes of near-optimal sets of FHSs by
means of interleaving technology and generalized cyclotomy.

Our purpose in this paper is to design more near-optimal
sets of FHSs for some cases which are not covered in the
literature. By means of the trace function and known Gaus-
sian periods in finite fields, some classes of near-optimal
sets of FHSs are presented, see Theorems 7, 9 and 11.
In Table 2, we summarize some known near-optimal sets
of FHSs, including the parameters obtained from this paper.

The rest of this paper is organized as follows. In Section II,
we give some preliminaries to frequency-hopping sequence,
the cyclotomic classes and Gaussian periods in finite fields.
In Section III, we propose some constructions of near-optimal
sets of FHSs. Finally, Section IV concludes this paper.

II. PRELIMINARIES
For the constructions of near-optimal sets of FHSs in the
sequel, we need to recall the notions of frequency-hopping
sequence, the cyclotomic classes and Gaussian periods in
finite fields.

A. FREQUENCY-HOPPING SEQUENCE
Let F = {f0, f1, . . . , fl−1} be an alphabet of l available fre-
quencies which are shared by numerous senders. A sequence
X = {xt }

n−1
t=0 is called a frequency-hopping sequence (FHS)

of length n over F if xt ∈ F for all 0 ≤ t ≤ n− 1. Given any
two FHSs X = {xt }

n−1
t=0 and Y = {yt }

n−1
t=0 of length n over F ,

their periodic Hamming correlation HX ,Y at time delay τ is
defined by

HX ,Y (τ ) =
n−1∑
t=0

h[xt , yt+τ ], 0 ≤ τ ≤ n− 1

where h[a, b] = 1 if a = b and 0 otherwise, and t + τ is
performed modulo n.
The maximum periodic Hamming out-of-phase autocor-

relation H (X ) of X and the maximum periodic Hamming
crosscorrelation H (X ,Y ) for two different FHSs X and Y are
defined as

H (X ) = max
1≤τ≤n−1

{HX ,X (τ )};

H (X ,Y ) = max
0≤τ≤n−1

{HX ,Y (τ )}.

Let S be a set of M FHSs of length n over an alpha-
bet F . The maximum periodic Hamming correlation of S is

defined by

H (S) = max{max
X∈S
{H (X )}, max

X ,Y∈S
X 6=Y

{H (X ,Y )}}.

Henceforth, we use (n,M , λ; l) to denote a setS containing
M FHSs of length n over an alphabet of size l withH (S) = λ.
In this case, we also say that a set S of FHSs has parameters
(n,M , λ; l).

In 2004, Peng and Fan established the following bounds
on H (S).
Lemma 1 ([4] The Peng-Fan Bounds): Let S be a set ofM

FHSs of length n over an alphabet of size l. Define I =
⌊ nM

l

⌋
.

Then

H (S) ≥
⌈
(nM − l)n
(nM − 1)l

⌉
(1)

and

H (S) ≥
⌈
2InM − (I + 1)Il

(nM − 1)M

⌉
, (2)

where bzc denotes the largest integer less than or equal to z,
and dze denotes the smallest integer not less than z.

In 2017, Chen et al. [5] proved that the two Peng-Fan
bounds given above are actually identical. Furthermore,
Xu et al. [6] in 2016 gave a simplified form of the Peng-Fan
bounds as follows.
Lemma 2 ([5], [6]): Let S be a set ofM FHSs of length n

over an alphabet of size l and a = b nl c. Then⌈
(nM − l)n
(nM − 1)l

⌉
=

⌈
2InM − (I + 1)Il

(nM − 1)M

⌉
∈ {0, a, a+ 1}.

An FHS set S is called optimal with respect to the
Peng-Fan bound if the parameters of S meet the equality in
(1) or (2), and an FHS set S is called near-optimal with
respect to the Peng-Fan bound ifH (S) is bigger than the right-
hand side of (1) or (2) by one.

B. CYCLOTOMIC CLASSES AND GAUSSION PERIODS
Throughout this paper, let p be a prime and q = ps for a
positive integer s. Denote by Fq (or Fr ) the finite field with
q (or r) elements, where r = qm and m is a positive integer.
Let F∗r be the multiplicative group consisting of all nonzero
elements in Fr and θ be a fixed primitive element of Fr such
that F∗r = 〈θ〉. Let Trr/q denote the trace function from Fr to
Fq defined by

Trr/q(x) = x + xq + xq
2
+ · · · + xq

m−1
, x ∈ Fr .

Let r = nN + 1 for two positive integers n, N ≥ 2. The
cyclotomic classes of order N in Fr are defined by

D(N ,r)
i = θ i〈θN 〉 = {θ i+tN : 0 ≤ t < n}, 0 ≤ i < N .

In the remainder parts of this section, we shall introduce
basic results on Gaussian periods. For more details, the reader
is advised to refer to the paper [27] and the book [28].
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Let ζp = e
2π
√
−1

p be the primitive p-th root of unity. The
canonical additive character of Fr can be defined by

χ : Fr → C∗

x 7→ ζ
Trr/p(x)
p

where Trr/p denotes the absolute trace function fromFr toFp.
According to the orthogonal property of additive characters,
we have ∑

x∈Fr

χ (ax) =

{
r, if a = 0
0, if a ∈ F∗r .

Definition 3: Let χ be the canonical additive character
of Fr and D(N ,r)

i (0 ≤ i < N ) be the cyclotomic classes of
order N in Fr . The Gaussian periods of order N in Fr are
defined by

η
(N ,r)
i =

∑
x∈D(N ,r)

i

χ (x), 0 ≤ i < N .

In general, it is very hard to calculate the values ofGaussian
periods. However, they can be computed for several particular
cases. In this paper, the following lemmas are important for
determining the periodic Hamming correlation distributions
of an FHS set in Section III.
Lemma 4: Let r = qm, q = ps and N = 2. The Gaussian

periods of order 2 in Fr are given by

η
(2,r)
0

=


−1+ (−1)ms−1

√
r

2
, if p ≡ 1 (mod 4)

−1+ (−1)ms−1(
√
−1)ms

√
r

2
, if p ≡ 3 (mod 4)

and

η
(2,r)
1 = −1− η(2,r)0 .

To present further known results about Gaussian periods
in Fr , we need to introduce the period polynomial 9(N ,r)(X )
defined as

9(N ,r)(X ) =
N−1∏
i=0

(X − η(N ,r)i ).

Lemma 5: Let r = qm, q = ps and N = 3. If p ≡ 1
(mod 3) and ms ≡ 0 (mod 3), then the factorization of
9(3,r)(X ) is given by

9(3,r)(X ) = 3−3(3X + 1− cr
1
3 )(3X + 1+

1
2
(c+ 9d)

r
1
3 )(3X + 1+

1
2
(c− 9d) r

1
3 ),

where c and d are defined by 4p
ms
3 = c2 + 27d2, c ≡ 1

(mod 3) and gcd (c, p) = 1. These restrictions determine c
uniquely, and d up to sign.
Lemma 6 (The Semiprimitive Case): Let p be a prime and

N be a positive integer. Suppose that there exists a positive
integer f such that pf ≡ −1 (mod N ), where f is the least

such positive integer. Write r = p2f γ for a positive integer γ .
Then the Gaussian periods of order N in Fr are given below:
(1) If γ, p and pf+1

N are all odd, then

η
(N ,r)
i =


√
r −
√
r + 1
N

, if i =
N
2

−

√
r + 1
N

, otherwise .

(2) In all the other cases,

η
(N ,r)
i =


(−1)γ+1(N − 1)

√
r − 1

N
, if i = 0

(−1)γ
√
r − 1

N
, otherwise .

III. SOME CONSTRUCTIONS OF NEAR-OPTIMAL
SETS OF FHSS
Let r = qm = nN + 1 and θ be defined as Section II. The set
S = {s(0), s(1), · · · , s(N−1)} of N FHSs of length n over Fq is
defined by

s(i) = (s(i)0 , s
(i)
1 , · · · , s

(i)
n−1), 0 ≤ i ≤ N − 1

where

s(i)t = Trr/q(θ i+tN ), 0 ≤ t ≤ n− 1. (3)

Up to now, the parameters of the set S of FHSs being
optimal with respect to the Peng-Fan bound are listed in
Table 1, where q is a power of a prime p. Our aim in this
section is to present new constructions for such set being
near-optimal with respect to the Peng-Fan bound. Specifi-
cally, these parameters with near-optimal Hamming corre-
lation property are different from those parameters in [10,
Theorem 4.8], [20, Theorem 2] and [23, Theorem 1], because
gcd(N , q

m
−1

q−1 ) 6= 1 and N - (q − 1). Furthermore, we also
use the interleaving techniques in [13] to construct new
near-optimal sets of FHSs with longer length and flexible
maximum periodic Hamming correlation from old ones.

TABLE 1. Some relevant optimal sets of FHSs with parameters (n,M, λ; l ).

A. THE FIRST CLASS OF NEAR-OPTIMAL SETS OF FHSS
In this subsection, let q be a power of an odd prime p and
r = q2. The set A = {a(0), a(1), · · · , a(

2q−5
3 )
} of 2(q−1)

3 FHSs
of length 3(q+1)

2 over Fq is defined by

a(i) = (a(i)0 , a
(i)
1 , · · · , a

(i)
3q+1
2

), 0 ≤ i ≤
2q− 5

3
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where

a(i)t = Trr/q(θ i+
2t(q−1)

3 ), 0 ≤ t ≤
3q+ 1

2
. (4)

Theorem 7: The set A of FHSs has the parameters
( 3(q+1)2 ,

2(q−1)
3 , 3; q) and is near-optimal with respect to the

Peng-Fan bound, where q is a power of an odd prime with
q ≡ 1 (mod 12).

Proof: Firstly, we have

gcd(
2(q− 1)

3
, q+ 1) =

1
3
gcd(2(q− 1), 3(q+ 1)) = 2

since q ≡ 1 (mod 12).
Secondly, for any two FHSs a(i1), a(i2) ∈ A with 0 ≤

i1, i2 ≤
2q−5
3 , their periodic Hamming correlation at time

delay τ is given as

Ha(i1),a(i2) (τ )

= |{0 ≤ t ≤
3q+ 1

2
:

Trr/q(θ i1+
2t(q−1)

3 ) = Trr/q(θ i2+
2(t+τ )(q−1)

3 )}|

=
1
q

3q+1
2∑

t=0

∑
x∈Fq

ζ
Trq/p[x·Trr/q(θ

2t(q−1)
3 (θ i1−θ i2+

2τ (q−1)
3 ))]

p

=
3(q+ 1)

2q
+

1
q

q−2∑
i=0

3q+1
2∑

t=0

ζ
Trq/p[Trr/q(θ

2t(q−1)
3 +i(q+1)(θ i1−θ i2+

2τ (q−1)
3 ))]

p

=
3(q+ 1)

2q
+

3
q

∑
x∈D(2,q2)

0

χ ((θ i1 − θ i2+
2τ (q−1)

3 )x)

=
3(q+ 1)

2q
+

3
q

∑
x∈D(2,q2)

j

χ (x)

(where (θ i1 − θ i2+
2τ (q−1)

3 ) ∈ D(2,q2)
j , j = 0, 1)

=
3(q+ 1)

2q
+

3
q
η
(2,q2)
j , (5)

where (5) holds since 2t(q−1)
3 + i(q+1) takes on each element

of 2Z q2−1
2

exactly 3 times for gcd( 2(q−1)3 , q + 1) = 2, when

t and i range over Z 3(q+1)
2

and Zq−1 respectively. Hence,
we have

η
(2,q2)
j ∈ {

q− 1
2

,−
q+ 1
2
}, j = 0, 1

by Lemma 4 and

H (A) =
3(q+ 1)

2q
+

3
q
q− 1
2
= 3.

Furthermore,⌈
(nM − l)n
(nM − 1)l

⌉
=

⌈
(q2 − q− 1) 3(q+1)2

(q2 − 2)q

⌉

FIGURE 1. The time-frequency representation of an FHS set A.

FIGURE 2. The periodic Hamming correlation of an FHS set A.

=

⌈
2−

1
2
(1+

3
q3 − 2q

)
⌉
= 2.

Then we have

H (A) = 3 =
⌈
(nM − l)n
(nM − 1)l

⌉
+ 1.

Therefore, A is near-optimal with respect to the Peng-Fan
bound according to Lemma 1. �
Example 8: Let q = p = 13 and r = q2. Let θ be the

primitive element of Fr with θ2−θ+2 = 0. Then the setA =
{a(0), a(1), · · · , a(7)} defined by (4) consists of the following
FHSs of length 21:

a(0) = (2, 8, 7, 10, 4, 7, 7, 6, 11, 8, 4, 12, 8, 8, 5, 7, 11, 12,

10, 11, 11),

a(1) = (1, 8, 3, 4, 5, 4, 0, 3, 11, 9, 12, 2, 12, 0, 9, 7, 1, 10,

6, 10, 0),

a(2) = (10, 5, 2, 10, 10, 3, 12, 4, 2, 6, 4, 4, 9, 10, 12, 6, 5,

12, 12, 1, 4),

a(3) = (8, 2, 9, 2, 0, 8, 12, 11, 6, 1, 6, 0, 11, 10, 7, 5, 3, 5,

0, 7, 4),

a(4) = (1, 5, 5, 8, 6, 2, 1, 3, 2, 2, 11, 5, 6, 3, 9, 6, 6, 7, 2,

5, 9),

a(5) = (11, 1, 0, 4, 6, 12, 3, 7, 3, 0, 12, 5, 10, 9, 8, 9, 0, 10,

2, 4, 1),

a(6) = (9, 4, 3, 1, 7, 8, 1, 1, 12, 9, 3, 8, 11, 3, 3, 10, 1, 9, 11,

7, 9),

a(7) = (0, 2, 3, 6, 8, 10, 8, 0, 6, 9, 5, 11, 4, 11, 0, 5, 1, 2, 7,

12, 7).

By Matlab software, there are simulation results to validate
Theorem 7 in Figures 1 and 2 as follows:

B. THE SECOND CLASS OF NEAR-OPTIMAL SETS OF FHSS
In this subsection, let p be an odd prime, q = ps with
an odd integer s and r = q2. Let k be a positive integer
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satisfying that p ≡ −1 (mod 2k) and q+1
k is even. The set

B = {b(0), b(1), · · · , b(k(q−1)−1)} of k(q − 1) FHSs of length
q+1
k over Fq is defined by

b(i) = (b(i)0 , b
(i)
1 , · · · , b

(i)
q+1
k −1

), 0 ≤ i ≤ k(q− 1)− 1

where

b(i)t = Trr/q(θ i+kt(q−1)), 0 ≤ t ≤
q+ 1
k
− 1. (6)

Theorem 9: The set B of FHSs has the parameters
( q+1k , k(q− 1), 2; q) and is near-optimal with respect to the
Peng-Fan bound, where q = ps with an odd integer s, p ≡ −1
(mod 2k) and q+1

k is even.
Proof: Firstly, we have

gcd(k(q− 1), q+ 1) = k · gcd(q− 1,
q+ 1
k

) = 2k

since q+1
k is even.

Secondly, for any two FHSs b(i1), b(i2) ∈ B with 0 ≤
i1, i2 < k(q− 1), their periodic Hamming correlation at time
delay τ is given as

Hb(i1),b(i2) (τ )

= |{0 ≤ t <
q+ 1
k
:

Trr/q(θ i1+kt(q−1)) = Trr/q(θ i2+k(t+τ )(q−1))}|

=
q+ 1
kq
+

1
q

q−2∑
i=0

q+1
k −1∑
t=0

ζ
Trq/p

[
Trr/q(θkt(q−1)+i(q+1)(θ i1−θ i2+kτ (q−1)))

]
p

=
q+ 1
kq
+

2
q

∑
x∈D(2k,q2)

0

χ ((θ i1 − θ i2+kτ (q−1))x)

=
q+ 1
kq
+

2
q

∑
x∈D(2k,q2)

j

χ (x)

(where (θ i1 − θ i2+kτ (q−1)) ∈ D(2k,q2)
j , 0 ≤ j < 2k)

=
q+ 1
kq
+

2
q
η
(2k,q2)
j , (7)

where (7) holds since kt(q− 1) + i(q + 1) takes on each
element of 2k · Z q2−1

2k
exactly 2 times for gcd(k(q− 1), q +

1) = 2k , when t and i range over Z q+1
k

and Zq−1 respectively.
For Lemma 6, p is an odd prime, f = 1 and γ = s. Hence,
we have

max
0≤j<2k

{η
(2k,q2)
j } =

(2k − 1)q− 1
2k

by Lemma 6 and

H (B) =
q+ 1
kq
+

2
q
(2k − 1)q− 1

2k
= 2.

Furthermore,⌈
(nM − l)n
(nM − 1)l

⌉
=

⌈
(q2 − q− 1) q+1k

(q2 − 2)q

⌉

FIGURE 3. The time-frequency representation of an FHS set B.

FIGURE 4. The periodic Hamming correlation of an FHS set B.

=

⌈
1
k
(1−

1
q3 − 2q

)
⌉
= 1.

Then we have

H (B) = 2 =
⌈
(nM − l)n
(nM − 1)l

⌉
+ 1.

Therefore, B is near-optimal with respect to the Peng-Fan
bound according to Lemma 1. �
Example 10: Let q = p = 83, k = 2 and r = q2. Let θ be

the primitive element of Fr with θ2 − θ + 2 = 0. Then the
set B = {b(0), b(1), · · · , b(163)} defined by (6) consists of the
following FHSs of length 42:

b(0) = (2, 21, 24, 68, 76, 34, 57, 1, 47, 73, 75, 8, 10, 36,

82, 26, 49, 7, 15, 59, 62, 81, 62, 59, 15, 7, 49, 26,

82, 36, 10, 8, 75, 73, 47, 1, 57, 34, 76, 68, 24, 21),

b(1) = (1, 39, 71, 41, 43, 32, 48, 63, 30, 69, 8, 16, 79, 66,

62, 74, 81, 50, 56, 47, 18, 82, 44, 12, 42, 40, 51, 35,

20, 53, 14, 75, 67, 4, 17, 21, 9, 2, 33, 27, 36, 65),
...

b(163) = (74, 18, 55, 58, 1, 46, 52, 50, 2, 75, 79, 7, 68, 10,

59, 67, 20, 21, 6, 22, 41, 9, 65, 28, 25, 82, 37, 31,

33, 81, 8, 4, 76, 15, 73, 24, 16, 63, 62, 77, 61, 42).

By Matlab software, there are simulation results to validate
Theorem 9 in Figures 3 and 4 as follows:

C. THE THIRD CLASS OF NEAR-OPTIMAL SETS OF FHSS
In this subsection, let q = ps and r = q4, where p is an odd
prime with p ≡ 3 (mod 4) and s is an odd integer. The set

C = {c(0), c(1), · · · , c(
q2−3
2 )
} of q

2
−1
2 FHSs of length 2(q2+1)

over Fq is defined by

c(i) = (c(i)0 , c
(i)
1 , · · · , c

(i)
2q2+1

), 0 ≤ i ≤
q2 − 3

2
where

c(i)t = Trr/q(θ i+
t(q2−1)

2 ), 0 ≤ t ≤ 2q2 + 1. (8)
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Theorem 11: The set C of FHSs has the parameters (2(q2+
1), q

2
−1
2 , 2(q + 1); q) and is near-optimal with respect to the

Peng-Fan bound, where q is a power of an odd prime with
q ≡ 3 (mod 4).

Proof: Firstly, we have

gcd(
q2 − 1

2
,
r − 1
q− 1

)=
q+1
2
· gcd(2(q2+1), q−1) = q+1

since q ≡ 3 (mod 4).
Secondly, for any two FHSs c(i1), c(i2) ∈ C with 0 ≤

i1, i2 ≤
q2−3
2 , their periodic Hamming correlation at time

delay τ is given as

Hc(i1),c(i2) (τ )

= |{0 ≤ t ≤ 2q2 + 1 :

Trr/q(θ i1+
t(q2−1)

2 ) = Trr/q(θ i2+
(t+τ )(q2−1)

2 )}|

=
2(q2 + 1)

q
+

1
q

q−2∑
i=0

2q2+1∑
t=0

ζ
Trq/p[Trr/q(θ

t(q2−1)
2 +i r−1q−1 (θ i1−θ i2+

τ (q2−1)
2 ))]

p

=
2(q2 + 1)

q
+

2
q

∑
x∈D(q+1,q4)

0

χ ((θ i1 − θ i2+
τ (q2−1)

2 )x)

=
2(q2 + 1)

q
+

2
q

∑
x∈D(q+1,q4)

j

χ (x)

(where (θ i1 − θ i2+
τ (q2−1)

2 ) ∈ D(q+1,q4)
j , 0 ≤ j ≤ q)

=
2(q2 + 1)

q
+

2
q
η
(q+1,q4)
j , (9)

where (9) holds since t(q2−1)
2 + i r−1q−1 takes on each element

of (q + 1) · Z q4−1
q+1

exactly 2 times for gcd( q
2
−1
2 , r−1q−1 ) =

q+1, when t and i range over Z2(q2+1) and Zq−1 respectively.
For Lemma 6, p is an odd prime, f = s and γ = 2. Hence,
we have

max
0≤j≤q
{η

(q+1,q4)
j } =

q2 − 1
q+ 1

= q− 1

by Lemma 6 and

H (C) =
2(q2 + 1)

q
+

2
q
(q− 1) = 2(q+ 1).

Furthermore,⌈
(nM − l)n
(nM − 1)l

⌉
=

⌈
2(q4 − q− 1)(q2 + 1)

(q4 − 2)q

⌉
=

⌈
2q+

2q4 − 2q3 + 2q2 − 2q− 2
q5 − 2q

⌉
= 2q+ 1

since 0 < 2q4−2q3+2q2−2q−2
q5−2q

< 1.

FIGURE 5. The time-frequency representation of an FHS set C.

FIGURE 6. The periodic Hamming correlation of an FHS set C.

TABLE 2. Some near-optimal sets of FHSs with parameters (n,M, λ; l ).

Then we have

H (C) = 2(q+ 1) =
⌈
(nM − l)n
(nM − 1)l

⌉
+ 1.

Therefore, C is near-optimal with respect to the Peng-Fan
bound according to Lemma 1. �
Example 12: Let q = p = 7 and r = q4. Let θ be the

primitive element of Fr with θ4 − 2θ2 − 3θ + 3 = 0. Then
the set C = {c(0), c(1), · · · , c(23)} defined by (8) consists of
the following FHSs of length 100:

c(0) = (4, 3, 4, 6, 2, 4, 6, 3, 1, 5, 1, 2, 5, 2, 4, 4, 5, 5, 4, 5, 6,
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6, 5, 5, 3, 0, 4, 5, 2, 6, 1, 5, 3, 5, 2, 4, 3, 2, 2, 2, · · · ),

c(1) = (0, 0, 0, 1, 3, 3, 2, 6, 1, 0, 2, 4, 6, 2, 5, 2, 6, 3, 4, 2, 2,

0, 6, 3, 6, 3, 0, 3, 1, 3, 1, 0, 5, 2, 3, 3, 1, 2, 2, 2, · · · ),
...

c(23) = (4, 5, 2, 5, 5, 2, 1, 6, 1, 4, 1, 5, 3, 0, 1, 3, 0, 0, 4, 2, 3,

6, 4, 0, 4, 1, 3, 5, 4, 0, 0, 4, 1, 0, 3, 2, 1, 3, 1, 1, · · · ).

By Matlab software, there are simulation results to validate
Theorem 11 in Figures 5 and 6 as follows:
Remark 13: Except these constructions given above, more

near-optimal sets of FHSs can also be obtained from (3),
Lemmas 5 and 6, whose parameters are (19, 18, 4; 7),
(7, 9, 3; 4) and (91, 45, 7; 16). Now we compare our param-
eters with some known parameters of near-optimal sets of
FHSs in Table 2, where p is a prime, q is a power of an odd
prime and p1, p2, · · · , ph are h odd primes with 2 < p1 <
p2 < · · · < ph.

IV. CONCLUDING REMARKS
By means of the trace function and known Gaussian periods
in finite fields, some algebraic constructions for near-optimal
sets of FHSs were presented. As a comparison, we listed
some parameters of near-optimal sets of FHSs, including
our parameters in this paper. Inspired by this idea, more
near-optimal sets of FHSs with new parameters may be
obtained by virtue of new Gaussian periods and exponential
sums in finite fields. Here we welcome the scholars to solve
this problem together.
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