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ABSTRACT This paper presents a new method for computationally effective implementation of a discrete-
time fractional-order proportional—integral-derivative (FOPID) controller. The proposed method is based
on a unique representation of the FOPID controller, where fractional properties are modeled by a specific
finite impulse response (FIR) filter. The balanced truncation model order reduction method is applied
in the proposed approach to obtain an effective, low-order model of the FOPID controller. The time-
invariant FOPID controller implementation is presented first, and then the methodology is extended to the
controller with time-varying gains. A comparative analysis shows that the proposed methodology leads to the
effective modeling of discrete-time FOPID controllers. In addition to simulation runs, the effectiveness of the
introduced methodology is confirmed in a real-life experiment involving the control of the DC motor servo
system. The paper concludes with the implementation tools developed in the Matlab/Simulink environment.

INDEX TERMS Fractional-order discrete-time PID control, model order reduction, DC motor servo system.

I. INTRODUCTION

During the past two decades, the fractional-order generaliza-
tions of various control strategies have attracted considerable
research attention in science and technology. A fractional-
order proportional-integral-differential (FOPID) controller
was first described in [1]. FOPID has two additional param-
eters compared to the classical PID controller, which are
fractional orders of integrator and derivative. Moreover, since
these extra parameters are mutually influenced by the con-
troller’s gains, tuning the parameters of the FOPID controller
is much more challenging than for the classical integer-order
case. To solve this problem, various optimization strategies
have been applied, including particle swarm optimiza-
tion [2]-[4], genetic algorithms [5], [6], differential evolution
methods [5], chaotic firefly algorithms [7], extensions of
classical tuning methods for PID controllers [8], [9], and
other techniques [10]-[14]. Several implementations in con-
trol loops of various processes show that FOPID controllers
can be effectively used, and their control performances can
be much better than classical PID [14]-[23]. Additionally,
the FOPID controllers can also apply fractional variable-
order elements. However, the application of fractional-
variable order is not unique and exists various solutions to
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this problem [24], [25]. Therefore, various variable-order
FOPID controller implementations can be found in the
literature [26]—[29].

A fundamental difficulty of the fractional-order element
implementations is that the calculation of fractional-order
integrator and derivative may lead to infinite complexity.
Therefore, various approximations are used for the imple-
mentation of these elements. One of the most popular
approaches in modeling the derivative/difference is the
Oustaloup approximator. The Oustaloup method results in
a rational, integer-order model described by the arbitrary
order transfer function. This approximation convergence is
quite high, requiring a relatively low model length to obtain
satisfactory modeling performance in a given frequency
range. The Oustaloup model has an elegant, simple form
and can be easily calculated for both continuous- and
discrete-time cases [4], [30]-[32]. Another popular approach
is finite-length implementations of the Griinwald-Letnikov
fractional-order integrator/derivative. In this case, the model
is represented in the form of the discrete-time FIR (finite
impulse response) filter. This conceptually simple method
leads to high accuracy in the high-frequencies and can be
easily implemented recursively. However, the main disad-
vantage of this FIR-based approach is a slow convergence
of the algorithm. Similar to above, the FIR-class model
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results from power series expansion (PSE) applied to the
Griinwald-Letnikov difference. Likewise, in the numerous
papers [13], [32]-[34], we can find various discrete-time
integer-order IIR-class filters, which can be obtained in many
ways. These useful concepts use iterative algorithms such as
continuous fraction expansion (CFE) and the Muir recursion
based on the Tustin and Al-Alaoui discretization operators.
An alternative IIR-based approach is the application of an
orthonormal basis function-based model to the approxima-
tion of the Griinwald-Letnikov difference [35]. Comparative
analysis of these approaches is presented in [32], [35]. Note
that similar results may be obtained for Caputo and Riemann-
Liouville definitions [36]—[38].

Considering all the above, to implement the FOPID con-
troller, we have to use the fractional difference and integrator
approximations. In the FOPID controllers, the finite-length
implementations of the Griinwald-Letnikov fractional-order
integrator/derivative, in terms or the Oustaloup approxi-
mations have often been used. For the first case, a high
implementation length is required to obtain satisfactory
accuracy in the low-frequency range, which leads to the high
computational complexity of the FOPID model. Therefore,
the accurate implementation of this approach is hardly
realizable in real-time, especially in industrial platforms.
A straightforward implementation of the discrete-time
FOPID controller can be achieved for low implementation
lengths of integrator/difference at the cost of accuracy
(see, e.g., [18]). The second popular approach in FOPID
controllers is based on the Oustaloup approximation. The
Oustaloup approximation requires much lower model orders
to obtain satisfactory modeling performances. Since the
FOMCON toolbox for Matlab/Simulink [39] implements
FOPID controllers using the Oustaloup approach, this method
is the most commonly used in recent years [5], [9], [40]. Note
that other Matlab/Simulink toolboxes for the implementation
of fractional-order systems and controllers use the Oustaloup
approximation (see e.g. FOTF toolbox [42], [43]). The
outlook of the various implementation methods of FOPID
controllers has been presented in [20], [42]. However,
the steady-state error is one of the side effects of using
classical approximations of the fractional-order elements
within the FOPID controllers. It results that for ¢ — o0,
implementations of fractional-order integrator have no longer
the integration property. In [6], [44] it is shown that using
various optimization techniques reduces the steady-state
error. Another way to eliminate steady-state error is proposed
in [45], [46], where integer-order integration combined with
fractional-order derivative is used to model the fractional-
order integrator. In this case, for 1 — oo the FOPID
controller results in a classical PI controller, which eliminates
the steady-state error of the closed-loop system. The main dis-
advantage of various discrete-time Oustaloup-based FOPID
implementations is relatively low accuracy in the high-
frequency range. This issue significantly decreases controller
adequacy in the transient state, particularly for fast-dynamic
systems.
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In [47]-[49] it is shown that using model order reduction
methods can be effective in approximation/ implementation
of the fractional-order systems both in continuous-time and
discrete-time cases. In particular, authors in [48] show a
simple and effective method based on the balanced-truncation
model reduction method applied to a specific FIR-based
approximation of the discrete-time fractional-order system,
the so-called FIRBT method. On this basis, we propose a new
method for the implementation of the FOPID controller. It is
based on a specific representation of the FOPID controller,
with a FIR filter representing fractional-order elements.
This enables implementing an analytically driven balanced
truncation model order reduction method. As a result,
we obtain an accurate approximation of the FOPID controller.
Since the approach is based on the FIR-based model, the
high-frequency accuracy of the FOPID approximation is
provided. Additionally, we present a modification to the
methodology for time-varying gains of the FOPID filter.
In both cases, we obtain a low-order state-space model of
the FOPID controller, which can be easily implemented in
real-time applications on industrial computers of relatively
low performance. Both methods are proposed for the discrete-
time case, but they can be easily modified for continuous-
time controllers. To evaluate the proposed implementation
method’s performance, we use the FOPID controller in the
real-life experiment to control DC motor servo system [51].

This paper is organized as follows. Having introduced
the problem of FOPID systems in Section I, the imple-
mentation/approximation problem formulation for FOPID
controllers is presented in Section II. The main result in
terms of a new implementation method for discrete-time
FOPID controller is presented in Section III. In particular,
we offer a) a specific form of state-space representation for
FOPID controller, with the fractional properties modeled in a
specific FIR filter, b) analytical implementation of balanced
truncation model order reduction method to obtain a low
and accurate approximation of FOPID controller, and c)
modification to the approximation methodology for time-
varying gains of the FOPID controllers. An analysis of the
efficiency of the proposed methodology is compared to the
Oustaloup-based methods for modeling FOPID controllers
is presented in Section IV. Section V contains a real-
life implementation of the FOPID controller in closed-loop
control with the DC motor servo system. Conclusions of
Section VI complete the paper.

Il. PROBLEM FORMULATION
It is well known that the FOPID controller can be described
as

u(t) = (K, + K;D™" + K;D") e(t) (D)

where ¢ is the continuous time, K,, K; and K; are the
controller parameters, e(¢) and u(¢) are the controller input
(error signal) and output (control signal), respectively, and
D is the fractional-order derivation/integration operator.
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Note that D~* denotes the integrator of fractional order
A > 0and D* denote the derivative of fractional order u > 0.
This paper considers a more useful, from the implemen-
tation point of view, a discrete-time equivalent of FOPID
controller, defined in the uniform time scale t € T = hZ =
{0,h,2h,...}, h € Ry (see [52], [53]). In this case, the
fractional-order PID controller can be defined as follows

u(t) = (K, + KiV(q) + KaV*(9)) e(t) 2)

where e(f) and u(¢) are the system input and output,
respectively, V™*(g) and V*(q) denote the backward (nabla)
discrete-time fractional-order integrator and difference,
respectively, and ¢g is the forward shift operator. The nabla
fractional-order difference can be defined by the use of the
discrete-time Griinwald-Letnikov operator as

t/h

Vhe(t) ="y (~1y (’J‘ )e(r — ) = VH(@et) ()

J=0

t/h ) )
with VA(g) = h™H Z(—l)’(’;)q_/. Note that the sum in
J=0
Eq. (3) increases in every step of the simulation process,
therefore in general form, the Z-transform of the fractional-
order difference is as

VAZ) = hH Z(—D’(?)Zj = h (1 — Z*l)u
j=0

Eq. (3) can still be used to calculate the fractional-
order integrator V~*(g), with 1 being substituted by —A.
Alternatively, the operator A~*(z) can also be obtained as
follows

1

S 1)
=0

J

VM) = )

Vi)

It is essential to note that, in general, the filters V‘k(z)
and V#(z) cannot be implemented in practice due to the
incorporation of the infinite sum, therefore in practical
applications, their finite-length implementations can be
employed in the form of

L
VEQ) & V(@) =h" Y (~1Y (‘]‘ )zf ()
J=0
1
V) ~ Vi) = - (©6)
h=* %(—IY(?)z*f

J

where L is the finite implementation length.

To obtain an accurate approximation of fractional-order
difference and integrator, the value of L should be very
high, in particular for low orders p and X, respectively.
For example, to reach |[VO31(r) — VP2 1(1)|ls < 0.01,
we have to use L > 2000. Using high L can hardly
be implementable in an industrial environment due to
high computational complexity. Moreover, limit L of the
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FIGURE 1. Block diagram of the discrete-time FOPID controller.

fractional-order integrator in the FOPID controller leads to
the control steady-state error (see e.q. [45], [46]). Solutions to
these problems, related to computationally simple, accurate
steady-state error-free modeling of the FOPID, are the paper’s
main contributions.

Ill. MAIN RESULTS
It is easy to show that the discrete-time FOPID controller of
Eq. (2) can be presented in the form of

u(t) = [V-"(q) (KiV" " (q) + Ka V" (q)) + K] e(t)

S (N

= [V @6 @ + K, | e
where GU(q) = KV Mgq) + KqV"(q), V"(q) is
the discrete-time integer-order integrator, and V"*~*(g) and
V"tH(g) are the fractional-order differences. The order
m € Zy is selected as the ceiling function from the integrator
order m = [A]. The block diagram of the FOPID of Eq. (7)
is presented in Fig. 1.

Fractional-order properties of the FOPID controller are
described by the filter G%(q). Considering Eq. (5), the filter
G%(q) can be approximated as

GU(2) ~ G = KV (@) + Ka V] ()

L m-— A
=) [Kih—'"“( . )
j=0 /

ks (7))
J

Taking into account that the fractional-order differences
V"*(z) and V"T1(z) (see Eq. (5)), and consequently the
filter Gzli(z) are the class of an FIR model of order L, we have
Gdi(q)s(t —19) = OVt > to + hL, with 8(.) being the
Kronecker delta. Therefore, for control error at the time ¢, the
fractional-order PID responses as the discrete-time FOPID
controller for t < fg + hL, but for time ¢t > ty + hL the
FOPID responses as integer-order PI controller. The above
leads to the elimination of steady-state error, which is a well-
known issue for the control process based on finite-memory
FOPID controllers [45], [46].
The state space representation for the filter G‘Zi(z) is as

x(t+h) = AGZi.x(t) + BGZie(l)
vai(t) = CGZ':')C(I) + DGZie(t) (8)
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where system matrices are as follows

0 0 ... 0 O
1 0 0 0
_lo 1 ... 0 o0
Agp=|" ©)
0 0 ... 1 0
BGzi = [1 01><(L_1)]T (10)
Con = [6r ... o] (11)
Dgyi = Kh™™ 4 Kgh™m (12)

where Aga € WXL, Boa € REXY, Coa € WL and Dgai €
) i L i i
N, with

¢; = Kih " (—1y (’" ; A)

+th—m—#(—1)i<m 7 “) (13)

j=1,...,Landm = [A].
In the discrete-time integer-order integrator V~"(z) pre-
sented in the state space form

x(t +h) = Ay-nx(t) + By-mygi(t)

yy-u(t) = Cy-mx(t) + Dy-myqi(t) (14)
we have
pi(m)  pa(m) Pm(m)

1 0 0
Avom =1 1 0 (15)

0 0 0
By-m = [H" le(m—l)]T (16)
Cy-n = [pi(m) pa(m) pm(m) ] (17
vam = hm (18)

where pi(m) = (=D (7),i=1,...,m.

Taking into account the block diagram of the FOPID shown
in Fig. 1 we can finally present the model of the controller in
the state space form

x(t +h) = Apipx(t) + Bpipe(t)
u(t) = Cpipx(t) + Dpipe(t) 19)

with matrices {Ap;p, Brip, Crip, Dpip} as follows

Appp — AGgi BGZ"CV*’”

| Omxt Ag-m
[00 ... 00 pi(m) pa(m) ... pu(m)]

10 ...00 O o ... 0

01 00 O o ... O

=]/00 ...10 O o ... 0 (20)

00 ... 00 pim) pr(m) ... pm(m)

00 .00 1 0 0

00 ...00 O 1 ... 0
00 ...00 0 0 . 0 |
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Bpip = [BggiDy-n By-n]"

= [1" Oixa—1y K" Otxm—n]’ 2h
Cpip = [CG,LﬁDGZiCV—m]

= [#1 o b1 . B (22)
DPID = DGziDv—m + Kp = I{ih)L + thiﬂ + Kp (23)

with¢;, i =1,...,Land p;(m),i =1, ...,m,asin Egs. (13)

and (17), respectively, and elements d;j el ji=1.m,
calculated as
¢ = (Kih ™™ + Kgh™™ " )p;(m) 24)

Using the FIR filter Gii(z) incorporated in the FOPID
controller affects model complexity. To obtain satisfactory
accuracy, we usually have to use L > 1000. Therefore,
system with matrices dimensions Ap;p € REAWxLAm)
Bpip € SR(L*’”)XI, Cpip € le(L-&-m)’ and Dpjp € N is
hardly implementable in the industrial environment. To cope
with the problem, we use model order reduction techniques
to approximate Gﬁi (z) filter in the controller.

A. MODEL ORDER REDUCTION

This section applies the square root balanced truncation
model order reduction method to model the filter Gii(z).
Consequently, we propose two approaches for modeling
FOPID controllers with time-invariant parameters and time-
varying gains.

1) TIME-INVARIANT CASE

The square root algorithm is based on the system’s balanced
form obtained using the singular value decomposition applied
to the Cholesky factorizations of the controllability and
observability matrices. Therefore, to construct the model,
we have to determine the two factorizations, which are
usually obtained as solutions of the Lyapunov equations.
Solving these equations using numerical algorithms is the
most time-consuming element in the whole model order
reduction process. However, in [48] authors show that
factorizations of the controllability and observability matrices
for the fractional-order system G}‘fi(z) in the form of Eqs. (9)-
(12) can be easily calculated analytically. Following the
results of [48] we can propose the Cholesky factorizations
of controllability and observability gramians S and R,
respectively, in the form of

S = IL><L (25)
1038 0 0 ... 0
oL-1 oL o ... 0
R = ¢L—2 ¢L—1 ¢L e O (26)
1 03} ¢z ... OL
where ¢;, i = 1,..., L, are as in Eq. (11). The next step is

calculating the SVD decomposition, which is the most time-
consuming operation in the proposed method. Considering
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that S = Iy «; we have

by 0 Vv
T _ 1 1
R _[Ul U2]|:O 22:||:V2] 27
where ¥y = diag (o1, - -+ , 0k), X = diag (0+1,* -+ ,0L),
o > > 0o > Opyl = > o > 0,
with 0, i = 1,..., L being the so called Hankel singular

values. As it is presented in Eq. (27), the Hankel singular
values can be divided into two parts ¥; € RK*K and
¥, € RE*EL=K) The order k is selected according to
approximation accuracy of the reduced-order model, usually
k <« L. The transformation matrices used to obtain the
reduced-order model are calculated using Petrov-Galerkin
projections as

T =RV = U 20 (28)
t=sTu 2% =u 370 (29)

with 7# being the right inverse of the matrix 77 . Finally,
we arrive at the model Gdi(z) in form of (8) with the matrices
as follows {TTAGd,T T’ BGd,, CGmT DG,;,} It is worth
emphasizing that model Gd’ (z)is asymptotlcally stable due to
the FIR structure (9)—(12). Thus using the balanced truncation
method guarantees stability preservation of the model CA}ﬁ" (2)-

Finally, we arrive to the FIRBT-based model of the
fractional-order controller in form of (19), with the matrices

as
Tp T Tp .
ABT TTAgaT*  TTBgaCyn 0
Omxk Ay-m
T
Bg[TD = [TTBGiiDV_"’ Bv—m] (31)
Cpip = [CaT"  DgaCyn] (32)
Dgip = Dpip = Kih* + Kgh™ + K, (33)
where ABT e Rk+mx(cem)  pBT o Rkdmxl

CBI e R &+m and DBT. € R. Note that the final order
of the FOPID controller is kp;p = k + m.

It is important to note that the approximation accuracy of
the model (30)—(33) of the FOPID controller depends on the
accuracy of the filter Gd’ (z). The filter Gdl (z) is obtained by
two approximation steps a) FIR-based approximation Gd’(z)
and b) model order reduction of Gd’(z) to Gd’(z) respectively.
It is easy to show that the H o, norm of the modeling error for
the Gii(z) filter can be described by the equation

1G%(2) — GF ()13,
L
= Z(—l)"[[(ih_"”“A (m . A) +Kgh"H (m + M>:|
=0 J J

(34
It is well known that H, norm of the BT reduction satisfies
the condition
16@) = Gl @I, <2 ) o (35)
j=k+1
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withoj,j=1,..., L, are asin Eq. (27). Combining Eqs. (34)
and (35) we arrive at

L
HM@—@@M@QBA%W%Hc;v

J=0

L
_‘._ M)i| +2 Z 0j
J J=k+1
(36)

The actual convergence of the Hankel singular values is
very rapid (see, e.g., [54]). Therefore, even for low order
systems, the upper limit of Eq. (36) leads to satisfactory
approximation.

Note that the above presented implementation method
is realized only once for a given fractional-order PID
controller. Every change of FOPID parameters leads to the re-
implementation of the controller modeling procedure. In the
next section, we present an alternative way of implementing
FOPID controller for time-varying gains K, K;, and K; and
still constant orders A and pu.

2) TIME-VARYING CASE

In the case of modeling of fractional-order PID con-
troller with time-varying parameters, we have to use the
above methodology separately for modeling fractional-order
discrete-time integrator and difference. The fractional-order
integrator V~*(z) can still be modeled by the use of
Egs. (30)-(33), where K; = 1, K, = 0, and K; = 0.
On the other hand, the fractional-order difference V#(z) can
be modeled by Gii(z) in the form of (8) with the matrices
as {TTAgaT*, TTBga, C;uT*, Dgai}, with the parameters
K, =0, KIL, =0, and KLd = 1. Therefore, finally, the matrices
of the state-space model of fractional-order PID controller
(19) are as

T #
Td Avi‘ Td Ok xk Ok xk
BT
ATV PID — Ok xk Tl-TAVg—)L Ti# Tl-TBV;?—)L Cv—m
Omxk Omxk AV—’"

(37
T
By _pip = [Td Byr T Bgp-2Dy-n  By-n] (38)
CBl op = = [KaCyr T4 KiCon-i T# KiDgp- Cy-n]

(39
DY, _pip = Dpip = Kil" + Kgh ™" + K, (40)
where AV;L = Avm—k = AGdi, va A= Bvlt = BGdi

The matrices CV“ = CG,zl, Td and T; are calcu-
lated usmg Egs. (17) and (2L6) (29), respectively, with
¢ = & &= p 3y (= 1)’(])]_1 , L. The matrices
CVZH = CGZi, T; and Ti# are obtained in the same way with
¢ = ¢ = h"t Zf,;zl(—l)/(”';*),j —1,..., L. Note that
the order of time-varying FOPID controller of Eqgs. (37)-(40)
is kry_pip = 2k + m and the orders of matrices are as

follows ATv pip € R@k+m)x 2k+m) Bl;\é,pm € RGk+mx1
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K,

7
Gain
TP Agu TF| TTB
i Aayti i Pey +
e(t) | v - K —So——u(t)
ComT# pA-—m +
Giidy
L nteger-order Gain
State space system integrator
T #| 7T
1y AGZ’ Ty Ta BG‘,’]
” — Ky
C(;.{Td h—H

Gain

State space system

FOPID

FIGURE 2. Block diagram of the time-varying discrete-time
fractional-order PID controller.

CEBI ,p € RIXCZk4m and pBL ¢ R. In the case of
changing parameters K),, K; or K; the most computationally
burden process of selection of the balanced matrices T3, Tl.#,
T4 and Tf is avoided, therefore only simple recalculation of
C%Zi pip and Dl;57 pip 18 required. Alternatively, the time-
varying FOPID controller can be presented in an equivalent
form using separate proportional, integral, and derivative
parts. The block diagram of such representation is presented
in Fig. 2.

The approximation accuracy for the time-varying FOPID
can be analyzed in a similar way to the time-invariant FOPID.
It is important to note that the final order of the time-varying
FIRBT-based FOPID controller is kry_pip = 2k + m.
Therefore, to obtain comparable approximation accuracy,
we have to use higher order of the FOPID approximation.
In the specific cases of fractional-order PI (FOPI) and
fractional-order PD (FOPD) controllers, the time-varying
models of the controllers are equivalent to the time-invariant
models.

B. ALGORITHMS
The sampling period & of the FOPID controller has to be
selected with regard to the upper bound of the frequency-
domain characteristic of the controller. The approximation
length L has to be selected according to the lower bound
of the adequacy range of the FOPID controller. Assuming
the number of decades of adequacy range is w, then
approximation length is L = 10". Finally, the model’s
frequency adequacy range is @ € [7, %] rad/s. Note that
the proposed implementation methodology in both time-
invariant and time-varying cases uses a numerically involving
and memory-consuming SVD method, which leads to a high
computational burden, particularly for implementation length
L > 10000. Therefore, using w < 4 is recommenced.

Based on the results presented above, we propose the
following algorithms to generate two versions of the FOPID
controller.

1) TIME-INVARIANT CASE
Input FOPID parameters: gains K;, K,, K4, fractional
orders A, u, sampling period &, approximation length L,
the order k of the model Gii(z).
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1) Calculate Cholesky factorization of the observability
gramian R on the basis on Eq. (26)

2) Calculate transformation matrices 7 and T# as in
Egs. (28) and (29)

3) Calculate the FIRBT-based FOPID controller as
in Egs. (30)-(33)

2) TIME-VARYING CASE
Input FOPID parameters: gains K;, K, K4, fractional
orders A, u, sampling period &, approximation length L,
the order k of the models Vzb and V, »
1) Calculate transformation matrices 77, Tl.#, T, and Tj as
is presented in Section III-A2
2) Calculate the FOPID model matrices A%_ pip and
BBL ., as in Egs. (37) and (38)
3) Each time step: Calculate C%_PID and D%_PID for
current values of K;, K,,, K, as in Egs. (39) and (40).
As a result of the above algorithms, we obtain an
approximation of the FOPID controller in the form of the
discrete-time state-space system of order kp;p or kry_pip.
Considering that computational complexity of one-step
control signal calculation is the class of O? and kpyp and
kry _pip is relatively low, therefore the real-time control can
easily be applied in most of the industrial microcontrollers.
Note that the time-invariant FOPID implementation requires
all parameters, i.e., K,, K;, K4, A and u constant. Changing
any of the parameters’ values involves recalculation of the
algorithm, which is unimplementable in real-time. For the
time-varying approach, the controller gains K, K;, K; can
be changed in real time without recalculating the FOPID
controller. However, A and p still have to be constant.
Appendix I presents the implementation tool for the
fractional-order PID controller in the Matlab/Simulink envi-
ronment based on the presented algorithms.

IV. EFFICIENCY ANALYSIS

In this section, the models of both FOPI and FOPID
controllers are analyzed in the time and frequency domains.
The parameters of FOPI and FOPID controllers, such as
Ki,K,,Kq, A, and p, are tuned for the DC motor system
according to [41]. The modeling performance of the method-
ology presented in the paper is compared to the various
Oustaloup approximations [30], [39], Tustin approach using
CFE method, and PSE-based Euler approximation [32], [35].

A. FOPI CONTROLLER

Consider the FOPI controller with its parameters as follows:
K, = 5.4972e-2, K; = 5.5043e-2, A = 0.6631 as in [41].
Assuming the adequacy range of the FIRBT-based FOPI
controller is w € [0.01m, 1007r] rad/s, thus 7 = 0.01 s and
L = 10000. The FIRBT-based controller is modeled using
Egs. (30)—(33) with k = 3, 5,7, 9 and 11, which results in
the following FOPI model lengths kp; = k +m = 4, 6, 8,
10 and 12, respectively. These models are compared to the
FOPI controllers based on:
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TABLE 1. Norm of errors of models’ impulse responses.

Order Modified

Oustaloup

Oustaloup

Tustin CFE

Euler PSE

[[[l2

I|-[[oo

Il

[I-[oc

I[[l2

Il-[o

IL-[l2

ll-[[o

IL-[l2

[HIES

kpr =4

0.3033

0.2597

1.3584

0.0957

0.1117

0.0556

1.4502

1.7703e-02

kp; =6

0.2654

0.2597

0.3043

0.2597

1.3159

0.0957

0.0771

0.0104

0.1248

2.5159e-03

kpr =8

0.2666

0.2597

0.2894

0.2597

1.2765

0.0957

0.0760

4.3015e-03

7.9188e-03

2.4543e-04

kpr =10

0.2733

0.2597

0.2888

0.2597

1.2391

0.0957

0.0760

2.3181e-03

3.2126e-03

1.0660e-04

kpr =12

0.2793

0.2597

0.2885

0.2597

1.2031

0.0957

0.0758

1.8594e-03

1.7718e-03

7.0124e-05

o the Osutaloup approximation of orders N = 1,...,5,
which results in the FOPI model lengths kp;y = 2N + 2,
and optimized frequency adequacy range w € [wp, wp].

o the modified Oustaloup approximation of orders
N =1, ..., 4, which results in the FOPI model lengths
kp; = 2N + 4, and optimized frequency adequacy range
w € [wp, wp] (see Section 12.1.3 in [30]).

o the Tustin-CFE approximations, which results in the
respective FOPI model lengths kp;.

o the Euler-PSE approximation with implementation
length 10000 and application of BTA reduction algo-
rithm resulting in the respective FOPI model lengths kp; .

Analyses consider discretized Oustaloup-based models

with the sampling period & 0.01 s. The frequency
responses and approximation errors of the considered model
compared to the actual FOPI controller are presented in
Figs. 3—4. The errors of frequency responses in Figs. 3—4 are
calculated as

2010g |Gpp (") — Gpip(e™)|

where GPID(eiwh) and Gplp(ei“”1) are frequency responses of
the actual and approximated FOPID controllers, respectively.

It can be seen from Figs. 3—4 that for the high-
and medium-frequency ranges, the FIRBT-based FOPID
controllers lead to lower approximation errors than the both
Oustaloup-based models of respective orders. In contrast,
in the low-frequency ranges, the Oustaloup-based models
produce lower approximation errors than the FIRBT-based
approach. Overall, higher order FIRBT-based models of the
FOPI controller outperform Oustaloup-based implementa-
tions in the majority of the given adequacy range. Moreover,
the Oustaloup-based implementation may lead to instability
due to some numerical problems [55]. Note that the discrete-
time version of the Modified Oustaloup approach generates
similar results to the regular Oustaloup method. The Tustin-
CFE-based models give unsatisfactory results regardless of
the model orders. The Euler-PSE approximation produces
comparable results to our FIRBT-based approach. However,
the model calculation is a much more time-consuming
process compared to our approach, due to the necessity of
solving the Lyapunov equations.

As it is presented in Subsection III-B, the selection of
the model in the adequacy range w > 4 leads to the
time-consuming implementation process. In contrast, both
Oustaloup-based approximations is computationally simple
regardless of the chosen frequency range. However, their
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FIGURE 3. Frequency responses and approximation errors of various
approximations of the FOPI controller for kp; = 6 (up), and kp; = 8
(down).

main drawback is low accuracy for high frequencies, which
can be observed in Figs 3—4. Ly, and Lp norms of the
impulse response errors of all considered FOPI controller
approximations for ¢+ € [0, 10] s are presented in Table 1.
Fig. 5 presents the impulse responses and approximation
errors for considered FOPI models for kp; = 6.

It can be seen from Table 1 that the proposed in the paper
controller implementation methodology leads to effective
time-domain approximation for kp; > 6. Moreover, increas-
ing the model orders significantly reduces the approximation
errors. This high approximation effectiveness is mainly due
to the time-domain nature of the proposed methodology,
which results in the model’s high-frequency accuracy.
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FIGURE 4. Frequency responses and approximation errors of various
approximations of FOPI controller for kp; = 10 (up), and kp; = 12 (down).

Moreover, note that increasing Oustaloup approximations
implementation length does not increase modeling accuracy
in the time domain. It is a result of the inadequate high-
frequency accuracy of the both Oustaloup approaches. It is
not surprising that the Tustin-CFE approximation gives the
least accurate results. It is a result of specific time-domain
properties of the model [35]. The Euler-PSE approach
generates comparable results to our FIRBT-based model,
particularly for low approximation orders, where even better
results can be obtained.

B. FOPID CONTROLLER

Consider the FOPID controller with its parameters as follows:
K, = 0005 K; = 0.021235, K; = 0.0014588,
A =0.8and u = 0.5 asin [41]. As for the FOPI case, assume
the adequacy range of the FIRBT-based FOPID controller as
w € [0.01m, 1007r] rad/s, therefore h = 0.01 s and L =
10000. The FIRBT-based FOPID controller is implemented
using the time-invariant model of Eqs. (30)—(33) and the
time-varying model of Egs. (37)—(40). As in the case of
FOPI, the obtained models are compared to the FOPID
controllers based on the Oustaloup and modified Oustaloup
approximations as well as Tustin-CFE, and Euler-PSE
approaches. All FOPID approximations have the same orders
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FIGURE 6. Frequency responses and approximation errors of various

approximations of FOPID controller for kp;p = 11 (up), and kp;p = 15
(down).

kpip =7, 11, 15, 19 and 23. The frequency responses and
approximation errors of the considered models compared to
the actual FOPID controller are presented in Figs 6—7.

It can be seen from Figs. 6 and 7 that the general remarks
for FOPI case are the same as for the FOPID controllers. The
FIRBT-based models of the FOPID controller give overall
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TABLE 2. Norm of errors of models’ impulse responses.

Order Oustaloup Modified Tustin CFE Euler PSE FIRBT TV FIRBT
Oustaloup
[Nz | [lfloo | Iz | H-lloo | MI-ll2 [ Illloo | H-ll2 | [l-]loo I[[l2 I[-llo I[-l2 (][]0
kprp =7 |0.5154]0.4329 - - 2.9775(1.3273 [ 0.0275| 3.1534e-03 | 0.0207 |4.6828e-04| 0.2969 |4.8733e-03
kprp = 11]0.2364 | 0.1906 | 0.2392 | 0.1371 | 3.3515 | 1.3273 | 0.0269 | 7.1671e-04 | 1.1860e-03 | 5.5237e-05 | 0.0185 | 7.1685e-04
kprp = 15]0.2002 [ 0.13130.3323 | 0.2717 | 3.5869 | 1.3273 | 0.0269 | 7.1596e-04 | 4.4988e-04 | 2.9623e-05 | 5.1718e-03 | 1.3417e-04
kprp = 19(0.1898 [ 0.1175]0.3544 | 0.2921 | 3.7559 | 1.3273 | 0.0268 | 7.1590e-04 | 3.2379e-04 | 2.3097¢-05 | 1.9420e-03 | 5.9883e-05
kprp = 23(0.1839 [ 0.1115]0.3638 | 0.2995 | 3.8863 | 1.3273 | 0.0268 | 7.1590e-04 | 2.7702e-04 | 2.0109¢-05 | 9.9176e-04 | 5.2108e-05
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FIGURE 7. Frequency responses and approximation errors of various
approximations of FOPID controller for kp;p = 19 (up), and kp;p = 23
(down).

better approximation performance than both Oustaloup-
based implementations for the majority of the chosen
adequacy range. Oustaloup-based FOPID approximations
may generate a lower approximation error than the FIRBT-
based models for the low-frequency range only. Again, the
Tustin-CFE-based model gives unsatisfactory accuracy, and
the Euler-PSE approximation generates comparable results
to our FIRBT-based approach, however, at the cost of a
very time-consuming reduction process. Note that the time-
varying FIRBT-based model also gives satisfactory accuracy.
However, we have to use higher controller order to obtain
equivalent accuracy to the time-invariant case. It is a cost of
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FOPID models for kpjp = 11.

It can be seen in Table 2 that the introduced implementation
methodology leads to a more effective approximation of
the FOPID filter than all considered methods. The only
Euler-PSE method gives comparable accuracy to FIRBT
and TV-FIRBT results. Moreover, again the Oustaloup-based
implementations can lead to the instability of the FOPID
filter.

V. IMPLEMENTATION TO THE DC MOTOR

SERVO SYSTEM

In this section, the introduced methodology has been applied
to control a DC motor for the INTECO modular servo
system [51], [56]. Various FOPID implementation and opti-
mization techniques have been considered on this platform
in [41], [57]-[59]. This experimental platform consists of
six components in terms of a 24 V DC motor, an inertia
load, a magnetic brake, an encoder, a tachogenerator, and a
gearbox. The servo system is connected to a PC through a
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FIGURE 9. INTECO modular servo system.

PCI bus card and is interfaced with the MATLAB/Simulink
environment. The system is presented in Fig. 9.

The input signal to the DC motor system is the voltage of
the controlled voltage source, and the output is the angular
velocity of the motor shaft. The system is modeled by a first-
order transfer function, which in our case is identified as

G(s) 135.132 @n
§) = ———
0.875s+1

Similar models of this system have been considered in [41],
[56], [59]. To perform the comparative analysis, we use
implementations of the FOPID in terms of a) the time-
invariant FIRBT-based model, b) the time-varying FIRBT-
based model, c) discrete-time Oustaloup-based models,
d) discrete-time modified Oustaloup-based models, e) the
specific Oustaloup-based approach based on a classical PID
controller and external filter (see subsection 5.3 in [41]), )
Tustin-CFE, and g) Euler-PSE-based models. The model (41)
is controlled by FOPID controllers with parameters presented
in Subsection IV-B. Step responses in terms of the output of
the closed-loop system and control signals are presented in
Fig. 10. Also, Fig. 10 shows errors in terms of differences of
output and control signals between actual and approximate
FOPID controllers.

It can be seen from Fig. 10 that the system output
and control signal for the FIRBT, Euler-PSE-based models
and the actual FOPID controller are hardly distinguishable
from each other. The Oustaloup-based model and the time-
varying FIRBT-based FOPID controllers also give satisfac-
tory results. Slightly worse performances are obtained by
both the Oustaloup-based controller and the specific FOPID
model introduced in [41]. Tustin-CFE-based FIRBT model
gives unsatisfactory accuracy in both transient and steady-
state cases. Table. 3 depicts the L, norm of differences
between output step responses for ¢ € [0, 10] s of actual and
approximate FOPID controllers for various modeling orders.

Considering the results in Table 3, we can notice that the
high-frequency performance of the introduced methodology
leads to a good modeling performance in closed-loop control.
Again, we can see that in the case of the time-varying FIRBT-
based model, to obtain similar effectiveness, we have to
use higher model’s orders as compared to the time-invariant
FIRBT-based case.
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FIGURE 10. Output and control signals of the closed loop system (up)
and errors (down) for various FOPID models.

It can also be seen from Table 3 that the Oustaloup-based
approaches generate significantly greater errors. Moreover,
increasing the orders kpjp > 11 for the both Oustaloup-
based approaches does not increase the FOPID modeling
performance in closed-loop control. It is due to the low
approximation accuracy of the model for high frequencies,
which is crucial in the closed-loop control. Note that, in the
case of specific Oustaloup-based FOPID model considered
in [41] the approximation errors are slightly higher than
Oustaloup-based approaches.

The same experiments have been performed in real-life
hardware. Step responses in terms of the output of the closed-
loop system and control signals as well as errors in terms of
differences of output and control signals between actual and
approximate FOPID controllers are presented in Fig. 11.

It can be observed in Fig. 11 that the results are very similar
to those presented in the simulation experiments. Again, the
results for the actual FOPID controller, the FIRBT and Euler-
PSE-based models are hardly distinguishable. Once again,
Tustin-CFE-based FOPID produces the highest errors both in
transient and steady states. The only difference as compared
to the simulation experiments is the high-frequency noises
generated by the encoder.
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TABLE 3. L, norm of differences between output step responses of actual and approximate FOPID controllers.

Order Oustaloup | Modified | FOPID approx. | Tustin CFE | Euler PSE | FIRBT | TV FIRBT
Oustaloup [41]
kprp =7 | 12.1799 - 42.9306 566.0625 1.7889 |3.8915| 19.6487
kprp = 11| 6.2883 8.5171 14.8186 382.1995 0.3166 |0.4603 | 3.4590
kprp = 15| 4.0083 7.6549 10.9416 260.1709 0.2156 |0.2602 | 1.1500
kprp = 19| 4.3559 7.7220 10.7243 182.6543 0.3332 | 0.2155| 0.6713
kprp = 23| 42148 7.7227 10.7674 132.6775 0.2191 |0.2050 | 0.3210
T TABLE 4. Implementation methods in the Matlab/Simulink environment.
% T | ——Fopip Method Description
= Oustaloup-based model
g T’“'fi?ééé“:i‘z:ﬁ?:‘d model FIRbasedFOPID.m FIR-based state-space model of the
§ E.”éi’fff; ::sr::d’;odel FOPID controller as in Egs. (19)-(23)
‘ TV EIRBT based modei FIRbasedFD.m FIR-based  state-space ~ model  of
g 1 2 3 "1 " o = 3 fractional-order difference

time [s]

control law u(t)

[N]
o

4

et el

o2
o

il
Ve

Hif

[S B

Velocity error [rad/s]
o

o
IS

o
w

o

SN R

L

error of control law A u(t)
o S

i
;
4

time [s]

FIGURE 11. Output and control signals of the closed loop system (up)
and errors (down) for various FOPID models.

In conclusion, the simulations and experiments presented
above have proved that the methodology introduced in this
paper can be effectively used for implementation of FOPID
controllers. The introduced approach is computationally
simple, contrary to the Euler-PSE-based model, and can be
easily employed in the industrial environment.

VI. CONCLUSION

The paper has presented a new method of approximation
of the discrete-time fractional-order PID controller. The
approach is based on a specific representation of the FOPID
controller, where fractional properties are modeled by the
FIR-based filter, leading to the high FOPID modeling
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FIRbasedFI.m FIR-based model of the fractional-order

integrator

FIRBTbasedFOPID.m Reduced order state space approximator
of the FOPID controller as in Egs. (30)-

(33)

Reduced order state space approximator
of the FOPID controller with time varying
gains as in Eqgs. (37)-(40)

Reduced order state space approximator
of fractional-order difference

FIRbasedTVFOPID.m

FIRBTbasedFD.m

FIRBTbasedFI.m Reduced order state space approximator

of fractional-order integrator

BTbasedFOPID.slx Blockset in the Matlab/Simulink environ-
ment of BT-based models of fractional-
order difference, fractional-order integra-

tor, and FOPID controllers

Example of the FOPID-based closed-loop
control of the DC motor model as in Sec-
tion V

exampleFOPID.slx

exampleFOPIL.slIx Example of the FOPI-based closed-loop

control of the DC motor model

accuracy in the high-frequency range. In order to obtain
an effective and low order model of FOPID controller,
BT model order reduction using analytical solutions of
the controllability and observability gramians is applied in
the proposed approach. The Euler-PSE approximation gives
comparable results to our FIRBT-based approach; however,
in contrast to the FIRBT method, reducing the model is time-
consuming due to the necessity of solving the Lyapunov
equations. Also, the paper proposes the modification of the
approximation methodology in terms of time-varying gains
of the FOPID controller. In both cases, we obtain a low-
order state-space model of the FOPID controller, which can
be easily implemented in real-time applications on indus-
trial computers of relatively low performance. Comparative
analysis with various approaches confirms the efficiency of
the introduced methodology to the implementation of the
discrete-time FOPID controllers, which is also confirmed
by the real-life experiment in terms of control of the DC
motor servo system. A Matlab/Simulink implementation tool
is provided as an appendix to the paper.
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APPENDIX

IMPLEMENTATION TOOL FOR MATLAB/SIMULINK
Implementation tool for FOPID controller in the Matlab/
Simulink environment can be downloaded from [60]. The list
of the methods of the tool is presented in Table 4.
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