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ABSTRACT Appropriate public health action comes from data driven decision support systems. While
sophisticated health information exchange framework may be costly in developing countries, the health care
delivery system in place may provide a promising infrastructure that spans all parts in a region. Therefore,
while digital and non digital data is constantly being generated from variety of sources including public and
private health sectors, the health care delivery systems remain the primary and most fundamental source
for data on population health status. For low and middle income countries with minimum digitization and
resource constraints, traditional existing health care delivery system can be taken advantage of, for efficient
production and timely transmission and utilisation of data to identify thresholds for disease outbreak in order
to improve health status and health system performance. Due to lack of appropriate universally agreed criteria
for threshold, defining local thresholds for infectious disease is not only crucial but also more appropriate.
In this paper, we present a low cost data driven framework called Health Data Driven Framework (HDDF)
through which data generated at health care facilities may be used for threshold detection and alarm
generation. We also identify a localized method based on spatio-temporal mining of available data for
appropriate threshold identification.

INDEX TERMS Data driven public health, public health informatics, threshold identification, infectious
diseases, spatio temporal analysis.

I. INTRODUCTION
Health data collection, analysis and transmission is conducted
to achieve public health targets of population health improve-
ments. Data collection and analysis cannot be designed to
consume resources if action does not follow. Conversely,
appropriate action comes from evidence based decision
making that relies on delivery of data available through
multiple pathways from heterogeneous sources [1]. Public
health problemsmust be well defined before a solution can be
identified. The health problem definition is realized through
quality health related data. Without meaningful data, public
health dynamics are misinterpreted, resulting in policies and
programs that do not adequately address the problem leading
to an appropriate allocation of resources. The pathway
through which data reaches public health authorities defines
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the data quality. An effective and functional information
system provide a sound foundation towards ensuring that
programs designed based on received data meet their goals
and resources allocated are not biased given the underlying
health situation [2]. In developing countries, information
systems often fail to achieve the public health objective
due to numerous reasons including lack of infrastructure,
clearly defined data pathway for disease reporting, limited
trained staff and lack of technological resources [3]–[5].
In contrast to developed countries where health information
systems are organized, systematic and designed to adapt to
rapid technological developments, the developing countries
need a cost effective way of ensuring data driven public
health policy making that is built on existing available limited
infrastructures.

Despite the technological advancements in health care
in general and public health in particular, much needs
to be done in developing countries. In lower and middle
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income countries, the context of public health is considerably
different from developed countries where health is a basic
commodity and systems for evidence based decision making
are in place. The availability of data is one of the many
differences causing health disparity globally.

A major challenges in existing surveillance methods used
in low andmiddle income countries are their variety, variation
in implementation details and fragmentation [6]. Themultiple
programs per disease are expensive in terms of time,
resources and budget. The health care delivery systems are
not aligned with surveillance requirements to allow effective
flow of health data. Multiple programs run in parallel for
disease surveillance engaging resources and increasing cost
while providing limited meaningful analysable data. The
fragmented programs data either remain un-integrated or
consume further time, cost and resources for its integration
and analysis [7]. This introduces huge delay in response
towards disease outbreaks due to lagged disease threshold
picture. In addition, in many countries digitalization of paper
based records has not been fully realized causing many high
priority disease cases to go unreported. Furthermore, in order
to respond timely, threshold based disease alarms need to
be generated. These thresholds are derived from baseline
incidence of diseases. A challenge is posed by the fact that
the baseline calculation requires availability of data over a
period of time that requires a framework for data integration,
storage and analysis [8].

Therefore, while outdated surveillance mechanisms in
developing countries cannot be recreated fully without a huge
cost penalty, it is possible to strengthen the existing systems
in cost effective ways to ensure it provides an effective
evidence base for disease analysis leading to data driven
decision making [9]. This can be achieved through taking
advantage of existing health care delivery infrastructure in
place by transforming it to provide a data driven pathway
for achieving public health objective. This pathway available
through health care delivery systems can provide a pivotal
foundation to implement digital public health information
system in a cost effective way [10].

The paper presents Health Data Driven Framework
(HDDF), that is based on the existing health care delivery
system infrastructure for prompt data delivery to decision
makers in order to address the current and emerging
healthcare related issues including but not limited to threshold
identification for infectious disease outbreak in lower and
middle income countries. The HDDF presented provides a
pathway for data acquisition, analysis and transmission of
medical and health related data. The framework includes
multi tiered architecturewith components placed strategically
to allow seamless transmission of health data from multiple
sources to a conceptually centralized tier which maybe
physically distributed for analysis and decision support.
The application experience of framework is presented in
context of Health Care Delivery System (HCDS) in Pakistan,
however it is applicable to any low or middle income country
with resource constraints through proper modifications.

II. RELATED WORK
One of the major application of data received through
surveillance system is early detection for infectious disease
for effective intervention [11], [12]. These systems rely on
timely availability of data to predict disease epidemic through
underlying surveillance architectures [13]. Approaches work-
ing towards threshold identification can be classified under
two concepts. Early Detection Methods (EDS) and Early
Warning Systems (EWS).

EDS detect the periods of epidemics after the epidemics
has already started. If epidemics are identified to have
occurred at early stages and continue to increase over time,
the interventions can be useful and effective [14]. Thus EDS
work with persistent epidemics where delay in response may
not be a limiting factor. In contrast, methods in EWS attempt
to predict the onset of epidemic before the transmission
increases to a threshold value. These methods rely on data
from other sources such as environmental factors or other
social determinants to predict the onset of an epidemic.
However, such data may not be readily available for the
spatio-temporal region and time to study might not also be
clearly defined.

The Early Aberration Reporting System (EARS) by CDC
predicts the disease outbreak for syndromic surveillance after
the incidents. This system has been popularly used by local
and state health departments. However, EARS work with
recent data for baselines. Other set of techniques that work
with long term data use quasi-Poisson regression and consider
seasonality and trends for outbreak detection [15]–[18].

Sensitivity and specificity are the standard ways to evaluate
the validity of threshold. Sensitivity can be measured as%age
of truly predicted epidemic periods for alert while specificity
is measured as %age of non epidemic periods predicted for
alert. However, very few studies have been able to apply
sensitivity and specificity for threshold validation [19]–[22].
Other non standard and informal methods for threshold
validation can be problematic in EDS [23], [24].

In this paper, we present a disease surveillance pathway
that can be used a threshold identification method based
on spatio-temporal mining, neighbourhood analysis and
percentile over time slices in selected regions of data. We use
specificity and sensitivity to validate our approach and
compare the results with two local and a global threshold
standard.

III. MATERIALS AND METHODS
In order to understand the applicability of HDDF to different
HCDS, it is crucial to understand the existing infrastructure
of HCDS of the country. Therefore, we present here the
national health care delivery system in Pakistan and map our
framework architecture components to the existing system.

A. HEALTH CARE DELIVERY SYSTEM
Pakistan inherited its HCDS through British government
rule in 1947. The existing HCDS of Pakistan is diverse,
which consist of public, private, civil society, humanitarian
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contributors, and national and international donor agencies.
The HCDS consist of both public and private healthcare
services. Private sector includes private hospitals, clinics,
homeopathic, andHakeems. In addition to healthcare services
provision is obligated through legislation by the provisional
government, private sector of healthcare, national and inter-
national organizations also have significance contribution.
Both vertical and horizontal elements of HCDS exist in
Pakistan. Administratively, Pakistan consists of provinces,
Punjab, Sindh, Balochistan and Khyber Pakhtunkhua (KPK).
In addition, federal includes Islamabad Captital Terri-
tory (ICT) as well as Federally Administered Tribal Areas
(FATA). Each province is governed by Health minister,
health secretary and Director General(DG) health. Figure 1
outlines the health information exchange and governance
structure in Pakistan. Vertical public healthcare functions
in three layers; primary, secondary and tertiary [25]. Pri-
mary healthcare (PHC) facilities consist of Basic Health
Units (BHUs) and Rural health Centers (RHCs). The
Tehsil Head Quarters (THQ) hospital handles population
at sub-district level. The District Head Quarters (DHQs)
hospitals provide healthcare facilities to their respective
district population. Both THQs and DHQs hospitals form
the Secondary Health Care facilities (SHC). In addition,
Tertiary Health Care (THC) facilities and public hospitals
are situated in towns and cities and also serve as teaching
facilities. In addition, several organizations have their own
health care facilities for the employees. Table 1. gives the
total number of various facilities across the provinces of
Pakistan [26].

People of small towns and villages visit PHC facilities
on daily basis for various health issues. Moreover, health
awareness programs run by government and vaccination
programs are carried out by these health facilities [27].
For complex cases, patients are referred to SHC facilities.
Medical records of this tier are mostly in manual format
by record entry to registers or files. The SHC facilities are
relatively more advanced in terms of healthcare resources.
Patients are frequently referred form BHUs and RHCs here
for their treatment. These facilities also have operation
theatres and medical wards for patients. At present, some
of these facilities have digital records for daily in/outs of
patients and medical treatments but not all THQ and DHQ
hospitals are completely digitized [28]. These THC facilities
have most advanced health resources and capable of handling
hundreds of patients at national level. Additionally, these
facilities are responsible for coordination of healthcare issues
with ministry. Critical medical cases referred by secondary
tier are accommodated and treated here. Most of the federal
health facilities are already digitized and some are in process.
Figure.2 shows approximate number of people visiting each
of the HCDS facility at different layers [26].

B. PROPOSED INTEGRATED DATA DRIVEN FRAMEWORK
In this paper we propose a framework that aligns with the
existing HCDS in Pakistan through incorporation of small

FIGURE 1. Healthcare delivery and health information exchange and
governance structure in Pakistan.

FIGURE 2. Healthcare at national and provincial level.

software components at all tiers in system. These components
form a multi layered framework through primary, secondary
and tertiary health levels in Pakistan and can be adopted
by other developing countries through proper modifications.
The proposed health data driven framework (HDDF) consists
of tier that can b mainly categorized as source layer and
server layer. The source layer consists of source adapters,
that are software components designed to extract attributes
of public health interest from digitized electronic records
in the respective tiers. In addition source layers consists of
gateways, that are software components designed to transmit
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TABLE 1. Number of health care facilities at different hierarchies across all provinces in Pakistan.

FIGURE 3. Schematic overview of proposed framework with components
placed strategically at each HCDS tier.

and receive standardized health data to and from source
layer. The server layer consists of business intelligence
components for public health in order to support evidence
based decision making driven by the data from multiple
underlying sources. In order to align the proposed framework
with existing HCDS in Pakistan, figure.3 gives placement
of components at appropriate levels of HCDS discussed
above. The schematic overview presented in figure,3 shows
that a complete automated health data pathway can be
created incrementally through gradual addition of BHUs
and RHUs in source layer. Similarly, the framework can

be scaled to include more primary, secondary and tertiary
sources.

1) SOURCE LAYER AND HCDS TIERS
The source layers in the primary tier consists of software
components responsible for handling health data generated
through patients visiting BHUs and RHCs. In proposed
framework the medical record generated daily is digitized
and stored with the help of source adapters at local level.
The role of these adapters is to standardize the health data
representation through basic transformation strategies and
transmit this data to the tertiary tier. This transmission can be
done on periodic basis defined by the public health authorities
without waiting for threshold levels to be achieved. However,
not all data need to be transmitted through the digital
gateways. Health data attributes specific to public health
interest are identified and mapped to a standard health
representation. This means that similar multiple light source
adapters can be configured and installed at every BHU and
RHC.

The source adapters at secondary tier of HCDS consists of
software components responsible for handling data generated
at THQ and DHQ hospitals. The adapters at this level are
responsible for the medical records generated daily at each
facility and transmitting it to provincial level. The source
adapters at this level follow the same configuration as done
at primary tier, however, more health data attributes are
available at this level for transmission to tertiary tier.

The tertiary tier consists of software components respon-
sible for handling data generated at federal public hospitals,
medical research centres and teaching hospitals in provincial
and federal region. The source adapters at this level are more
technically sophisticated with complex data mappings due
to scale of patient handling and coordination responsibilities
undertaken by the facilities at tertiary tier.

2) HEALTH INTELLIGENCE TIER
This tier forms the data integration and analysis platform
with a public health data warehouse as a foundation of
health intelligence. In addition to data storage, this tier
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FIGURE 4. Information flow for threshold based disease outbreak alerts
at health intelligence tier.

is responsible for generating alerts and alarms based on
pre defined thresholds and disseminating the information to
concerned health authority. The tier incorporates aspects of
business intelligence for health such as descriptive, predictive
and prescriptive analytics to solve public health related
problems including disease alerts, contact tracing, supplies
and equipment allocation and tracing, policy evaluation
and analysis. This information becomes available to public
health authorities where necessary actions can be taken for
prevention, response and recovery from major public health
incidents.

In addition, the framework is scalable. For new primary,
secondary and tertitary healthcare facilities, new source
adapters can be implemented. More evidence data can also be
used to augment the source pool for public health analytics
such as data from population census, epidemiology data,
socio-economic data as well as spatio-temporal features
of the regions under study. Figure.4 shows the flow of
information for threshold based disease outbreak alerts
at health intelligence tier. The selection of threshold is
an important criteria for early outbreak detection. The
availability of pathway to acquire and store data from source
to analytics makes it possible to apply threshold that are
applicable a certain geographical region based on it the
disease historical outbreak. The threshold applied can be
a fixed recommended value or can be identified based
on data analysis. For data based threshold value temporal
identificationmethods are suitable for infectious diseases that

require historical data for threshold calculation for a certain
region.

3) THRESHOLD IDENTIFICATION BASED ON
SPATIO-TEMPORAL MINING
In order to determine the trend of disease outbreak for
threshold identification, we first identify the spatial hotspots
for the disease. For this purpose, we cluster the patient point
data using k-means clustering. This clustering is done based
on patient addresses. Thus point in close spatial promixity are
clustered together. The centre for these clusters is identified
and corresponding districts for the centres are identified.
This means the number of points in each cluster can be
different from the number of patients reported from that
district administratively. In order to introduce the temporal
feature towards threshold identification, we use Getis-Ord
method for each weekly time slice of data. The common
districts from clustering results and Getis-Ord method are
identified as hotspot locations for threshold determination.
These hotspot locations are again determined from single
case based point data. However, in this step the point data
is the patient addresses that are part of each cluster. Getis-
Ord Gi* statistic is used to determine spatially significant
hotspots. This statistic takes into account the state of adjacent
and neighboring districts in terms of disease count.

G∗i =

D∑
j=1
ωi,jcdj − C̄

D∑
j=1
ωi,j

S

√√√√D D∑
j=1
ω2
i,j−

(
D∑
j=1
ωi,j

)2


D−1

(1)

where cdj is the malaria case count at district j and ωi,j is
the spatial weight between districts i and j and D is the total
number of districts and

C̄ =

D∑
j=1

cj

D
(2)

S =

√√√√√ D∑
j=1

c2j

D
−
(
C̄
)2 (3)

For each district, a higher value of Gi* statistic implies
that the district is a hotspot with respect to its neighbouring
districts. This allows us to identify districts that can be
used for data driven threshold identification. However, the
granularity of spatial hotspots can be reduced to tehsil or
union counsil level for more localized analysis.

In this work, we employ a moving percentile temporal
identification method for early detection of disease outbreak.
12 centiles are computed using moving percentile method.
These percentiles are calculated using temporal information
for diseases cases in the identified hotspot locations. We use
week as single unit for diseases outbreak threshold detection.
The disease events are sliced into weekly counts for each
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district identified through spatial analysis. Within each
hotspot, the time slices are separately analyzed for moving
percentile threshold identification based on previous 3 time
slices data. For each time slice t , 12 threshold values are
predicted,i.e. ρ0-ρ11. Each location is then classified as a
hotspot or a cold spot for a particular time based on each of
the ρp where p = {0.40, 0.45, .., 0.95}. i.e.

if
∑

cdt > ρp

Hd
t = 1

else

Hd
t = 0

∀t ∈ {0, ..,T }

∀p ∈ {0, .., 11} (4)

Multiple ρp, may classify a location as a hotspot for a
given time slice. In order to evaluate the optimal threshold
for a given location and time slice, we compare this value
with the already established threshold criteria. For this
purpose, we determine theWHO recommended threshold and
threshold values generated by C1 and C2 algorithm defined
in the Early Aberration Reporting System (EARS) that has
been used for large scale event monitoring. The appropriate
threshold for a certain spatial region is selected based on
specificity and sensitivity analysis. We use specificity or True
Negative Rate (TNR), sensitivity or True Positive Rate (TPR)
and Cohen’s kappa coefficient(κ) as evaluation statistic for
threshold selection in each hotspot. The Cohen’s Kappa for
binary classification of a hotspot as outbreak is given as

TPR =
TP
TP
+ FN = 1− FNR (5)

TNR =
TN

TN + FP
= 1− FPR (6)

κ =
2× (TP× TN − FN × FP)

(TP+FP)× (FP+TN )+(TP+FN )×(FN+TN )
(7)

where TP is the true positives, FNR is the false negative rate
or miss rate, TN is true negatives, FP is false positives and
FPR is the false positive rate. When threshold is low, TPR
increases which means more true epidemics will be predicted
leading to lesser missed epidemics. On the other hand, with
low threshold values, TNR also decreases that will lead to
more false alarms. In contrast, high values of threshold will
decrease TPR leading to more missed epidemics but false
alarms will be reduced. Therefore, the threshold values need
to be carefully calculated to balance TPR and TNR.

C. STUDY AREA AND DATASET
In this study we use data for malaria cases from 38 districts
of Punjab, Pakistan from year 2015 to 2019. This data
is collected through passive surveillance over the multiple
tiers in Pakistan HCDS as presented in Fig.2. The data is
obtained in patient line list form from Punjab Information
Technology Board (PITB) [29]. We use patient location

and reporting date from the data transmitted from primary,
secondary and tertiary layers. In order to build the model,
we used data from 2015-2018 to identify the districts which
must be used for prediction model building. 26358 cases of
malaria were reported during the study period in Punjab. After
preprocessing for missing values for location or date time,
we obtained 26254 patient records.

IV. RESULTS
As a first step towards threshold identification, we performed
spatial clusteing of Malaria disease based on patient address
using k-means. In order to determine the value of number
of clusters, we plotted the variance in data as function of k
and identified the value that flattens the curve through Elbow
Method. We identified 22 clusters.In addition we identified
the cluster centres and centroid and total number of patients
in each cluster. This information is presented in Table.2.
In order to determine the temporal variations among these
hotspots, we then proceed to determine the GI* statistic. For
this purpose, each cluster is partitioned into weekly time
slices with its corresponding disease case members. For each
time slice we determine the hotspot based on GI* statistic.
For example, for week x, C1 is designated as a hotspot but for
week y C2 may become the hotspot with even lesser number
of points due to the fact that the neighbouring clusters are
also hotspots. This allows the temporal variations in disease
events distribution to be represented in the proposed scheme.
We identify the corresponding districts for each hotspot
location and select the centres with frequently assigned
hotspot status over multiple weeks. Based on this method,
we identify 12 districts over Punjab for that participitate for
threshold selection as shown in Fig.5.

The WHO recommended threshold is currently being
employed in Disease Early Warning System (DEWS),
in Pakistan. However, in order to improve disease alert system
efficiency, the data collected from multiple sources can be
analysed to identify evidence and spatio-temporal based
thresholds for the disease. As a next step towards threshold
identification we applied the centile method and compared
the results with the C1, C2 algorithms that provide our two
local threshold standards L1 and L2 repectively and WHO
recommended method used in DEWS as a global threshold
referred to as G.

Table 3 gives the selected thresholds for each hotspot
location when using L1, L2 and G methods for malaria
threshold for outbreak. For some hotspot locations, multiple
techniques identified the same ρp For example, at HS1, ρ5 is
selected as the threshold based on all algorithms where as
at H2, ρ9 is identified by L1 and G while L2 identifies ρ11.
Similarly for each hotspot location, the percentile threshold
identified by each selected algorithm is given.

V. DISCUSSION
The existing HCDS in Pakistan provides a comprehensive
interrelated network through which multiple health facilities
are connected. When data is driven through same pathway
of existing infrastructure, instead of new models and
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TABLE 2. Results of spatial clustering with total number of points in each
cluster.

surveillance programs, it would greatly reduce the costs.
Reliable health information system components can be added
at appropriate tiers that are pivotal for efficient production and
timely utilisation of information on determinants of health,
health status and health system performance. The proposed
framework is cost effective due to its use of health care
delivery infrastructure already in place where patients visit
and some form of paper or digital record keeping of these
visits are already being carried out. Installation of small
software components makes it possible to extract attributes
of public health interests from these records and transmit
it to health intelligence tier. Health analytical tier employs
analytical and decision support capabilities to achieve public

FIGURE 5. Identified hotspot districts through spatio-temporal mining of
malaria data using clustering and GI* statistic in Punjab province of
Pakistan.

health targets. The disease outbreak intensity and available
resources drive the disease detection and response plan.
The outbreak intensity varies from disease to disease which
could be measured for a timely response through the
availability of health data transmission pathway. In addition,
the separate program per disease does not consider the
dynamics of diseases in relation to other diseases. For
example, while COVID 19 is epidemic in a region, there
may be other diseases within the same region. The dynamics
and relationship of these diseases can only be understood if
data is available in an integrated manner with appropriate
determinants. This information is specially useful when
these disease share common resources such as ventilators,
medications, hospital spaces and physician expertise [31].

In developing countries with scarce resource and high
disease incidents, simple thresholds are preferred. A costly
information and surveillance system can further escalate
the problem by unintentionally adding time delays in data
collection, analysis and response. Response thresholds in
such regions, therefore, should satisfy the immediate need to
identify and contain outbreaks. Same principle can applied to
other public health related alerts, for example,
• Physician to cases deficiency alert
• Low vaccination or medicine inventory alert
• Communicable disease endemic alert
• Non-communicable disease alert
• Medical Equipment and testing facilities deficiency alert
According to WHO regulations, an established ‘‘alert

threshold’’ when reached should trigger an immediate
response. However, disease threshold vary depending on
elements of transmission and its potential to cause an
epidemic. Table 4 shows some thresholds recommended by
WHO for disease outbreak alert [30]. For some diseases
a single case the threshold is achieved and alert must be
generated, for others some complex threshold computation
maybe required.The response activities in general include
control and prevention, for example, improving water sources
to avoid cholera, mass vaccination to prevent COVID 19
and measles, breaking transmission routes or immediate
treatment and isolation for dengue or COVID 19. While the
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TABLE 3. Threshold comparisons with two local and one global standard and validation using TPR and TNR.

TABLE 4. WHO recommendation for thresholds in case of infectious
diseases.

response are generally known, in order to calculate the thresh-
olds, it is critical to have an effective information system in
place that records the disease cases and generate alarms for
a region based on data from multiple sources. Through the
automated transmission of data from primary, secondary and
tertiary resources, the alerts can be automatically generated
and presented to DG Health as shown in Figure.4. The figure
shows that some disease outbreaks can be declared based
on simple threshold values which can be applied through
extracting data from health data warehouse and following
actions may be applied as a response:
• Assessment of current situation and recommend way
forward to health minister and prime minister.

• Analysis for long term measures.
• Selection of appropriate actions for HCDSManagement
• Identify the intervention to mitigate the negative
impacts.

Since data is available from multiple spatio-temporal
regions, sources and for multiple diagnosis, the dynamics of
disease can be studied in the presence of other evidences.
Disease outbreak can be declared based on analysis of data
from all the integrated sources available as shown in Fig.4.

The proposed health data exchange framework for public
health to create a data driven decision support system
through integrated sharing of health data minimizes the costs
associated with the separate surveillance programs by use
of existing pathways available through HCDS in a region.
Thus, parallel and discrete programs that carry data from
health care facilities to public health information hierarchy
can be augmented or replaced with a data driven near real

time health exchange by creating an interface between health
care facilities and public health through software agents and
gateways. The health data exchange may also be driven by
the regulations and health interoperability standards in order
to drive this synergy [32]. In addition, with the availability of
the framework, information can flow in both direction, top-
down and bottom-up. For example, disseminating response
information to concerned departments [33], clinical decision
making through results obtained public health analytics [34]
and ensuring quality and effectiveness of data acquisition and
transmission systems. Other possible implementation may
include missing person admission record location during a
mass casualty event [35]. Appropriate use of interoperability
standards such as Health Level 7 [36] allows transmission
of detailed health data including attributes that may not have
been part of disease reporting systems but may prove useful
for advanced public health analytics.

Therefore, the proposed framework can augment the
existing health care delivery system infrastructure for com-
prehensive and near real time data delivery to decisionmakers
in order to address the current and emerging public health care
related issues in lower and middle income countries.
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VI. CONCLUSION
With the availability of large volumes of health care data
generated at multiple tiers in HCDS, and strengthening
of data analysis techniques, more attention has been paid
to infectious diseases and their spread among population.
Surveillance system have a long hisotry in being an effective
tool for delay inevitably occurs between date of onset of
infection and the reporting date. However, due to vertical
multi tiered HCDS, delays occur between date of reporting
and the date it is received at the analytical end. This delay
depends on many underlying parameters such as availability
of infrastructure, reporting frequency and quality of data.In
this work we have presented a framework that can seamlessly
be integrated with an existing infrastructure for near real time
transmission of data for surveillance purposes.
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