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ABSTRACT This paper presents a robust and adaptive out-of-step (OOS) protection algorithm, using wide-
area information, that can be applied on tie-lines in observable power systems. The developed algorithm
is based upon real-time computation of the system impedance and makes use of the well-known power-
angle characteristic. In this way, a setting-less OOS concept in real-time environment is developed, which
is applicable for tie-lines in an arbitrary power system. Furthermore, the developed protection algorithm is
installed on hardware and is verified by numerous tests. The performance of the new hardware implementa-
tion is compared to the traditional impedance-based OOS protection methods. The results confirm that the
proposed algorithm detects OOS conditions faster and more reliably than the traditional impedance-based
solutions.

INDEX TERMS Out-of-step protection, power system transient stability, tie-lines, real-time HiL testing.

I. INTRODUCTION
Severe faults can cause large deviations of electric power sup-
plied by the generators in electric power systems. Generator
prime movers are unable to quickly react to these changes,
thus the imbalance between mechanical and electric power
causes generator rotor speed variations, which result in power
flow fluctuations in the network. Depending on the severity
of these disturbances and the applied controls, the generators
can either reach a new stable equilibrium point (through the
process known as a stable power swing) or lose synchronism
with each other and run in an out-of-step (OOS) condition.
This OOS condition should be identified and reacted to
as quickly as possible in order to limit the amount of stress
on the power system components. For this purpose dedicated
OOS detection relays are installed in the power grids. These
are usually installed on generators and transmission tie-lines,
depending on power grid topology and system dynamics.
Commercially, the most widely used method for detecting
OOS conditions is based on the impedance measurement
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trajectory in order to distinguish between short circuit faults,
recoverable power swings and OOS conditions [1], [2].
By adopting impedance-based method, the minimum mea-
sured impedance during the swinging period can be used to
determine the electrical swing centre during oscillations. This
approach, however, is sensitive to network reconfiguration as
well as to load or generation changes, as predetermined set-
tings are needed. These settings should be calculated offline,
and because their determination requires extensive system
studies, they cannot account for real-time changes in the net-
work. Several other OOS detection methods are also proposed
in the literature.

Table 1 presents a brief review of existing approaches
in the industry and proposed methods in the literature to
consistently detect an OOS condition. The advantages and
certain limitations of the methods are also highlighted.

Additionally to the methods listed in the comparative
table, some recent work on OOS protection based on
local, bay level, measurements include [18], [19] and [20].
These methods, however, can only be applied on genera-
tor terminals, since they require direct input from generator
measurements.
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TABLE 1. Existing 00S protection methods and approaches in literature and industry.

Classification

Method

Advantages

Limitations

Commercially available

OOS detection
approaches

Impedance based de-
tection [1] [2]

Angle-controlled
OOS protection [3]

R-Rdot method [4]

Superimposed current
detection [5]

Depending on the implementation, possess ability
to differentiate stable and unstable swings

More reliable and faster than impedance-based
OOS protection

Faster detection than impedance based detection

Very fast swing detection, ability to detect very fast
swings.

Difficulties in detecting very fast swings, rigorous
analysis is required for setting the blinders.

Needs predetermined settings to operate and can-
not adapt to system reconfigurations.

Requires more computing capacity than the
impedance based method.

Difficulties in detecting very slow swings, no dif-
ferentiation between a stable and unstable swing

Unconventional OOS
detection approaches
based on local
measurements

Power-time (P-1)
curve based detection

[6117]

Faster than real-time
OOS detection [8]

Lyapunov  function
based OOS detection
[9]

Instability is directly detected from measurements

Provides extremely fast OOS detection.

Method shows excellent results in OOS detection

Can only be applied directly at generator terminals.
Not yet implemented in a prototype.

Requires very detailed knowledge about generator
parameters, can only be applied directly at genera-
tor terminals.

Not yet implemented in a prototype.

Unconventional OOS
detection based on
wide-area information

Direct angle
difference
measurement  based

OOS protection [10]

Predictive OOS based
on  synchrophasors

[11]

Swing center voltage
estimation and ana-
lytic geometry param-
eters [12]

Machine learning
based approaches
[13][14][15]

Proposed approach

Fast online coherency
OOS detecion [16]

Voltage fluctuations
based OOS detection
[17]

Method does not require any computation of pro-
tection settings.

Enhances existing OOS protection, provides more
secure and reliable operation compared to existing
methods. Has been proven in a prototype installa-
tion.

Provides settingless OOS protection, has been pro-
totyped in a real industrial system.

Methods offer fast and accurate OOS condition
detection.

The method adapts to grid condition changes in
real-time, is settingless and requires only two mea-
surement location. Provides faster and more reli-
able OOS detection than conventional approaches,
and has been prototyped.

The method shows more reliable OOS detection
than conventional solutions.

The method shows fast detection of instability.

Requires monitoring of all the generator buses in
the network.

OOS detection speed is not known, is not effective
in detecting non-oscillatory unstable swings.

OOS detection speed is not elaborated.

The correct performance of the methods require
extensive training using detailed model. Not imple-
mented in a prototype.

Not yet implemented in a real network installation.

OOS detection speed is not elaborated, not yet
implemented in a prototype

Not yet implemented in a prototype

An adaptive OOS relay design and application based on
wide-area measurements utilising an equal-area criterion had
already been proposed more than 20 years ago [21]. This
approach relies on checking the measurement data against
pre-stored network, generation and load data as well as
breaker and line data and requires complex offline studies to
function. In more recent years, a number of effective methods
have been developed for detection of OOS conditions based
on wide-area information - some of the most notable work
includes [22]-[24] and [25]. All these methods, however,
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rely on measurements that are located directly at all of the
generator terminals, or at the corresponding high-voltage ter-
minals. This limiting factor is often overlooked and therefore
makes the developed methods difficult to apply in real power
systems due to the lack of coverage of PMUs in a large power
system.

This paper proposes a novel approach for OOS detection
and tripping based on computing the approximate angle dif-
ference between the centres of inertia on either end of a
tie-line, thus relying only on two measurement locations in
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a wide-area measurement system. The new method makes
use of the computed system impedances at the remote ends
of the tie-lines, where the algorithm is applied, to represent
the whole network behind both ends of the tie-line as a two-
machine equivalent system. A theoretical Last Stable Angle
(LSA) value is found from the previously computed equiva-
lent machine angles, which changes according to loading and
grid conditions. After a disturbance takes place, the angle and
its change between two equivalent sources is computed
and compared to the LSA value.

The proposed algorithm is developed and verified in two
stages - firstly by using software-in-the-loop simulations
and thereafter by using real-time digital simulator to stream
PMU data of a test network to a commercially available
PhasorController device utilizing hardware-in-the-loop test-
ing. The performance of the hardware implementation of the
developed algorithm is firstly compared to the software
implementation, and thereafter case studies for performance
evaluation are performed in conjunction with two com-
mercially available impedance-based out-of-step protection
relays. The case studies performed show, that the developed
algorithm operates faster and is more reliable in detecting out-
of-step conditions compared to current out-of-step protection
solutions.

The rest of the paper is organised as follows: Section II
presents the proposed algorithm; Section III describes the
methodology for testing the algorithm; Section IV shows case
studies performed along with the results, and, finally, the
paper ends up with meaningful conclusions being drawn.

Il. PROPOSED ALGORITHM

A. EQUIVALENT SYSTEM

The idea behind the developed algorithm is that the bulk sys-
tem can be simplified by using the assumption made in [26];
a multi-machine system can be separated into two groups
around a tie-line. The simplified two-machine - system con-
structed around the observed tie-line can be reduced to a
single machine infinite bus (SMIB) equivalent system with
the parameters 8, ws, M, Py, and P,. The reduction process is
described in detail in [26]. With the classical representation,
the generator dynamics can be represented by the swing
equation (1),

M 4 Py — Po(8 1
oz = Pn P M
where M - inertia constant of the equivalent machine;
w;s - rotor speed of the generator; § - internal voltage angle of
the generator; P, - mechanical input power of the generator;
P, - electrical output power of the generator.

The electrical output power of the generator depends on the
angle difference between the receiving system voltage phasor
and the generator internal voltage phasor, the magnitudes
of voltage phasors and the total system impedance between
generator and the system. The generator’s electrical output
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power can be represented by equation (2),

|E1llE2]| .
—SIin

Xtot

P.(8) = 8 @

where |E;|, |E| - are the equivalent internal voltage magni-
tudes of the machines; x;,, - is total reactance between the two
sources, and § - is angle difference of the equivalent phasors.

By using the power-angle curve, the generator stability can
be determined. The stability is directly linked to the inter-
nal angle differences of the two equivalent sources. On the
power-angle characteristic, two operating points can be fixed
by generator preloading and the electrical power curve as
shown in Fig. 1a. The operating point located in the first half
of the characteristic is a stable operating point. According
to the Equal Area Criterion, the maximum angle difference
for a recoverable swing cannot be greater than the second
operating point, though it may be smaller. Further increase
of the angle difference beyond LSA will definitively result in
an unstable generator operation. Therefore, the LSA point is
critical to distinguish between a stable and unstable swing.
In order to assess this LSA point, the impedances of the
equivalent sources must be known.

B. EQUIVALENT SYSTEM IMPEDANCE COMPUTATION

The concept of the determination of the system’s actual
strength or the Thevenin impedance of a power network based
on local measurements and small disturbances (such as load
changes) was explored in [27]. This method describes the
estimation of short-circuit impedance for a particular node in
a power system. The Thevenin equivalent of the system Z,,,,
which is seen at the monitored location, is calculated from
the recorded PMU voltage and current measurements. The
scheme of impedance computation is illustrated in Fig. 1b,
where the measured voltage and current phasors at the bus
are denoted by V and 1.

P LS4

N Srsa )
(a) (b)

FIGURE 1. (a) Power-angle curve constructed from calculated values, with
Last Stable angle point denoted as LSA. (b) Equivalent impedance
computation scheme illustration.

In order to find the upstream system impedance from the
locally measured quantities, two assumptions should be taken
into account: 1) the downstream load is volatile; 2) during
this variation the system remains constant. Voltage V(¢) and
current /(¢) are measured and sampled at instants #; and 2,
which correspond to the pre-and post-disturbance values
in the measured signals. Hence, the equivalent impedance
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Z,, can be found by using the following equation [27]:

Seq
V() - V() AV
T L) - 1) AL
The delta value limits to compute the system impedance
can be set empirically [27]. Alternatively, in order to improve
the accuracy and the noise reduction of the measurements,
an adaptive threshold can be used, as proposed in [28]. In this
paper, the threshold values for detecting a disturbance are
set empirically to 1 % of the primary measurement quan-
tity, so that the impedance computation is not triggered by
the ambient noise in the measurements. In addition, the
impedance computation is vulnerable to phasor drift due to
off-nominal system frequency, in which these can shift the
angle during the time pre- and post-disturbance quantity sam-
pling takes place. This problem, however, can be overcome
by compensating the phasor drift as suggested in [29]. The
sampling of voltage and current components is shown in
Fig. 2b and Fig. 2a respectively, which, after sampling, are

used to compute Z,,, according to Eq. (5).
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FIGURE 2. Voltage magnitude and angle sampling (a) and current
magnitude and angle sampling (b) in the case of a step change. The
pre-disturbance samples are denoted by t; and post-disturbance values
by t,.

It can be concluded that the computation of system
impedance is only directly applicable in the case of a radial
network, since in a meshed network all sources contribute
to the actual changes in currents and voltages. Therefore,
the total change in current and voltage behind the measured
tie-line cannot be observed from one location. The same
concept, however, can still be used to determine the system
equivalent by making use of the superposition criterion, and
utilising two measurement points.
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Hence, for the system impedance computation of meshed
networks, this method requires current measurement at two
feeders in the same substation. An illustration of this is shown
in Fig. 3, where one PMU measures bus voltage (V ), the cur-
rents of the tie-line (/,;) and, additionally, a load feeder (Z,,),
in which a step change in load may occur. In the figure a step
change in a load feeder is caused by a reactor, although a
capacitor bank, a filter or other volatile load could be used.
A second PMU measures the same feeders and parameters at
the other end of the tie-line.

{ Meshed transmission network }

V vV
7, e
I, Z '

—1

w M

v v,

£y Zyer g 1, Z Zger E“‘i?
I—= — =
"1 IJ 2
\”—@—D—@ @©—PMU| PMU—@ o (.) o D ‘\

FIGURE 3. Principle scheme for system impedance estimation on meshed
networks.

O L~

Whenever a step change in the measured current or voltage
occurs, e.g. due to switching of the reactor in the load feeder,
the system impedance is determined according to (3). Hence,
by applying the superposition criterion, the system equivalent
impedance Z,,.; behind the measured tie-line at bus 1 in
Fig. 3 can be calculated using the proportional change of
current in the measured load feeder and the change of the
tie-line current as follows:

The approach proposed in (4) is used as a basis to compute
the system impedance behind the tie-line, which is needed to
determine the LSA threshold. Protection operation and OOS
condition identification are based on that determined concept.

7 i Vi) -V, #)
Lsrel — TR TN
Lrl(IZ) - lrl(tl)
] U, (1) —1,1()
(L (1) = L (22) — ULy (1) — Ly(12)
AV, ALy AV,
ALy ALy - AL; AL,y - AL

“

C. DEVELOPING OUT-OF-STEP PROTECTION CONCEPT
The proposed OOS protection solution is based on the change
of computed voltage phasors of the two equivalent sources
behind the computed impedances located at the remote ends
of the observed tie-lines. The required equivalent system
voltage is accordingly computed at both ends of the tie-line
as follows:

Eeql = Zeql : Ltl +Zl
Equ = Zqu : Ltl + K2 (5
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For the equivalent system depicted in Fig. 3, the angle
difference between the two equivalent generator voltages is
illustrated in Fig. 4.

Equ

FIGURE 4. Equivalent phasor diagram constructed from computed
equivalent system impedances and measured quantities.

In this way, from the angle difference the power-angle
curve is then determined, and the LSA point (noted as drs4
on Fig. 1) is computed. The LSA point is fixed by using the
angle difference of the equivalent vectors as w —§¢. This value
is continuously recalculated by using the measurement values
and the previously obtained equivalent impedances.

During an OOS condition, the angle difference between
the two equivalent source voltages increases over the
LSA point. The protection will declare an OOS condition
when the following conditions are met:

for two consecutive measurements

for two consecutive measurements

for two consecutive measurements

The first two criteria indicate that the angle difference
exceeded the LSA and is continuing to increase. The last three
criteria, are used as a safety feature to block the protection
from maloperation when a short-circuit fault occurs.

Voltage thresholds with the value of 0.5 p.u. have been
set to verify whether the tie-line is energised and no fault is
present on the line. The % threshold acts as an additional
fault-detection mechanism, and prevents the protection oper-
ation due to oscillations with high frequency. During a fault
occurrence there will be a high step change of the computed
angle value, which might exceed the LSA for the duration of
the fault. Nevertheless, the protection must not operate during
a fault. A derivative setting value of 20 % , in this case with
a 60 Hz power system, enables the protection to detect power
system oscillations with the frequency of up to 10 Hz. These
blocking criteria can be adjusted freely if more protection
sensitivity or security are required. When any of the blocking
criteria of the protection are fulfilled, the OOS algorithm
operation will be blocked for 200 ms. If thereafter any of the
criteria are still fulfilled, the blocking will be applied until the
drop-off of the criterion.

The LSA point is limited to a minimum of 90 degrees,
in order to avoid it being set in the first half of the
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power-angle characteristic. At the same time, the LSA point
is limited to a maximum of 130 degrees. This is important,
because the protection should be still operational during low
or no load current in the observed tie-line before the LSA
value is sampled.

D. HARDWARE IMPLEMENTATION OF THE DEVELOPED
ALGORITHM

In order to compare the developed algorithm’s performance
to already existing commercial solutions, it was adapted and
installed on external hardware using a commercially avail-
able PhasorController (PhC) [30]. The algorithm is divided
into four main partfs and the structure of the implemented
algorithm on hardware was organised as shown in Fig. 5.

Start alorithm

Event

No Voltage detection

check
OK

New equivalent
system

impedance

calculation

Equivalent
Delta va_lue machine vector
calculation "

calculation

Determination
of LSA value

Output previously
computed
equivalent
impedance

Comparison of

delta to LSA I

for 2 samples

Block
[ protection J [ Operate }

FIGURE 5. Principle diagram of the developed algorithm in industrial
controller.

Valid PMU measurement signals must be collected from
both measurement points in the network in order for the
algorithm to operate. The data validity is checked and handled
by the PhC, and the check is performed before the data is
going to be processed. If the measured data does not pass the
validity check, meaning the data is not time synchronized or
is missing, then the protection algorithm is blocked. When the
validity check is passed, then the voltage values of the mea-
surement points are checked and compared to the threshold
values in order to detect short-circuit faults. If any measure-
ment point has a lower voltage value than the specified thresh-
old, the protection is blocked for the predetermined time, until
the voltage has been restored in the network. This is done
in order to avoid maloperations during short-circuit faults in
the network, when the PMU measurements are affected by
fault conditions and do not represent the electromechanical
behavior of the grid.
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At the same time, the data measurements provide input to
the event detection for impedance calculation. Upon detecting
a step change in the measurement quantities, the event detec-
tion block stores the measured values, which are then used to
compute the equivalent impedance needed for the equivalent
voltage vector computation as shown in (2). When no event is
detected in the measurement data, the event detection block
will output the previously computed equivalent impedance
values to the vector computation.

By utilizing the measured voltage vectors and currents,
the equivalent machine vectors of the centres of iner-
tia are computed according to (5). Using the computed
equivalent machine vectors, the LSA value is fixed every
time a new equivalent impedance value is provided. The
LSA value is computed using the difference in angular value
of the two computed equivalent machine vectors according to
power-angle characteristic as w — 8. In parallel, the current &
value is being computed continuously and compared against
the determined threshold value. When the § value exceeds the
determined LSA value for more than two samples, and the
derivative of § has been positive for the past two samples,
the protection sends a trip command.

lIl. TESTING METHODOLOGY AND TEST SETUP

The performance of the algorithm is investigated by applying
itin the IEEE 39 bus network model. The network is modified
by adding generic grid-following wind farms (W1 - W5) at
some buses. The model used for the power plants is described
in [31]. In this way, the developed solution can be tested
for different grid conditions. The modified test network is
shown in Fig. 6. Two different test locations are chosen
to show the developed solution’s suitability for arbitrarily
chosen tie-lines. The first test location is circled in red and
shown as Case A, and the other is circled in blue and is
denoted as Case B. Case A is an example to observe power
swings between two areas, whilst Case B demonstrates power
swings in a single machine system connected to an infinite
bus system.

For both locations, two tie-lines were observed in order
to see the proposed algorithm’s behaviour for various grid
conditions. For Case A, the protection was tested for the
lines between buses 14-15 and 16-17. To create an OOS
condition, a three phase short circuit is made on bus 16. The
fault is cleared by disconnecting one of the transmission lines
emanating from bus 16. For Case B, the transmission lines
under observation are between buses 26-29 and 28-29. Power
swings are created by a three-phase short circuit applied on
bus 29. The fault is cleared by disconnecting one of the two
tie-lines connected to this bus. This contingency causes power
swings along the remaining transmission lines.

In addition, the proposed algorithm is installed on a PhC
and tested in parallel with two physical relays. Both relays
incorporate an impedance based OOS algorithm and are
set up to trip on the way in (TOWI) and trip on the way
out (TOWO) of the configured impedance characteristic. The
settings of the protection devices are obtained according to
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FIGURE 6. Modified IEEE 39 bus network with added type 4 wind farms.
Red marks Case A testing location and blue Case B testing location, wind
farms are added to buses 21, 15, 25, 16 and 29.

the manufacturer’s guidelines as explained in the user man-
uals of the relays’; the settings are calculated by using a
base case of fully synchronous system [32], [33]. The pro-
tective relays, together with the PhC, are tested by applying
hardware-in-the-loop (HiL) tests, and the results obtained
are compared to the applied concept described in Section II.
An illustration of the experimental setup is provided in Fig. 7.
The PhC device, where the proposed algorithm is imple-
mented, receives measurement data over the network accord-
ing to IEEE C37.118 standard. Different data rates would
have an effect on the decision time of the algorithm, since the
algorithm’s criteria are linked to consecutive measurements.
Therefore, the slower the data date, the slower the decision
time. For uniformity throughout the paper, the data rate used
for PMU data for all the conducted tests is 60 Hz. The
PhC provides feedback about operation and measured values
back to the Real-Time Digital Simulator using IEC61850
GOOSE messages. The protection relays, situated on
lines 16-17, 15-14, and at the line remote ends near bus 29 for
cases A and B respectively, receive analogue signals through
signal amplifiers connected to the simulator. Protection relay
output signals are provided as digital input signals to the
simulator.

In order to test the protections for various grid conditions,
the output power of the windfarms is scaled up while simul-
taneously decreasing the synchronous generation capacity.
In Case A, for a specific renewable energy penetration sce-
nario (RES %), all four windfarms (denoted as W1 - W4
on Fig. 6) in the network area provide the specific percentage
of the base case synchronous generation output of the four
generators (denoted as G4, G5, G6 and G7) in the area.
At the same time, the apparent power of these generators is
decreased from the initial value of 1000 MVA by the same
specific percentage of the RES % level. This is not only to
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Relay l

Relay 2

Analogue Analogue
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—100& 1A
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L0V

Physical relays

IEEE C37.118 data under testing

60 frames/s
IEC61850 GOOSE

e

Developed
algorithm

Real Time
Digital
Simulator

External Controller

FIGURE 7. Experimental setup for OOS protection testing using physical
hardware.

decrease the output of the generation, but also to decrease the
system inertia. For Case B, the scaling is performed for one
generator (G9) and one windfarm (W5). Besides this, each
test case is repeated five times to verify that the algorithm
detects OOS conditions.

IV. CASE STUDIES

A. IMPEDANCE COMPUTATION

For testing and verifying the impedance computation part
of the developed algorithm, a simple system with variable
system impedances on either side of the transmission line,
as shown in Fig. 8, was built. One of the impedance buses
is chosen to be close to the source, representing a generator
bus, whilst the other is located in the middle of the system
to represent an arbitrary node in a system. The test system
nominal voltage is 345 kV and with a frequency of 60 Hz.
To test the accuracy of the system impedance computa-
tion, the two system impedances are varied between 5 Ohm
and 100 Ohm.

FIGURE 8. Test network for testing impedance computation of the
developed algorithm.

In this work, the RTDS library models of the PMUs are
used [34]. For side 1 in red in Fig. 8, the average abso-
lute impedance computation error is 0.3% with a standard
deviation of 0.55%. Therefore, this impedance computa-
tion is considered reliable. For side 2, the average absolute
impedance computation error is 4.2% with a standard devia-
tion of 2.15%. The error of the computed impedance depends
on system impedances and is shown in Fig. 9. It can be noted
this error increases when the system impedance increases.
The impedance behind the measurement point on Side 2 has a
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FIGURE 9. Absolute error in the impedance computation on Side 2 of the
test network related to the system impedances.

greater influence on the system impedance computation. The
maximum error of the impedance computation is computed
as 13.2%.

B. TESTING RESULTS FOR THE DEVELOPED ALGORITHM
The lab environment network latency from the RTDS to the
industrial controller was measured to be under 1 ms. How-
ever, in order to represent a more realistic scenario, a Phasor
Data Concentrator (PDC) Wait Time setting of 100 ms was
implemented in the PhC, which is representative of real-world
PMU applications. Normally, the PDC Wait Time setting
means that in order to align the measurement data from
different PMUs in the network, the controller will wait for a
period of time until the measurements arrive. Thereafter, the
processing of the measurements will begin in the logic built
inside the device.

In order to verify the security of the developed algorithm,
the § value and generators’ reaction for a five-cycle fault
on bus 16, followed by the disconnection of line between
bus 16 and 17, is shown in Fig. 10. The proposed OOS
protection is demonstrated on a transmission line between
buses 15 and 14. The upper figure shows the generator angle,
and it can be seen that the fault produces a stable swing with
stable generator angles. For the lower figure, the computed
8 values of the RTDS and hardware implementations are
shown. From the § value plot, it can be observed that the
value computed in the PhC is lagging behind the RTDS model
application for around 110 ms. This is due to the applied PDC
Wait Time setting and processing of the controller logic itself.

Fig. 11 shows the performance of the developed algorithm
in RTDS and in the PhC for a six-cycle fault occurring on
bus 16. This fault leads to an unstable swing causing genera-
tors 4 - 7 to go out-of-step with the rest of the system. This can
clearly be seen in the upper figure, where the generator rotor
angles are shown. In the lower figure, the computed 6 values
are shown for both RTDS and hardware implementation of
the proposed algorithm. It is observed that due to the unstable
swing in the network, the computed § value exceeds the algo-
rithm’s predetermined LSA threshold and keeps increasing.
This results in a trip command from the developed algorithm.
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FIGURE 10. Generator angle response and § value calculation response to
a five-cycle long fault at bus 16.

The operation signals are represented by a green dashed line
for RTDS implementation of the algorithm, and a magenta
dashed line for the physical controller implementation. It can
also be noted that the time shift of § computation between
the RTDS and hardware implementation of the algorithm
is 110 ms.
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FIGURE 11. Generator angle response and § value calculation response to
a six-cycle long fault at bus 16.

OOS tripping speed and security can generally be evalu-
ated by two criteria: a) the amount of time needed to report
OOS condition after a fault is cleared, and b) the percent-
age of correct OOS detections. Comparisons of these two
metrics between the RTDS and the hardware application of
the proposed algorithm are shown in Fig. 12a and Fig. 12b
respectively.

When looking at the average operation time in Fig. 12a,
it can be seen that the hardware implementation shows higher
operation times, than the RTDS implementation of the pro-
posed algorithm. For Case A, the RTDS software implemen-
tation shows an average operation time of 1.14 s, whilst the
controller implementation shows an average operation time
of 1.32 s. This means that the controller shows an increase
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FIGURE 12. Comparisons of proposed algorithm performances:
(a) Comparison of average operation times, (b) Comparison
of percentage of 00S conditions detected.

of 180 ms in operating time. For Case B, the RTDS imple-
mentation shows an average operation time of 0.416 s, and
the hardware implementation shows an average operating
time of 0.538 s. Therefore the hardware implementation has,
on average, 122 ms slower operating time for Case B. This
is expected behavior due to the delays implemented in the
PhC and logic processing of the developed algorithm in the
controller.

In Fig. 12b, the detection rates of all of the OOS con-
ditions for the performed tests of the algorithm are shown.
It can be seen that there a 0.6% difference in the detection
rates of RTDS and hardware implementation of the proposed
algorithm for the performed tests in Case A. For Case B no
difference in detection rates between the hardware and soft-
ware implementation has been identified. Therefore, based
on the performed analysis, it is safe to say that the hardware
implementation of the proposed solution is successful and
reliable.

C. ALGORITHM RESPONSE FOR GRID EVENTS

The PhC implementation of the developed algorithm has
been tested for various grid events. Two specific cases have
been chosen and are explained in more detail. For this,
the algorithm is installed on the IEEE 39 bus test system’s
line 14-15 and the algorithm’s behavior for two faults is
shown - a single-line to ground fault on the protected line and
a two-phase fault outside of the protected line.

The algorithm’s response for a single-line to ground fault
on the protected line 14-15, and the subsequent one pole open
condition, is shown in Fig. 13a. In the figure, the signals
regarding the algorithm response is displayed on the first
graph, and the second graph displays the computed § value in
the algorithm. The actual values during the event in the power
system are shown in Fig. 13b, where the instantaneous current
values from either end of the protected line can be seen on
the first two graphs, and the last graph displays the generator
rotor angle values. It can be seen from the instantaneous
current values in the figure, that there is a single-phase fault
on the transmission line, followed by a single-pole trip, which
is thereafter reclosed after 0.4 seconds. From the protection
reaction, it can be observed, that in both ends of the protected
line the algorithm registers an event, however, following the
event no blocking or operation signals are activated, therefore
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FIGURE 13. Algorithm resoponse and measurements in the case of a
single-line to ground fault on the protected line. (a) shows the signals
regarding the developed algorithm response and the computed § value by
the algorithm, (b) shows the instantaneous measurements from either
end of the transmission line, where the protection has been installed, and
the generator rotor angles in the system.

it can be concluded, that the developed algorithm shows
stable operation during an internal single-phase fault, and
during one pole open condition.

The algorithm’s response to an external two-phase fault is
shown in Fig. 14a. In this case, the protection is still installed
on transmission line between buses 14-15, and the fault takes
place on line 15-16, after which the faulted line is tripped
and reclosed 0.4 seconds after tripping. In the figure, the
signals related to the algorithm response is displayed on the
first graph, and the second graph displays the computed §
value in the algorithm. The actual values during the event in
the power system are shown in Fig. 14b, where the first two
graphs show the instantaneous current values from either end
of the protected line, and the last part of the graph displays
the generator rotor angle values. Looking at the protection
response, it can be seen, that, in a similar manner to a single-
phase fault, event is picked up on both ends of the protected
line. In this case, however, due to the fault type and location,
the computed angular difference has a large jump, that causes
the algorithm to be blocked from operation during a fault
condition as explained in Section IIc. The computed angle
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FIGURE 14. Algorithm resoponse and measurements in the case of an
external two-phase fault. (a) shows the signals regarding the developed
algorithm response and the computed § value by the algorithm, (b) shows
the instantaneous measurements from either end of the transmission
line, where the protection has been installed, and the generator rotor
angles in the system.

value stabilizes to a constant value after the fault has been
cleared, and the blocking of the protection function drops
off. The algorithm does not issue an operation command,
therefore it can be concluded, that the developed algorithm
shows stable operation during external faults.

D. COMPARISON WITH IMPEDANCE PROTECTION

FOR CASE A

The test results of protection operation times for Case A are
shown in Fig. 15a and Fig. 15b. The operation times shown
in these figures are the times the protection needs to provide
a trip command starting from the removal of the fault. The
operation time of ““0” means that the protection did not pro-
vide an OOS tripping command for a duration of five seconds
after fault initiation; hence, the simulation was terminated
without protection trip for all of the five conducted tests at that
RES % scenario. Fig. 15a shows the operation times for a case
study on tie-line between buses 14 and 15, which represents a
longer line between the two system parts. It can be observed
that when increasing RES penetration in one of the areas,
the difference between the protection operations is narrowing.

14815



IEEE Access

M. Tealane et al.: Online Detection of Out-of-Step Condition Using PMU-Determined System Impedances

Operation time, s

50 60 70 80

0 10 20 30

40
RES %
——Developed algorithm

(a)

Relay 1 Relay 2

25

\

0 10 20 30 40 50 60 70
RES %
— Developed algorithm ——Relay 1 Relay 2

(b)

FIGURE 15. 0OS tripping times of protection devices for Case A.
(a) represents case study with a longer line (Line 14-15) between two
systems and (b) represents a short line (Line 16-17) between two systems.
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However, for all situations the developed algorithm in hard-
ware implementation performs better, as faster OOS detection
times are obtained than from the traditional impedance based
protection.

For the shorter line testing results, as shown in Fig. 15b,
the new method has faster OOS detection times than the
traditional protections for almost all of the observed RES %
scenarios. It can also be seen that the tested impedance based
relays do not operate at all for RES penetration levels from
55% to 60%. For 65% RES penetration both relays operated
only on the second unstable swing, which resulted in the
significantly delayed operation.

E. COMPARISON WITH IMPEDANCE PROTECTION

FOR CASE B

The combined protection operations for both tested lines for
Case B (SMIB) are shown in Fig. 16a and in Fig. 16b. Fig. 16a
shows the results of the protection operating times versus the
renewable energy penetration when an OOS condition was
created on a longer tie-line. The blue line shows the operation
times of the developed algorithm’s hardware implementation,
whilst the red and yellow lines show the operation times
of physical relays. From this figure, it can be seen that the
developed solution and Relay 2 have very similar operating
times whilst Relay 1 operates around 200 ms slower. It can
also be observed that Relay 2 does not detect the OOS
condition between 65% and 75% of renewable penetration.
In addition, starting from RES penetration of 60%,
Relay 1 issues a tripping command not from OOS protection,
but rather from the distance protection element, which results
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FIGURE 16. OOS tripping times of protection devices for Case B.

(a) represents a long line (Line 26-29) between the machine and the
system, (b) represents a short line (Line 28-29) between the machine and
the system.

in a very short operation time. This is an obvious case of
maloperation of the distance protection element, which may
be caused by an incorrect configuration of the Power Swing
Blocking element.

Fig. 16b shows the protection operating times versus
RES % penetration for the case of OOS condition on the
shorter tie-line. It can be seen that, as before, the developed
solution and Relay 2 have very similar operating times for
the tested renewable penetration levels, except for very high
penetration scenarios. It should be noted that in this case
Relay 1 (shown in red) scores the worst detection rate of
the OOS condition, as it only operated consistently for RES
penetration between 25 and 50%. The other physical relay
did not experience similar difficulties in detecting an OOS
condition; only failing to detect OOS at 75% RES penetration
level.

V. CONCLUSION

The paper introduces a novel robust and adaptive OOS protec-
tion algorithm for tie-lines based on PMU-determined system
impedances. The algorithm successfully adapts to system
condition changes by utilising on-line network impedance
computation, and is based only upon two measurement points
in the network. Hence, it is suitable to be applied on arbi-
trary tie-lines in every power system topology, where OOS
conditions can occur. Case studies are carried out in SMIB,
and IEEE39 bus test network, which demonstrate the effec-
tiveness of the developed algorithm. A prototype of the algo-
rithm is designed and validated in real-time using RTDS and
an external industrial controller. For the HiL testing of the
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prototype a PDC Waiting Time, or latency, of 100 ms has been
used, to simulate real-world like conditions. The robustness
and the efficiency of the developed algorithm are verified
and compared against commercial OOS relays by conducting
numerous tests for different network conditions including
different penetration levels of renewable generation. The con-
ducted research shows advantages over the existing methods,
namely:

o For all studied cases, the proposed algorithm pro-

vides faster operation (up to 200 ms when imple-
mented on actual hardware) compared to the existing
impedance-based OOS methods which are currently
used in commercially available relays.

The proposed algorithm provides more reliable OOS
detection than traditional impedance based solutions.
The algorithm is very lightweight and needs little pro-
cessing power, which offers possibility to be installed
in already existing Phasor Data Concentrators or pro-
grammable logic devices.

The algorithm does not require specific settings, there-
fore, no extensive offline studies of the power system are
needed.
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