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ABSTRACT Patients’ readmission can be considered as a critical factor affecting cost reduction while
maintaining a high-quality treatment of patients. Therefore, predicting and controlling patients’ readmission
rates would significantly improve the healthcare service. In this study, we aim at predicting the readmission
of COPD (Chronic Obstructive Pulmonary Disease) patients through the deployment of machine learning
algorithms. Area Under Curve (AUC) and ACCuracy (ACC) were considered as the main criteria for
evaluating models’ prediction power in each time frame. Then, the importance of the variables for each
outcome was explicitly identified, and defined important variables have then been differentiated. Our study
could achieve the highest accuracy in predicting readmission with %91 ACC.

INDEX TERMS Classification algorithms, COPD readmission, data mining, decision support systems,

healthcare data analytics.

I. INTRODUCTION

Predictive analytics is one of the most commonly used
IT (Information Technology) techniques in healthcare. For
example, the possibility of using electronic health records as
a basis for healthcare analysis for smart health was discussed
by [1], [2]. Predictive analytics and data mining have also
been utilized by [3] to control the propagation of chronic
diseases. Generally, during the recent decade, healthcare-
related research has focused on developing and implementing
IT models to address the specific and critical needs of
healthcare systems [4]. Most of these studies focus on
utilizing big amounts of data to obtain valuable information
and insights about the current and future behavior of the
system under consideration.

Chronic Obstructive Pulmonary Disease (COPD) can be
defined as a lung disease recognized by airflow fettering [5].
Worldwide, COPD has been considered as one of the major
causes leading to higher rates of death. The Global Burden of
Disease Study estimated 251 million spread cases of COPD
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in 2016. It was also reported that 3.17 million deaths were
caused by COPD in 2015 (i.e., 5% of all deaths in that
year), [6]. The admission rate of COPD patients rate in
the United Kingdom has been doubled between 1991 and
2000 and by 2000, reported 1% of all hospital admissions [7].
The total costs of lung diseases in the EU (European Union)
have been estimated to be about 6% of the total healthcare
costs, and COPD was reported as taking the most significant
percentage (%56) of these costs [5].

Readmission can be considered as one of the significant
issues facing any healthcare system and one of the main
causes of declined health services. Readmission can be
defined as admitting patients to the hospital within a
maximum of 30 days after being discharged from the
same hospital earlier. Hospital readmission is costly for
patients and hospitals as well [8]. Consequently, hospitals
are striving to make sure that patients will receive adequate
treatment in their first admission to minimize the possibility
of readmission.

In this study, we are utilizing the most powerful data min-
ing techniques such as Decision Trees (DT), Artificial Neural
Networks (ANN), and Support Vector Machine (SVM) to
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develop classification models that can determine the targeted
group of high-risk COPD patients who are most likely
to be readmitted to the hospital within 30 days of their
discharge.

Unplanned readmission has been approached by many
researchers. However, there is still an apparent lack of proof
of their effectiveness [9]. One of the suggested causes of those
studies’ inefficiency may be attributed to their wasted work
hunting the wrong targeted group of patients (i.e., patients
with low risk of readmission) [10]. Therefore, there is a
high need for reliable predictive models that are capable
of accurately identifying high-risk patients most efficiently,
allowing healthcare stakeholders to respond accordingly.

To the best of our knowledge, the multitude of algorithms
such as SVM with multiple different Kernel functions has
not been applied in the same context before. This study
addresses a classification problem with two main target
classes, namely readmitted and non-readmitted patients over
a specific time frame. The rest of this paper is organized
as follows: Section 2 reviews the related literature. The
methodology applied and the proposed models are presented
in Section 3. Section 4 displays the results. Finally, section
5 concludes the paper with further discussions of the results.

Il. RELATED WORK

As we mentioned before, readmission may be defined as
admitting patients to the hospital after a short time from their
discharge. This short time has been set in the literature to
be within 30 to 90 days [11], [12]. In this study, we set our
readmission time frame to be within 30 days, as normally,
healthcare service quality is measured by death rates within
30 days of discharge [13], [14]. Hospitals’ readmission
research is usually based on variables and data sets for a par-
ticular population, patient type, or specific disease because
of the complex data collection procedures required to get a
large amount of data. However, enough amount of data has a
significant implication on the precision and accuracy of the
developed predictive models. In this study, we are enhancing
the generality of the developed predictive model through a
large amount of data (around 620,000 entries). It sometimes
happens that different classes are not equally represented
which is referred to in the literature as the class imbalance
problem [15]. Since most of the diseases are not usually found
in the whole population, the class imbalance problem may
be considered a common problem in the healthcare services
field [16]. Undoubtedly, predictive analytic models are highly
affected by the class imbalance problem [17]. Therefore,
the developed classification models must take this problem
into account and apply some compensation techniques. The
most commonly used compensation techniques to balance
classes are the different error cost negatives technique [18],
the over-sampling technique [19], and the under-sampling
technique [20]. To the best of our knowledge, there are
limited studies in the literature that present the problem of
imbalanced readmission data [21]. Another critical problem
that arises when attempting to predict hospital readmission is
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the cost imbalance misclassification problem [22]. The cost
imbalance problem is usually related to the above-mentioned
class imbalance problem, and hence solution techniques of
both problems can enhance each other [15]. To the best of our
knowledge, the readmission predictive literature has rarely
considered the cost imbalance misclassification problem.
Machine learning algorithms have been widely used in the
literature to classify readmitted patients. Most commonly
used algorithms are: Logistic Regression (LR), Naive Bayes
(NB), Decision Trees (DT), Support Vector Machines (SVM),
Artificial Neural Networks (ANN), and Random Forest (RF)
[23], [24], and [25]. Different studies compared predictive
models based on their predicted output [23], [25], and [26].
However, most of these studies suffer from poor prediction
quality, as the AUC ranged from 0.57 to 0.74, with only
one excepted study of [27], who reported an AUC value
of 0.83. So, the low prediction capability may be added to
the challenges of developing predictive hospital readmission
models.

Although COPD is considered a sserious disease with
complicated consequences, it received little attention from
researchers. The available literature studying the risk factors
affecting COPD patients’ admission and readmission is rare.
On the other hand, many studies are focusing on these factors
for other classes of patients. For example, [28] predicted the
risk of heart failure patients’ readmission using a multi-layer
approach. They examined if patients will ever be readmitted
or if they will be readmitted within short (30 days) or long
(60 days) readmission time. Naive Bayes and Support Vector
Machine was the applied classification algorithms in their
study. In 2017, [29] predicted the risk of heart failure patients’
readmission using the NB classification algorithm. The
highest reached accuracy of their model based on ACC and
AUC was around 85% and (.77, respectively. Reference [30]
predicted the risk factors of heart failure patients’ readmission
based on a 30-day time horizon. They applied the LR
classification model and reached an accuracy of 0.78 based
on the AUC measure. The work done in [31], [32], and [33]
are of the rare studies that approached COPD patients.
Binson et al. [31] attempted to early diagnose COPD, lung
cancer, and asthma through the utilization of an electronic
nose, which analyzes human exhaled breath and classifies it
according to different machine learning models. Their results
achieved high levels of accuracy for the three diseases. Dhar
proposed a novel ensemble model for the early detection of
COPD [32]. The authors adopted 8 classifiers arranged in
2 different pools. A genetic algorithm has been utilized to find
optimal hyper-parameters for each classifier. The results of
their model outperform most of the recent Machine Learning
models applied for COPD early detection. Wu et al. [33]
considered the problem of readmission prediction for COPD
patients using a novel CORE (COPD — Readmission) score,
which predicts patient’s readmission based on five main
predictors, i.e., eosinophil count, lung function, triple inhaler
therapy, previous hospitalization, and neuromuscular disease.
It was found that there is a high correlation between the
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CORE score and the COPD readmission, where a high CORE
score meant a high risk of readmission and a short time to
readmission.

Unplanned readmission may be attributed to different
reasons, such as premature discharge, limited social service
support [34], complications associated with the previous
disease, and retrogression of initial health condition [9].
Other factors related to patients themselves maybe also
of great importance, such as bad self-care and medication
problems [34], [9]. Healthcare services may be measured
by the level of unplanned readmission [21]. Higher rates of
unplanned readmission indicate limited clinical management,
which will reveal its consequences in hospitals in the long
run. In this study, we are aiming at understanding risk factors
related to admission and readmission of COPD patients in
an Egyptian private hospital. Data has been collected from
Al-Ghandoor Hospital (GH), Ash-Sharkia, Egypt. GH is
considered the biggest private hospital in the city, providing
more than 85% of total health services for the city population.
The emergency department is the first stop for COPD patients
with early symptoms. High-risk patients are then admitted
to the hospital to receive appropriate health services. In this
study, all COPD admissions to GH from January 2019 to
December 2019 are included. Calculation of unplanned
readmission rates of COPD patients and identifying risk
factors leading to this unplanned readmission are the two
main objectives of our study.

We approached the problem from different aspects than
was previously done. Firstly, a conductive data collection
phase was performed to gather accurate data that led to valid
results. Then, a multitude classification algorithm (SVM with
different Kernel functions) was applied. Two-time frames
were used for the target class rather than a one-time frame.
Our study could achieve the highest accuracy in predicting
readmission with %91 ACC. This study was considered as a
foundation step toward building a highly accurate predictive
system.

lll. METHODOLOGY

Data mining techniques have been applied in [35] to predict
survival rates of heart transplant patients. The authors have
used a data analytic methodology based on four phases. In this
study, we are using the same methodology with slight changes
to be more customized with our study scope and objectives.
The general framework is presented in Figure 1. The data
preparation phase (Ist phase) is composed of three main
steps: 1) specification of source of data, 2) cleaning of data
(removing factors with poor prediction capability, clearing
missing data, and eliminating faulty records), 3) selection of
data (assigning a binary number to each readmitted patient
indicating whether h/she has been readmitted within 1 or
3 months). Classification models are then applied to clean
data in the second phase. The output of the second phase is
a list from each classification model of important variables
ranked based on their prediction power. Classification models
accuracy is then assessed in the third phase. In the last phase

VOLUME 10, 2022

/ Data Source Specification

Data
Cleaning

4/\

1-month

KReadmission

uoneredarq me(]/

uonod[eg pue

3-month

Readmission /

Cross Applied Models
Validation (ANN, DT, SVM)

|

[ Models Accuracy Assessment

{

[ Variables Change Over time Comparison ]

uoneorddy
S[9PON
UONBOIJISSB[D)

FIGURE 1. Methodology general framework.

of the methodology, important variables are compared based
on their change over time.

A. DATA PREPARATION

Data for this study has been collected from GH for the
calendar year 2019. Data records include admittance and
discharge information for all COPD inpatients in GH. Data
has been collected from the moment of patients’ admission
and throughout their hospital stay and until 3 months from
their

discharge. After the patient’s admission, a complete record
of data is generated, including admission data, medical
history, laboratory results (CBC, BUN), and primary and
secondary diagnosis. Most of the data were collected from
the hospital information system, while the rest was based on
direct observations and short interviews. Collected data is
then presented to a pulmonologist and a Respiratory therapist
to verify it. To achieve one of the study objectives, which
is predicting patients’ readmission, we needed to find the
reasons of patients were readmitted from collected data. The
collected data contain around 198 records of COPD patients’
data.

Data cleaning includes data filtration, data excluding, and
data merging. Filtration has been applied to poor data (i.e.
data with low quality or limited power). Merging has been
applied to records of the same patient if h/she suffered
from having more than one admission on a single day to
the same medical specialty. Excluding has been applied to
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data not directly related to our scope of studies, such as
age inconsistencies, patient registry number, erroneous data,
records with “NA” term, and inconsistent components. After
the collection and preparation of the data set, we ended
up with 195 records and 32 variables, which were then
divided into 3 parts according to the ratio 2:2:1, respectively.
The first part was the training part of data, the second
part was the validation part, and the last part was for
testing.

Finally comes the selection of data step. In this step, only
readmitted COPD patients were selected. This step is further
illustrated in Figure 2.

B. CLASSIFICATION MODELS

Three main machine learning algorithms have been applied
in the current study, namely: Artificial Neural Networks
(ANNS5), Decision Trees (DTs), and Support Vector Machines
(SVMs). These algorithms have been chosen based on
previous studies’ recommendations on their satisfying per-
formance [36]-[39], and [40]. The following subsections
provide a brief description of each of the mentioned
algorithms.

1) ARTIFICIAL NEURAL NETWORKS (ANNS)

An artificial neural network (ANN) is the part of computing
systems prepared to imitate the human brain. It is the basis
of Al and able to solve problems that normal humans find
difficult to solve. ANNs have self-learning capabilities that
enable them to produce better results as more data becomes
available. The ANNs mimic the human brain in its general
structure which consists of connected nodes responsible
for processing and transmitting information to and from
the brain. ANNs have been applied in many areas such
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as E-mail services, optimization problems, E-commerce,
clustering and categorization, pattern recognition, prediction
and forecasting, and deep learning techniques. ANNs can
learn automatically from examples which makes them
more attractive than other conventional artificial intelligence
techniques.

2) DECISION TREES (DTS)

Decision Trees (DTs) are considered the most potent and pop-
ular classification technique. DTs are flowcharts taking the
structure of an upside-down tree. Tree nodes represent tests
on some specific characteristic, tree branches represent test
results, and tree leaves represent class labels. DT classifier
construction does not need domain knowledge which makes
it suitable for discovering preparatory knowledge. DTs have
many remarkable characteristics that make them superior
among different classifying techniques. It can handle large
amounts of complex structured data. Its classifier has a high
level of accuracy, and its induction is capable of learning
knowledge during the classification process. DT also has
its own generated rules for prediction, making the model
interpretation easier, more obvious, and coherent. DTs have
been widely used recently as a data mining and machine
learning technique to predict various system behaviors which
makes it very suitable to predict COPD patients’ readmission.
Different variations of DTs algorithms can be found in the
literature. For example, [41] uses C4.5, C5, and ID3 in his
study. DTs algorithms that have been used in our research are
namely: CHAID, C5, and C&RT.

3) SUPPORT VECTOR MACHINES (SVMS)

Support Vector Machine (SVM) is a supervised machine
learning algorithm that is used for regression analysis,
classification, and predictive model development. In a
classification problem, we generally have n number of
features needed to be classified. In SVM, an n-dimensional
space is plotted, and each feature value is represented by a
specific coordinate value, while each data item is represented
by a particular point in the feature space. Classification is
then performed by determining the hyper-plane that best
distinguishes the two classes. The SVM classifier is the
border that separates the two classes in the best possible way.
SVM classifier can be applied to both linear and non-linear
datasets. Non-linear data sets can be transformed into linear
by applying some kernel functions [42]. In this study, the
applied kernel functions are namely: the sigmoid, the radial
basis, and the polynomial functions.

IV. MODEL ACCURACY ASSESSMENT

Generally, in machine learning applications, models can’t be
fitted on the training data, and it cannot be said with a high
degree of accuracy whether the model will work for the real
data or not. For this reason, we need to ensure that our model
got the correct patterns from the data. For this purpose, the
cross-validation technique was employed.
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TABLE 1. Confusion matrix.

True Label Predicted Label

Positive Negative
Positive TP FN
Negative FP TN

Cross-validation is a technique in which models are trained
using subsets of the dataset and then evaluated using the
complementary subsets of the dataset. Three main steps are
involved in cross-validation, which are: 1) Reserving a subset
of the data, 2) Using the rest of the data set to train the
model, 3) Testing the model using the reserved subset of data.
Cross-validation techniques have many methods; the most
commonly used method is the k-fold cross-validation. In the
k-fold cross-validation, the data set is split into k subsets
(folds). Training is then performed on all subsets except one
(reserved subset), which is then used in testing the model. The
method is iterated k times with different reserved subsets for
each iteration. In this study, we applied a 5-cross validation
approach using IBM SPSS Modeler version 17.

V. EXPERIMENTAL RESULTS

AUC and ACC for all the mentioned classification models

have been computed for the two-time frames (1-month and

3-months) as represented in Table 2. These measures can be

estimated based on the confusion matrix entries (see Table 1).
Accuracy (ACC) is calculated using the formula

IN +TP
IN +TP + FN + FP

ACC =

The Area Under the Curve (AUC) is a measure of
the ability of a classifier to differentiate between classes
and is used as a summary of the Receiver Operator
Characteristic (ROC) curve. ROC is a probability curve
that plots the True Positive (TP) rate against the False
Positive (FP) rate at various threshold values. The higher
the AUC, the better the performance of the model at
differentiating between the positive and negative classes.
As illustrated in Figure 3 (a), When AUC = 1, then the
classifying model can perfectly distinguish between all the
Positive and the Negative points correctly. If, on the other
hand, the AUC had been 0, then the classifying model would
be predicting all Negatives as Positives and all Positives
as Negatives. However, as represented in Figure 3 (b),
when AUC falls between 0.5 and 1, then there is a high
probability that the classifying model will differentiate the
positive class values from the negative class values. This is
so because the classifier can detect more numbers of true
positives and true negatives than false negatives and false
positives.

Precision is calculated using the formula:

TP

Precision = ——
TP + FP
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F1 score is calculated using the formula:

. 2TP
~ (TP 4 FP) + (TP + FN)

IBM SPSS Modeler was the software used for calculating
the measurement criteria. AUC has proved to be more robust
than ACC, and so it has been used as the basis for sorting
Table 2. Each performance measure for classification models
is associated with its precision and F1-score, as presented in
Table 2.

As illustrated in Table 2, the performance measures
values are higher in the 1-month time frame than those in
the 3-month time frame, making them more credible. The
maximum AUC value of the 1-month time frame models
is 0.77 (CHAID and exhaustive CHAID Tree Algorithms),
while the maximum AUC value of the 3-month time frame
models is 0.64 (ANN-RBF model). It was also noticed that the
I-month time frame models experienced higher ACC values
than its counterpart in the 3-month time frame. For example,
the ACC value of the C5 model in the 1-month time frame
is 89.9% (maximum ACC value in this timeframe), while its
value in the CHAID and exhaustive CHAID models in the
3-month time frame is 67.7% (maximum ACC value in this
time frame). The high values of the performance measures
in the 1-month time frame can be justified by two possible
reasons. It might be attributed to the fact that patients receive
their medication and further treatment through continuous
follow-ups, which gives patients in the longer time frame
more time to finish their treatment after being discharged.
It might also happen because of the limited archived patients’
data, which indicates that the models need more patients’
records to be able to achieve better readmission prediction
performance in the case of the 3-month time frame.

Factor importance has been calculated for each variable
in each model for both of the time frames. The variable
whose factor importance is higher than 0.00 is considered
as an important variable for that model. Each model has
its own set of important variables, while a variable may
be important in one model and unimportant in another
model. For example, the gender variable is considered an
important variable in the C5 model, while the age variable
is considered to be important in the ANN-MLP and RBF
models. We have divided the 32 variables into six groups
and monitored their importance change over time according
to the number of models they are considered important
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TABLE 2. Performance measures for each model in the two-time frames.

Model 1-Month Time Frame Model 3 — Month Time Frame
ACC AUC Precision F1 Score ACC AUC Precision F1 Score
Tree-As (CHAID) 88.7 0.77 0 0/0 ANN — RBF 64.8 0.64 0.15 0/0
Tree-As 88.7 0.77 0 0/0 Tree-As 67.7 0.62 0.20 0/0
(Exhaustive (CHAID)
CHAID)
CHAID 89.1 0.75 0.31 0.41 Tree-As 67.7 0.62 0.17 0/0
(Exhaustive
CHAID)
SVM- Polynomial 88.3 0.73 0.11 0/0 ANN — MLP 66.1 0.61 0.14 0.20
SVM — RBF 87.4 0.73 0 0/0 C5 59.1 0.48 0.25 0.26
C5 89.9 0.72 0.42 0.48 SVM - RBF 60.0 0.47 0.11 0.14
ANN — MLP 64.8 0.68 0.11 0/0 CHAID 53.0 0.46 0.24 0.25
ANN - RBF 87.4 0.67 0.16 0/0 SVM- Sigmoid 66.8 0.46 0 0/0
SVM - Linear 81.3 0.63 0.15 0.17 SVM- 53.0 0.45 0.23 0.24
Polynomial
SVM-Sigmoid 88.7 0.38 0 0/0 SVM- Linear 54.3 0.39 0.08 0/0
TABLE 3. Variables distribution and assessing. importance in both time frames with mean importance of
0.031 in the 1-month time frame and 0.029 in the 3-month
Average Average time frame. In group 4, Cardiovascular Diseases (CD)
Group NMI Importance Importance are considered the most important factor in predicting the
(1-month (3-month 3-month time frame readmission, with mean importance of
timeframe) time frame) 0.247 and 0.198 the 1-month time frame. Group 5 contains
! 10 0.316 0.012 variables that were considered important in the 4 model or
2 8,9 0.178 0.294 . .
3 6.7 0.021 0.003 less. For example, sex and age variables have been considered
4 5’ 0.198 0247 important in 4 and 3 models, respectively. Variables that were
5 3.4 0.005 0.008 considered important in the two models at most were grouped
6 0.1,2 0.0004 0.00005 in group 6. Comorbidities, Beck Depression Inventory (BDI),

in (NMI). Table 3 illustrates the distribution and assessment
of the variable.

Variables change over time is more illustrated in Figure 4.
Variables were ordered in groups according to their impor-
tance in predicting readmission. However, the importance
of the variables is not the same for the two-time frames.
For example, the most important variable in predicting
readmission in the 1-month time frame is the Low Lung
Function (LLF), which is included in group 1 with mean
importance of 0.316 across the 10 applied models. The
LLF importance for the 3-month time frame is much lower
than its importance in the 1-month time frame with mean
importance of 0.012 across the 10 models. The Beck Anxiety
Inventory (BAI) scores variable is included in group 2 with
mean importance of 0.178 in the 1-month time frame and
higher mean importance of 0.294 in the 3-month time
frame. The BAI has been considered important in 8 models.
Group 3 includes Uric Acid (UA) and Base Creatinine (BC)
variables. While the UC variable was considered important in
the 7 models, the BC was considered important in 6 models.
The UC mean importance is higher in the 1-month time
frame (0.021) than its counterpart in the 3-month time frame
(0.003). On the other hand, the BC has almost the same
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and decreased physical activity have different importance
factors for each time frame. For example, the decreased
physical activity shows a large loss of importance from the
3-month time frame to the 1-month time frame (around 48%
loss of importance).

VI. DISCUSSION

This paper developed a data-driven model to predict read-
mission of COPD patients to hospitals within one 1-month
or 3-months from their discharge. The paper also studied
variables’ prediction importance and their change over time.
A data mining approach has been utilized to achieve the
study aims. The general framework of our methodology
is composed of four phases: data preparation phase (1st
phase), data cleaning phase (2nd phase), classification
models accuracy assessment phase (3rd phase), and variables
comparison phase (4th phase).

Our methodology has been applied to data collected
from GH for the calendar year 2019. Data records include
admittance and discharge information for all COPD inpa-
tients in GH. Data has been collected from the moment of
patients’ admission and throughout their hospital stay and
until 3-months from their discharge. Collected data contained
around 198 records of COPD patients’ data. Excluding has
been applied to data not directly related to our scope of
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FIGURE 4. Variables change over time.

studies, such as age inconsistencies, patient registry number,
erroneous data, records with “NA” term, and inconsistent
components. After the collection and preparation of the data
set, we ended up with 195 records and 32 variables, which
were then divided into three parts according to the ratio 2:2:1,
respectively. Our study aimed at answering some research
questions such as: will it be possible to distinguish higher
importance factors that contribute more to the prediction
of COPD patients’ readmission? How do these factors’
importance change over time (l1-month and 3-month time
frames)? Which of the applied classification algorithms is
more powerful in predicting COPD patients’ readmission?

Our methodology could predict readmission within
1-month and 3-month timeframes with an average AUC score
of 0.68 and 0.52, respectively. The average ACC score was
85.43 and 61.25, respectively. Hence, the methodology is
more reliable in predicting readmission of COPD patients
within one 1-month from their discharge. However, for longer
time frames (3-month or more), it is not so reliable and
needs more data records to build more reliable and powerful
models. Furthermore, our methodology could define different
important factors of the variables and identify their change
over time.

VIl. CONCLUSION
Our main contribution can be summarized as the use of
machine learning algorithms and techniques to handle the
class imbalance problem utilizing medical vector scattering
to cope with the limited conventional readmission predictive
models and hence improving predictability. We compare
the different machine learning algorithms according to their
predictability power of hospital readmission prediction.
Nevertheless, our study still has some limitations due to the
self-funding and limited budget. It was also very challenging
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to have a team of experts dedicated to our study needs (data
collection, cleaning, and preparation). Another important
point that limited our study was the limited number of COPD
patients’ records (195 records).

Our future research direction is to study and investigate
alternative classification techniques to further amend the
classification model. We also plan to study more detailed
predictions on hospital readmission, which has a higher effect
in designing and building more efficient and effective post-
discharge models. For example, the probability of patient
readmission within a specific time point is interesting to
predict and study how this probability may be affected by
earlier hospitalization events [43], [44].
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