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ABSTRACT In order to reduce the influence of strong halo effect on dim small target detection in daytime,
a dim small target detection algorithm based on spiral gradient optimization estimation and high-order
correlation enhancement is proposed in this paper. In this paper, we first design a spiral motion model
to obtain the local gradient information in the central image point by perturbing the designed motion
direction, then estimate the optimal background by establishing a gradient optimization model to achieve
background suppression while effectively removing the halo phenomenon. Considering the original high-
order correlation model only uses a single pixel for motion correlation, there is insufficient information
utilization, an improved high-order correlation energy enhancement model is proposed to enhance the target
signal, the algorithm first constructs an attention discrimination model based on inner and outer windows
to obtain the salient region of the image, and then carries out multi frame high-order motion correlation
of neighborhood blocks to enhance the target energy. After experiments, it is shown that compared with
the traditional algorithm, the algorithm proposed in this paper can effectively weaken the halo effect while
suppressing most of the background and can effectively enhance the local signal-to-noise ratio of the target.

INDEX TERMS Dim and small target detection, background suppression, spiral gradient, high order
correlation, energy enhancement.

I. INTRODUCTION
Dim and small target signal detection is of great importance

spatiotemporal significance model [13] and greedy bilateral
factorization model [14], as well as detection methods con-

for high altitude warning [1], [2]. These targets are isolated
points in the image, occupy fewer image pixels, lack of
relevant texture, and are often accompanied by atmospheric
turbulence, clouds and various noise clutter around the tar-
get, which makes the target often submerged and brings
difficulties to target detection [3]-[7]. For such detection
scenarios, researchers have proposed many feasible detec-
tion algorithms. It includes anisotropic filtering [8], [9],
top hat filtering [3], [10], [11], Max mean filtering [12],
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structed according to the low rank characteristics of image
background, such as IPI model [15], RPCA model [16], [17],
MPCM model [18], TV-PCP model [18], LCM model [20],
DPA model [21], CDAE model [22] and other algorithms
have contributed to the detection of dim and small targets.
For example, the spatiotemporal saliency model [13] and
the greedy bilateral factorization model [14] proposed by
Pang et al. Literature [13] fully fuse the time domain infor-
mation and spatial domain information of the image to com-
plete the background modeling of the image, and obtain the
saliency region in the image, so as to retain and enhance
the target signal. Finally, using the motion characteristics
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of target to detect and extract real target through adaptive
threshold segmentation, and the effect of background model-
ing in low altitude and long-distance scene is better. Another
example is the real-time controlled weak and small target
detection algorithm [21] proposed by sun et al. By using the
processing method of tracking before detection, the image
is accumulated to obtain a priori information to extract the
target, and then the image is accumulated through the con-
tinuous time domain characteristics of multiple frames of
images to enhance the signal of target, and then the edge
information is fused by constructing a new adaptive model,
Finally, the background modeling of the image is completed
by combining the prior information with the adaptive model,
which not only suppresses the background, but also enhances
the signal value of the target to achieve the effect of target
detection. In addition, there are also low rank and sparse
decomposition model detection algorithm based on regular-
ization [23]-[25] and dim small target detection algorithm
based on deep neural network [26]-[29]. For instance, the
background suppression model of spatial multiple subspace
learning and spatial-temporal arrangement tensor proposed
by sun et al. [23], firstly, the STIPT model is constructed
by using the spatial-temporal information of sequence images
and tensor to obtain the relevant features of the image to high-
light the target characteristics, and then the learning strategy
of multiple subspace learning is extended to the constructed
tensor model to complete the background suppression of
the image, the WSNM model is also combined to make
the tensor avoid the constraint of pixel matrix dictionary,
S0 as to better retain the low rank components of the image.
Finally, the overall framework is optimized by constructing
a new tensor singular value decomposition and alternating
direction multiplier model (ADMM), which ensures that
the target components are recovered more accurately and
efficiently. For another example, the RISTD deep learning
network model [28] proposed by Hou et al. Constructs the
image feature extraction framework through the combination
of manual features and convolution neural network to train
the image scene, expose the prominent features of the image
and improve the robustness of the model. Then, a mapping
network is constructed based on the similarity between the
feature image and the target to determine the final target.
Finally, the target can be extracted by appropriate thresh-
old segmentation. The above algorithms have good detec-
tion effect in scenes with high image signal-to-noise ratio,
which mainly use scene data to estimate model parameters
or train models. When the scene changes dynamically, the
model parameters will change, and the model needs to be
optimized. However, due to high-altitude and long-distance
imaging, the image background changes dynamically and is
accompanied by strong light. When the target moves near the
strong light position or along the backlight, the image signal-
to-noise ratio is less than 0dB, and the target information is
completely submerged by the strong light halo, so the above
detection algorithm is greatly limited, simple background
modeling of the image can not well separate the target and
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background, resulting in poor background modeling effect
and failure of target detection. Therefore, it is necessary to
put forward new research ideas to process the image with
strong light background. In these scenes, the halo effect has a
very serious impact on target detection [30]-[32]. In order to
reduce the impact of halo on weak and small target detection,
the camera halo in the image must be corrected to eliminate
the optical vignetting effect, so that the output image signal
becomes uniform, and then the next step of detection can be
carried out. There are feasible methods to correct the optical
vignetting effect of the image, and the effect is good, which
can effectively correct the halo. For example, the infrared
system vignetting effect correction method based on polyno-
mial approximation proposed by Li [30], first use the square
difference of the image to extract the image background,
Then the correction factor of the image is obtained by poly-
nomial approximation method to correct the halo. However,
in the face of dynamic scene, because the image variance
will change with the scene, the polynomial parameters fit-
ted by image variance will also change, which affects the
halo correction to a certain extent. Another example is the
nonlinear compensation method for optical vignetting effect
of the visual system proposed by Ding et al. [32], which
uses the characteristics of camera exposure combined with
coupled sampling and decoupled reconstruction to solve the
response function of the camera, finds the irradiance of the
image element through exposure time and image element
illumination to build the relative exposure model, then builds
the vignetting illumination compensation function through
the relative exposure, and finally builds the camera response
function through the correspondence between camera expo-
sure and image grayscale. The algorithm will be converted
to the use of camera illumination to correct only by the
position of the image element, which can better correct the
halo, but the method requires high control of exposure time
by analyzing the exposure of the image element, otherwise it
will cause overexposure phenomenon and not benefit in target
detection.

In the strong light background, even after vignetting cor-
rection preprocessing, the target signal is still weak. In order
to accurately extract the target signal, the common process-
ing method is to model the background of the preprocessed
image to obtain the background image and differential image,
and then threshold segment the differential image to select
candidate target points, and multi frame accumulation is
carried out to enhance the target energy. However, this kind
of algorithm only uses the spatial information of the image
to process the image when modeling the background, which
often weakens the signal of the target and suppresses the
target as the background. When facing the target detection
with high light intensity in the daytime, this kind of algorithm
is obviously not applicable. In order to detect the target
signal smoothly, researchers make full use of these such
as air domain information and time domain information of
the image, such as the algorithm proposed by Jiang et al.
for the application of hidden Markov model in multi-target
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automatic detection and tracking [33], [34], which predicts
the motion of the target by calculating the transfer probability
of the target at the current moment and the next moment, and
then determines the detected target by the forward-backward
local optimal algorithm, which combines The time-domain
and space-domain information of the image is fully com-
bined, but because the Markov random field model mainly
deals with single image element, it has great limitations when
facing images where the strongly illuminated target is not
visible. The improved high-order correlation target energy
accumulation algorithm [35] proposed by Yong, which uses
the inter frame correlation and time-domain continuity of the
target in the sequence image to complete the target detection
and extraction, and improves the target energy through the
iterative accumulation operation between adjacent frames,
so as to provide good conditions for subsequent target detec-
tion and extraction.

In summary, when detecting small targets in the daytime
strong illumination scene, it is first necessary to correct the
image halo to remove the impact of the strong halo on subse-
quent target detection, and then carry out background mod-
eling and energy enhancement on the preprocessed image.
In the paper, a spiral gradient optimal estimation model is
proposed to suppress the background of the image. By con-
structing a new spiral gradient model, the background model-
ing of the image can be completed while correcting the image
halo. Secondly, the improved high-order correlation energy
enhancement model is used to enhance the target signal in
the difference image to ensure that the target is accurately
extracted. See sections 2 and 3 for detailed algorithm intro-
duction.

Il. DIM SIGNAL DETECTION ALGORITHM BASED ON
SPIRAL GRADIENT OPTIMIZATION ESTIMATION

In the detection of dim and small targets in the daytime, with
the change of incident light angle, the energy distribution
on the target surface of the detector changes, resulting in
uneven image brightness distribution. Because most of the
light energy is distributed in the center of the image in the
transmission process, the light energy is similar to the point
diffusion energy distribution form, which diffuses from the
center to both sides, and the central halo phenomenon is
obvious. Therefore, this paper proposes a spiral gradient opti-
mization estimation of dim signal detection algorithm, based
on the pre-designed spiral motion model for perturbation to
obtain local gradient information in a neighborhood of an
image element, and then rely on the gradient optimization
model to estimate the local optimal background to achieve
background suppression while effectively removing the cen-
ter of the halo, which greatly improves the detection ability
of subsequent targets.

A. SPIRAL MOTION MODEL
(1) Firstly, set a spiral motion model, first number its coordi-
nates with a pixel point as the center, and store the number in
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an array, which is recorded as Datazx25 = |:8 (1) §i|,

show as fig 1.

(a) (b)
FIGURE 1. Spiral motion diagram. (a) center of the halo; (b) motion
model.

Record the sequence number of the array as
k(k =1,2,---,25). Firstly, the moving coordinate informa-
tion of the central pixel (row, col) is obtained by solving
the residual function, Then take the newly moved coordinate
center pixel as the center and take out the data block with
width and height of w x h. The specific formula is as follows:

num = mod(k — 1,25)+ 1

row = xqg + Data (1, num) x step

col = yo + Data (2, num) x step

fe =f@row —h/2 :row+ h/2, col —w/2 : col +w/2)
()

where num is the number of the array; (row, col) is the newly
acquired move coordinate; step is the step size of the cen-
tral image coordinate point, f; indicates the newly acquired
k-th(k(k = 1,2, --- ,25)) data block, with width and height
of w x h.

B. GRADIENT OPTIMASATION ESTIMATION MODEL
Calculating the gradient difference between the central pixel
data block and the newly obtained data block f;, then obtain
the gradient minimum value of the neighborhood block of spi-
ral motion by constructing the gradient optimization model,
and record the center point coordinates corresponding to the
gradient minimum value as (x;, y;). The specific formula is
as follows:

| D) e=fivd)2)
Fr(row, col) = I~L Z Z
m=—fix(L/2) n=—fix(L/2)
x f(xo +m, yo +n)
m=fix(L/2) n=fix(L/2)

Z Z Jfe(row + m, col + n)

L*L
m=—fix(L/2) n=—fix(L/2)
[(Frmin1, X0, Yol = _min__(Fi(row, col), --- . Fi
(row, col), - - -, Fo5(row, col))

m=fix(L/2) n=fix(L/2)

LiL > > feg+myy+n)

m=—fix(L/2) n=—fix(L/2)

Frin1 =

@
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in formula the L * L is the range size of the neighborhood
value is 3 * 3,5*5,7*7,-.-; Fr(row, col) is the gradient
difference between the central image metadata block and the
newly acquired data block f;; (x(’), y6) is the coordinate mark
of the center point corresponding to the minimum gradient,
Frin1 1s the mean value of the data block of the central image
element (x, y;).

Substitute the newly obtained center point coordinates
(x). yp) into formula (1) to obtain a new data block f;,
as follows:

num = mod(k — 1,25)+ 1
row| = x, + Data (1, num) x step
coly =y, + Data (2, num) x step
i =frowi—h/2 : rowy + h/2, col; — w/2 : coli+w/2)
3)
Immediately afterwards, equation (2) is used to obtain the
gradient minimum of the neighborhood block with (x;, yf,)
as the central coordinate point for the spiral motion with
the help of the gradient optimization model, and the central

point corresponding to the gradient minimum is sat labeled
as (x(, yg)» the specific formula is as follows:

1 m=fix(L/2) n=fix(L/2)
/ —
Fi(rowy, coly) = L Z Z
m=—fix(L/2) n=—fix(L/2)
X f(x(, + m, yo + n)
m=fix(L/2) n=fix(L/2)
Z Z fx(rowy 4+ m, coly + n)

*
L*L m=—fix(L/2) n=—fix(L/2)
Frin2, X0, yi]= min (F|(rowy, coly), - - -,
[Fimin2 0 yo] k=1,2,~-~25( 1( 1 1)
Fp(rowy, coly), - -+, Fys(rowy, coll))

| /) n=fix(L/2)
I+ L > > G A myg+n)

m=~fix(L/2) n=—fix(L/2)

Fmin2 =

“

Finally, a gradient-optimized background estimation model
is constructed as follows:
m=fix(L/2) n=fix(L/2)
L*L Z Z f(x(/)+m’y6+n)
m=—fix(L/2) n=—fix(L/2)
if Fin1 < Fmin2
| m=fix(L/2) n=fix(L/2)
L*L Z Z f(x(’)’—l—m,yg—i-n)
m=—fix(L/2) n=—fix(L/2)
else Fimin1 > Fmin2

[l =

&)

lIl. IMPROVED HIGH ORDER CORRELATION ENERGY
ENHANCEMENT MODEL

A. HIGHER ORDER CORRELATION THEROY

In continuous multi frame images, the target moves along
a certain direction, so the target has a certain correlation
between adjacent frames [35]. The high-order correlation
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detection model mainly uses the inter frame correlation of
the image to enhance the signal of the target. The target can
be further highlighted through the accumulation before and
after the frame. The corresponding calculation formula is as
follows [35]:

bl

YD fE v ) iy i tar)

i=—[v] j==|v|

Yx,y,t,) =

Q)

where Y (x, y, t,) represents the correlation values of time #,
and time t,,11, f(x,y,%,) and f(x + i,y + j, tn4+1) represent
the image element value at the corresponding moment in
the image, respectively, x, y indicates the coordinates of the
image element in the image, v indicates the moving neigh-
borhood radius of the target. The first-order correlation of
two frames of images is obtained by summing the product
of pixels at the front and back times. Using this idea, the
correlation of multiple frames of images can be extended
to enhance the target point signal. The specific calculation
formula is as follows [35]:

YO, y, 1)
[v] [v]

=1 > Y YO,y YO +iy+ita) | (D)

==l j==v

in formula the YO (x, y, 1,) = f(x, v, t,), YD(x, y, t,) Rep-
resents the first-order correlation function of two adjacent
frames. In order to increase the energy of the target more
obviously. Continuing the accumulation of Y m(x, v, t,) with
the next image frame means completing the second order
operation of higher order correlation, the specific mathemat-
ical formula is as follows:

Y(2)(x7 y’ tn)
vl v

= Y D YO0yt V+iy+itar) | ®)

==l j==vl

where Y@(x, v, t,) represents the second-order correlation
value, and v represents the moving neighborhood radius of
the target.

B. IMPROVED HIGH ORDER CORRELATION MODEL

Due to the dim small target in the daytime in the bright light
environment, there is a serious lack of target information,
which is not conducive to the detection of the target, and
there is more noise in the bright light environment, and the
differential image in the image contains a lot of noise outside
the out target, which is not conducive to the identification
of the target. In view of this situation, this paper uses the
improved high-order correlation energy accumulation model
to enhance the image target signal, but the previous high-
order correlation accumulation model mainly accumulates
a single pixel in the front and rear frames of the image,
which makes insufficient use of the information retained in
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the target signal. In this paper, the attention discrimination
model of the inner and outer windows is constructed by using
the gradient difference characteristics between the target and
the background area to obtain the significant area with large
regional gradient difference, and then the high-order motion
correlation of the significant area block is carried out by using
the motion correlation of the target between adjacent frames.
The specific calculation formula is as follows:

k = round(1/2)
ki = floor(l1/2)
A=fm —Gk-=1):m+Gk-1,n—(k-1):
B=f(m —ky :m +ki,n —ky:ny+kp,t)
m=k n=k m=k; n=ky
> X A- XY X B )
m=—k n=—k m=—k| n=—k;
A_value =
[Qk — D)+ 12— 2%k — 1)+ 1)?]
m=k; n=ky
Zk Zk 5
B value = ——1"="1
[Qtk — 1)+ 1)?]
D_value = |A_value — B_value|

where k and k; represent the radius of the inner and outer
windows respectively; [ and [ are the sizes of the inner and
outer windows, round and floor are rounding functions up
and down respectively; A, B denote the attention areas of
the inner and outer windows, respectively. f represents the
difference image at time t, (mp, n;) is the image element
coordinate, A_value, B_value is the mean value of attention
area of inner and outer windows respectively, D_value is the
gradient difference of attention area between inner and outer
windows.

The attention discrimination model is constructed by the
gradient difference between the inner and outer windows
in above formula. When the gradient difference between
the inner and outer windows is compared with the preset
threshold Th, if the gradient difference between the inner and
outer windows is greater than the preset Th, the region is
regarded as the significant region, and then the significant
region block is subjected to high-order motion correlation by
using the motion correlation of the target between adjacent
frames. To enhance the target energy, the detailed attention
discrimination model is as follows:

result A=f(m —1:m+1,np—1:n1+1,1)
result_ Ay =fim;—1:m+1,n—1:n+1,t+1)
if D_value < Th
YOy, ny, 1) = fmi.ni. 1)
m=L n=L
> > result_Axresult_A,
m=—Ln=—L

else Y(l)(ml, ni,t) = I <L
X

(10)

where Th is a preset threshold, fi denotes the difference
image at moment ¢ + 1, result_A and result _A1 represents the
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neighborhood block with (m1, n1) as the central coordinate
at time ¢ and time ¢ 4 1, respectively, and L represents the
radius of the neighborhood block. Y (1)(m1, ni, t) represents
the enhanced image obtained after high-order motion corre-
lation of adjacent frame images, which is regarded as the first-
order correlation image. Other variables are defined as above.

In order to further enhance the target energy, the paper also
redefines the second-order higher-order correlation cumula-
tive equation on the basis of the first-order correlation image
in order to maximize the enhancement of the target signal
with the following mathematical calculation model.

result_ Ay =fr(my —1:m+1,np—1:n1+1,t+2)

if D_value < Th
YOy, ny 1+ 1) =fOnynp. o+ 1)
else YO (my,ny, 1+ 1)
m=L n=L
YDy, ny, 1) x > > result_Aj xresult_Aj
m=—Ln=—L
L xL

(11)

where Y (2)(m1,n1,t + 1) is the second-order correlation
image, which is obtained by performing high-order opera-
tion again using the first-order correlation image and the
next frame image on the basis of obtaining the significant
region by the first-order correlation operation, result_A; is
the neighborhood block with (1, n1) as the center coordinate
at the moment ¢ + 1, Yy, ny, 1) is the first-order correla-
tion image, and result_A| represents the neighborhood block
of the central coordinate at the current ¢ time.

C. THIS PAPER SUMMARIZS THE ALGORITHM

In this paper, a spiral gradient optimization model is designed
to estimate the optimal background and effectively remove
the halo phenomenon while suppressing the background.
Then the difference image is obtained by differential process-
ing between the original image and the background image.
Finally, the improved high-order correlation energy enhance-
ment model is used to enhance the significant region (target
signal) in the difference image, and the enhanced image
is segmented and extracted to obtain the target point. The
specific flow chart of the algorithm in this paper is shown
in Figure 2.

IV. ANALYSIS OF TEST RESULT

In order to further evaluate the detection effect of this paper,
four groups of real scene data are used to experiment the dim
and small targets of sequence images. The sequence images
of these four groups of real scenes are stored in 16 bit bytes,
and the image format is BMP. The four groups of real scenes
are the daytime detection of long-distance star targets by pho-
toelectric detection system. The targets in the scene are near
the center of the image and stationary. Due to the influence
of strong light background and uneven energy distribution
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The spiral gradient motion model
estimates the optimal background

\ 4

Making difference between the original image and the
background image to output the difference image

\4
Using the improved high-order correlation energy
enhancement model to enhance the significant region
in the difference image

4

Output the image with
enhanced saliency region

\ 4

Segmentation and extraction
target

\ 4

Output segmentation image

\ 4
End

FIGURE 2. Algorithm flow chart of this paper.

of light field, the image has strong halo effect. The targets
in the four groups of scenes are affected by strong halo,
which brings great difficulties to target detection, Therefore,
it is necessary to remove the halo effect of the image before
detecting the target. At the same time, four different algo-
rithms are used for comparative analysis, including weak and
small target detection based on nonuniformity correction and
multidirectional gradient [31], two-point correction detection
algorithm [32] and high-order operation correlation detection
algorithm [35]. The average signal-to-noise ratio and image
attributes of each scene are shown in Table 1.

A. DIFFERENT CUMULATIVE FRAME DIFFERENCE
DIAGRAMS

In this paper, the algorithm of this paper is used to evaluate
the accumulation effect of different accumulation frames on
the target. From the difference results after accumulation, the
local signal-to-noise ratio is effectively improved with the
increase of the accumulation frames, and the local signal-
to-noise ratio is —0.93dB when accumulating 10 frames,
0.35dB when accumulating 20 frames, and 1.49dB when

14772

TABLE 1. Attributes of each scene.

Scene Average Frame Image Target size
SNR length size
Scene 1 -6.42dB 500 256x256 2x2
Scene 2 -6.41dB 500 256x256 2x2
Scene 3 -8.57dB 500 256x256 2x2
Scene 4 -8.36dB 500 256x256 3x3

FIGURE 3. Difference diagram of different frame number accumulated by
this algorithm. (a) Accumulate 10 frames; (b) Accumulate 20 frames;
(c) Accumulate 50.

accumulating 50 frames, see Figure 3, which strongly This
strongly indicates that the local signal-to-noise ratio of the
target can be enhanced by multiframe accumulation, thus
favorably improving the detection capability of the target.
In the actual field observation, it is also necessary to choose
the appropriate number of accumulated frames for detection
by compromising the execution efficiency.

B. DETECTION RESULT OF DIFFRERNT SCENES
The above four scenes are used to obtain the detection
result plots of dim small and weak target detection based on
non-uniform correction with multi-directional gradient [24],
two-point correction detection algorithm [23] and high-order
running correlation detection algorithm [32] and this paper’s
algorithm, respectively, from the detection result plots, it can
be seen that since this paper’s algorithm uses a spiral motion
model, the local gradient information within the central
image element point is obtained by perturbation based on
the designed motion direction. Then the local optimal back-
ground is estimated by establishing a gradient optimization
model to achieve background suppression while effectively
removing the halo center, see Figure 4-Figure 7.

From the above Figures 3-6, it can be seen that the
effect of the differential map obtained by the algorithm
in this paper is better than that of other algorithms, and
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FIGURE 4. Detection results of different algorithms. (a) original image;
(b) non-uniform corrected multi-directional gradient difference map
signal-to-noise ratio; (c) traditional high-order correlation model
difference map noise ratio; (d) two-point corrected model difference map
signal-to-noise ratio; (e) algorithm difference map signal-to-noise ratio in
this paper.

the background image elements obtained in the differential
image are smoother and the target signal is more obvious.
In contrast, the conventional algorithms proposed in the lit-
erature [23], [24], [32] rely on the scene data to estimate
the correction parameters, and when the scene is in dynamic
change, the inherent correction parameters will be difficult
to meet the demand of dynamic correction, and the obtained
differential images also have more streaking information and
the target energy is weakened. The algorithm in this paper
relies on the pre-designed spiral motion model to obtain the
local gradient information of the neighborhood image, and
then estimates the local optimal background according to the
gradient optimization model. It does not need to estimate the
correction parameters of the model, and the fringe informa-
tion of the image can be smoothed after the spiral motion,
which can meet the correction requirements of the dynamic
scene.

Since the signal-to-noise of the target in the image
is still relatively low even after spiral gradient estima-
tion under strong daylight illumination, which is not con-
ducive to target detection and extraction, this paper proposes
an improved higher-order correlation energy accumulation
model to enhance the image target signal, which mainly uses
the motion correlation of the target between adjacent frames
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FIGURE 5. Detection results of different algorithms. (a) original image;
(b) non-uniform corrected multi-directional gradient difference map
signal-to-noise ratio; (c) traditional high-order correlation model
difference map noise ratio; (d) two-point corrected model difference map
signal-to-noise ratio; (e) algorithm difference map signal-to-noise ratio in
this paper.

to perform higher-order motion correlation for significant
blocks of regions. In order to intuitively reflect the effect of
the proposed algorithm on target enhancement, two scenes
are selected to show the effect before and after target enhance-
ment. Fig 8(A) and (A1) are the difference images and 3D
plots acquired after the spiral gradient estimation in this paper
is adopted for scene 1; Fig 8(B) and (A1) are the difference
images and 3D plots acquired after the improved higher-order
correlation energy accumulation model is adopted for scene
1 to enhance. Fig 8(C) and (C1) are the difference images
and three-dimensional plots obtained after adopting the spiral
gradient estimation in this paper for scene 2; Fig 8(D) and
(D1) are the difference images and three-dimensional plots
obtained after adopting the improved higher-order correlation
energy accumulation model for scene 2 to enhance, and the
specific effects are shown in Figure 8 below.

As can be observed from Fig 8 above, after the improved
higher-order correlation energy enhancement model pro-
posed in this paper, a significant enhancement of the target
energy can be observed from the signal-to-noise ratio of
the images and the 3D plots before and after enhancement.
In order to further illustrate the effect of the algorithm in
this paper, several scenes of data are selected in the paper
to quantitatively evaluate the differences before and after
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TABLE 2. Signal-to-noise ratio of images before and after enhancement in 4 scenes.

Scene\Index Target signal SNR value

Before 1.4000 1.3700 1.4400 1.2800 1.4000
Scene 1

After 2.0200 2.0600 2.0900 2.9800 2.1200

Before 2.3100 2.2900 2.4100 2.3600 2.3000
Scene 2

After 2.3900 2.3500 2.6900 2.6300 2.5700

Before 0.0200 -0.0400 0.0100 -0.0700 -0.0200
Scene 3

After 0.9300 0.8700 0.9800 0.9600 0.9100

Before -1.2400 -1.2600 -1.4100 -1.7500 -1.7200
Scene 4

After 1.0400 0.9000 0.9500 0.2300 0.2600

FIGURE 6. Detection results of different algorithms. (a) original image;

(b) non-uniform corrected multi-directional gradient difference map
signal-to-noise ratio; (c) traditional high-order correlation model

difference map noise ratio; (d) two-point corrected model difference map
signal-to-noise ratio; (e) algorithm difference map signal-to-noise ratio in

this paper.

enhancement using the image signal-to-noise ratio, as shown

in Table 2.
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FIGURE 7. Detection results of different algorithms. (a) original image;
(b) non-uniform corrected multi-directional gradient difference map
signal-to-noise ratio; (c) traditional high-order correlation model
difference map noise ratio; (d) two-point corrected model difference map
signal-to-noise ratio; (e) algorithm difference map signal-to-noise ratio in
this paper.

As shown in the image signal-to-noise ratio in the table 2,
it can be clearly observed that the algorithm in this paper
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FIGURE 8. Comparison before and after target energy enhancement in
two scenes.

has obvious effects on target signal retention and signal
enhancement, which indicates that the spiral gradient estima-
tion model is feasible for background suppression in strong
daytime illumination scenes. The data in the above table
also indicate that the target energy is further enhanced after
the improved higher-order correlation energy enhancement
model in this paper, which is a better basis for subsequent
target detection and extraction.

At the same time, in order to further illustrate the retention
and enhancement effect of the algorithm in this paper on
the target energy, different algorithms are compared with
the algorithms proposed in this paper, including non-uniform
correction and multi-directional gradient weak and small
target detection [24], two-point correction detection algo-
rithm [23] and high-order operation correlation detec-
tion algorithm [32]. The specific experimental results are
as follows:
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FIGURE 9. The operation results of each algorithm in scenario 3.

(A), (B), (C), (D) denote the detection results of the non-uniform corrected
multi-directional gradient model, the traditional high-order correlation
accumulation model, the two-point correction model and the algorithm in
this paper, respectively.

From Fig 9 and 10 above, it can be observed that, compared
with the traditional algorithm, the target discrimination in the
difference map of this paper’s algorithm in the same scene
is clearer, and it can be observed that the target is present
in an isolated point in the image, indicating that this paper’s
algorithm is better in suppressing the strong background
while retaining the target energy, and it can be observed from
the 3D map of the same scene that, compared with the other
three algorithms, this paper’s algorithm is higher for the target
signal energy It shows that the target signal enhancement idea
proposed in this paper is feasible.

C. ALGORITHM ROC ANALYSIS
In order to quantitatively evaluate the target detection ability
of this algorithm in strong light environment, ROC curves
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FIGURE 10. The operation results of each algorithm in scenario 4.

(A), (B), (C), (D) denote the detection results of the non-uniform corrected
multi-directional gradient model, the traditional high-order correlation
accumulation model, the two-point correction model and the algorithm in
this paper, respectively.

of the above algorithms are drawn in combination with ROC
index. The specific definitions are as follows:

NTDT
Py = x 100%
NT
NFDT
P = x 100% (12)
NP

where, P, is the detection rate, Py is the false alarm rate.
NTDT is the number of real targets detected, and NFDT is
the number of false alarm targets detected. NT is the total
number of real targets in the image, and NP is the total number
of targets detected in the image. The specific ROC curve is
shown in the figure below.

As seen in Fig 11 above, the detection of targets in four
different daytime bright illumination scenes by the algorithm
in this paper is better, and the detection rate of targets in the
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FIGURE 11. ROC curves of different scenarios.

four scenes reaches 100%. In the case of controlling the same
segmentation threshold, the detection rate of this algorithm
is 100% and the false alarm rate is O in scene 1, followed
by the two-point correction detection rate of P; = 94%
and Py = 0.0183%, and finally the traditional high-order
correlation energy enhancement model, the highest detec-
tion rate is not 90% and the target is seriously lost. And in
scenes 2 and 4, the effect of this paper’s algorithm is clearly
compared with other algorithms, ranking first with a detection
rate of 100%. The traditional high-order correlated single-
point energy enhancement model both ranked second with
detection rate Py = 94% and false alarm rate Py = 0.0183%),
indicating that the two-point correction model was more
effective than the other two compared algorithms in these
two strong light scenes. In addition, there is not much dif-
ference between the weak target detection and the two-point
correction model with non-uniform correction and multi-
directional gradient, where these two algorithms rank after
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TABLE 3. Comparison of operation efficiency of each algorithm.

subjected to high-order motion correlation. Compared with
the other three algorithms, In this paper, the target signal
energy is high, and the local signal-to-noise ratio of the target

Scene\Al  Literature Literature Literature Ours
gorithm [31] [32] [35]
Scene A 4.0428 3.1212 3.0953 83.4861
Scene B 9.7053 43212 3.2476 86.4889
Scene C 7.7090 6.3748 6.3854 81.8207
Scene D 3.4245 3.8925 3.6396 86.8354

the conventional high-order with the same detection rate and
false alarm rate in scene 2. In Scenario 3, the traditional
high-order correlated energy enhancement model and the
two-point correction model play smoothly, and the overall
detection rate and false alarm rate of both algorithms are
better than the non-uniform correction and multi-directional
gradient weak target detection, with the traditional high-order
correlated energy enhancement model ranking second with
an average detection rate of 94.3333% and the two-point
correction ranking third with a detection rate of 90.3333%.

D. D TIME CONSUMPTION

In this paper, the time consumed by one frame image is
used (Frame/Second) to measure the execution efficiency
of different algorithms. The algorithm consumption of each
model is shown in Table 3 below. It can be seen from table
3 that although the traditional algorithm takes a short time,
the target detection rate is low. The execution efficiency of
the algorithm in this paper is relatively low, but the detection
rate is high. In the actual detection, parallel computing can be
used to improve the detection efficiency.

V. CONCLUSION

After the above experimental verification, it can be observed
that this algorithm has a good effect on target detection in
strong light scene, which fully shows the applicability of this
algorithm for target detection in strong light scene in the day-
time. After experimental verification, relevant conclusions
can be drawn as follows:

(1) In this paper, the spiral gradient estimation model
is used to model the background of the image, which can
remove the halo and effectively retain the target signal. The
experimental results show that the target is clearly visible
in the difference map and the signal-to-noise ratio is good,
which shows that this method is feasible and effective.

(2) In this paper, an improved high-order correlation
energy accumulation model is proposed to enhance the image
target signal. Firstly, the attention discrimination model of
the inner and outer windows is constructed by using the
gradient difference between the target and the background
region to obtain the significant region with large regional
gradient difference, and then the significant region block is

VOLUME 10, 2022

is significantly improved.
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