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ABSTRACT Intelligent detection of locomotive signal lights and pedestrians on railway tracks is of great
significance to the safe operation of locomotives, especially under bad illumination conditions. Due to the
highly complicated operation environment of railway locomotives, it is relatively difficult to apply deep
neural network-based object detection methods in the recognition of locomotive signal lights and railway
pedestrians. This work, for the first time, proposes a real-time detection method based on improved YOLOv4
to recognize locomotive signal lights and railway pedestrians. In our method, the Region-of-Interest is
introduced into the original network of YOLOv4 to improve the detection precision of pedestrians on
railway tracks. Importantly, we establish a dataset called detection of locomotive signal lights and railway
pedestrians (DLSLRP), which is dedicated to the training, testing, and validation of related convolutional
neural networks. We evaluated the proposed detector on DLSLRP dataset, the experimental results suggest
that our method can detect locomotive signal lights and railway pedestrians with high speed and accuracy
under different illumination conditions. The mAP reaches 93.52%, and the detection speed achieves 25 FPS.

INDEX TERMS Object detection, locomotive signal lights, pedestrians on railway tracks, improved
YOLOv4, convolutional neural network.

I. INTRODUCTION
The goal of object detection is to identify the presence
of an object instance from given categories (such as dogs,
cats, humans, or cars) in a image or video. If present,
the spatial location, and scale of every object instance are
required to return via a bounding box [1], [2]. The traditional
object detection methods mainly include optical flow [3],
Hough transform methods [4], background subtraction [5],
and frame difference [6], etc. Nevertheless, these algorithms
have shortcomings such as limited application scenarios,
narrow classification, and excessive hand-operated interven-
tion. Moreover, they have disadvantages in robustness, which
results in a deficiency in detection results and generalization
ability.
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With the vigorous development of deep learning, object
detection algorithms based on deep learning have received
considerable attention around the world, which generally
have better performance compared to the conventional object
recognition methods. Furthermore, deep learning-based
object detection algorithms have a wider range of application
scenarios, including intelligent transportation systems [7],
medical object detection [8], military object detection [9], etc.
To be specific, they can be used in pedestrians detection [10],
face detection [11], [12], and skeleton detection [13], etc.

The current object detection methods based on deep learn-
ing can be primarily classified into two categories. One
is the two-stage algorithms, which are mainly represented
by the R-CNN series [14]–[16]. The other is the single-
stage methods, the typical representatives of which are
Single Shot MultiBox Detector (SSD) [17] and You Only
Look Once (YOLO) series [18]–[21]. The primary differ-
ence between the two is that a great number of preselected
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boxes are required in the two-stage algorithms. As pioneers,
AlexNet et al. [22] are the first to apply convolutional neu-
ral network (CNN) in image classification, who won the
championship in the ILSVRC-2012 competition. The neural
network that AlexNet et al. used in the ILSVRC-2012 con-
sists of five convolutional layers. However, the performance
of their network will experience degradation if a single
convolutional layer is removed. In 2014, Girshick et al. com-
bined region proposals with CNNs and presented a scalable
object detection method called Regions with CNN features
(R-CNN) [14], in which the selective search algorithm is
employed to calculate feature similarity of adjacent regions.
It is worth noting that in R-CNN, the last spatial pooling layer
in image classification networks is converted into the Region-
of-Interest (ROI) pooling layer in object detection networks.
Nevertheless, R-CNN has to crop and scale the image area to
the same size. To overcome this shortcoming, Girshick pro-
posed a Fast Region-based Convolutional Network method
(Fast R-CNN) [15] for object detection, which can be viewed
as an update of R-CNN. Compared with the previous meth-
ods, Fast R-CNN not only improves the training and testing
speed but also increases the detection accuracy. Whereas,
the problem of region proposal computation is a bottleneck.
To overcome this disadvantage, Faster R-CNN [16] intro-
duces Region Proposal Network (RPN) into R-CNN, and
merges RPN and Fast R-CNN into a single network by shar-
ing their convolutional features. However, in the region-based
object detection methods such as Fast/Faster R-CNN [15],
[16], detectors utilize a costly per-region subnetwork hun-
dreds of times, which indicates that if there are 2000 ROIs,
the cost of running time is extremely high. To achieve the goal
of acceleration, Dai et al. presented Region-based Fully Con-
volutional Networks (R-FCN) [23] for accurate and efficient
object detection. R-FCN significantly reduces the amount of
work required for each ROI by removing the fully-connected
layers.

The single-stage algorithms are mainly represented by
SSD [17] and YOLO series [18]–[21], which both use a
single deep neural network to detect objects in images. Com-
pared to algorithms requiring object proposal, SSD is simple
since it completely removes proposal generation and feature
resampling, and encapsulates all calculation in a single net-
work [19]. The major advantages of SSD are fast detection
speed and accurate boundary positioning effect. However,
it is difficult for SSD to detect small-sized objects since it
uses multi-level feature classification. YOLO [18] converts
object detection into a regression problem, and adopts a single
neural network to predict both bounding boxes and class
probabilities for objects directly from full images in one eval-
uation. Thus, YOLO can be optimized end-to-end directly on
detection effect. Whereas, it has limitations such as low recall
rate, inaccurate location, and poor detection performance on
small-sized objects. YOLOv2 [19] is an improved model of
YOLO, it can run at varying sizes and offer a tradeoff between
speed and accuracy by using a multi-scale training method.
YOLOv3 [20] can be viewed as an incremental improvement

of YOLO, which is a little bigger but more accurate and
still fast. YOLOv4 [21] combines new features such as
Cross-Stage-Partial-connections (CSP), Weighted-Residual-
Connections (WRC), Self-adversarial-training (SAT), Cross
mini-Batch Normalization (CmBN), and Mish-activation to
achieve state-of-the-art results and to improve the accuracy
of both classifier and detector. Convolutional neural net-
work and YOLOv4 have been used in the recognition of a
wide variety of objects. Chen et. al proposed an improved
YOLOv4-based detector for the recognition of citrus in an
orchard environment [24]. Chernov et. al presented a system
for the detection of obstacles on railway on the basis of
CNN [25]. Cheng and Zhang proposed a YOLOv4-based
end-to-end detection method for the recognition of flow-
ers [26]. Deng et. al presented a C-YOLOv4 network for
the detection of iron material cracks and established an iron
material polarization image crack dataset [27].

Over the past decade, various object detection algorithms
based on deep learning have been proposed to recognize
traffic lights for vehicles [28]–[31]. However, due to the
extremely complex operation environment of railway loco-
motives, it is difficult to utilize these detection methods in the
recognition of signal light for locomotives. Noteworthy, there
is no publicly available dataset for the training and testing
of related convolutional neural networks. While, locomotive
signal lights play a crucial role in instructing locomotives
entering and leaving train stations, controlling the operation
speed of locomotives, and instructing the shunting operations,
etc. Hence, real-time, rapid and accurate detection of signal
lights is of great significance to the safe operation of loco-
motives. In the traditional operation scenarios of locomo-
tives, the detection of signal lights primarily depends on the
observation of drivers, who are prone to make misjudgments,
especially under bad illumination conditions, and cause seri-
ous railway traffic accidents. Moreover, the conventional
detection methods largely rely on the recognition of color
features [32]–[34] and shape features [35]–[38] of locomotive
signal lights, or the combination of the two. The former is
drastically affected by illumination conditions, and is easy to
make misjudgment in a complex background environment.
Besides, it is difficult for the latter to detect small-sized signal
lights, and does not have high levels of stability.

The main contributions of this work are summarized as
following:

1) To realize detection of locomotive signal lights and
pedestrians on railway tracks, this paper, for the first time,
proposes an improved YOLOv4-based real-time detection
method, which is able to recognize locomotive signal lights
of different colors under bad illumination conditions and
railway pedestrians.

2) To improve the detection accuracy of railway pedestri-
ans, we incorporate the Region-of-Interest into the original
network of YOLOv4.

3) We establish a comprehensive dataset called detec-
tion of locomotive signal lights and railway pedestrians
(DLSLRP), which can be utilized in the training, testing,
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and validation of deep neural network-based detection
methods.

This article is organized as follows. The framework of our
algorithm and the establishment of DLSLRP dataset are given
in Section II. The experiments and discussions are presented
in Section III. Conclusions are drawn in Section IV.

II. THE PROPOSED METHOD
As mentioned in the ‘‘Introduction’’, deep learning-based
object detection methods can be classified into two-stage
algorithms and single-stage methods. The typical
representatives of the former are R-CNN series [14]–[16],
it is necessary for which to generate region proposal, after that
features of the image can be extracted, then the classification
is predicted. Compared to the latter, the former have better
performance on detection accuracy. Nevertheless, since the
former have longer running time than the latter, they cannot
meet the real-time application requirements of locomotive
operation.

The single-stage algorithms are primarily represented by
SSD [17] and YOLO series [18]–[21], both of which directly
conduct convolutional operation on input images and output
classification results, then the position of object in images
are located. The former uses multi-scale feature layers for
object detection, and combines the anchor mechanism of
Faster R-CNNwith the idea of YOLO grid. The latter utilizes
multi-scale feature mapping to perform feature extraction
and regression analysis for each position in the entire image.
Since all feature data of SSD come from the last layer of
feature pyramid, thus the number of its parameters is less
than that of YOLOv4. Whereas, compared to SSD, YOLOv4
is better in terms of detecting small-sized objects. In other
words, SSD cannot meet the detection requirements of loco-
motive operation.

Compared with other CNN-based object detection meth-
ods, YOLOv4 employs CSPDarknet53 as the backbone net-
work, and introduces a feature pyramid network and the data
augmentation algorithm. Importantly, the high-level features
are merged with the low-level features by up-sampling in
YOLOv4, which makes the feature extraction more com-
prehensive. Besides, in YOLOv4, the input image is firstly
divided into S × S grids, each of which is responsible
for detecting the category of a box, next the technique of
non-maximum suppression is used, then an optimal clas-
sification result can be obtained. The detection speed of
YOLOv4 reaches 45 FPS. Due to the above advantages,
YOLOv4 is able to fulfill the real-time detection requirements
of locomotive operation. Thus, we choose it as the basic
model of our detector.

A. THE ARCHITECTURE
In this subsection, we mainly describe the network architec-
ture of YOLOv4 that is employed in our method in detail.
A modern object detector commonly contains two parts,
a pre-trained backbone, and a head that is used to pre-
dict classes and bounding boxes of objects. The head part

is usually classified into single-stage object detectors and
two-stage object detectors. To be specific, an ordinary object
detector generally consists of several parts [21]: Input, Back-
bones, Neck and Heads, as shown in Figure 1. As for single-
stage object detectors, the head part uses Dense Prediction.

To address the problem of real-time detection of locomo-
tive signal lights and pedestrians on railway tracks, and to
obtain rapid and accurate detection results under bad illu-
mination conditions, we utilize YOLOv4 as the basic model
of our detection method, the architecture of which is pre-
sented in Figure 2. Specifically, as to the backbone network
part, YOLOv4 adopts CSPDarknet53, which is better com-
pared to CSPResNext50 in terms of detecting objects [21].
CSPDarknet53 is established on the basis of Darknet53 of
YOLOv3, and learns from the experience of Cross Stage
Partial Network (CSPNet) [39]. CSPNet includes five Cross-
Stage-Partial-connections (CSP), which enhance the learning
ability of CNN and maintain sufficient accuracy while being
lightweightening. As to the neck part, YOLOv4 employs
Spatial Pyramid Pooling (SPP) [40] and Path Aggregation
Network (PANet) [41]. The former is an additional mod-
ule of the neck part, and can greatly increase the receptive
field, extract the most significant context features and hardly
reduce the operation speed of network. The latter is a feature
fusion module of the neck section, and is mainly used as the
approach of parameter aggregation from distinct backbone
levels for different detector levels.

B. THE ESTABLISHMENT OF DATASET
For the application of convolutional neural network, dataset
plays an essential role in the training, testing, and validation
of CNN. At present, there is no publicly available dataset
can be used in the detection of locomotive signal lights and
railway pedestrians. Hence, we establish a comprehensive
dataset called detection of locomotive signal lights and rail-
way pedestrians (DLSLRP). The Lanzhou Railway Bureau
Group Co., Ltd of China Railway provides great help and sup-
port for the collection of sample images during the establish-
ment of DLSLRP dataset. A large number of high-resolution
images closely associated with locomotive signal lights and
railway pedestrians are captured by cameras mounted in loco-
motives. A total number of 50k images with distinct back-
grounds, under different illumination conditions are captured
in real-time locomotive operation scenarios, among which
40k images are used in the training phase, and 10k images are
utilized in the testing phase. The sample images of locomotive
signal lights and railway pedestrians in DLSLRP dataset are
illustrated in Figure 3 and Figure 4, respectively.

It is worth stressing that in DLSLRP dataset, the images
are generally labeled much larger than the boundaries of real
objects. It is mainly because of railway tracksmake the recog-
nition characteristic of locomotive signal lightsmore obvious,
which can dramatically improve the detection accuracy. That
is, to avoid detecting other unrelated signal lights, especially
the traffic lights for vehicles, it is necessary to simultaneously
recognize the railway tracks next to locomotive signal lights.
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FIGURE 1. Object detector [21].

FIGURE 2. The architecture of YOLOv4.

III. EXPERIMENTAL RESULTS AND DISCUSSIONS
The detail list of hardware and software utilized in our work
are as follows: NVIDIA GeForce GTX 2080 GPU, Tensor-
Flow framework version 1.13, Windows 10 operation Sys-
tem, CUDA version 10, and CUDNN version 7.

A. DETECTION RESULTS OF LOCOMOTIVE SIGNAL LIGHTS
We verified the performance of our detector on DLSLRP
dataset, the experimental results of locomotive signal lights
detection are shown in Figure 5.

These results reveal that, irrespective of day or night,
the proposed method is able to detect blue, red and white
locomotive signal lights under bad illumination conditions.
Most importantly, our detector only recognize the signal
lights located at the left side of railway tracks, which sat-
isfies the location requirements of signal lights detection
for locomotives. In addition, we find that in the detection
range of 1.5 kilometers, our method can detect and recognize
locomotive signal lights with high accuracy at a fast speed,
especially the small-sized locomotive signal lights.

B. DETECTION RESULTS OF PEDESTRIANS ON RAILWAY
TRACKS
1) DETECTION RESULTS OF THE YOLOv4-BASED METHOD
During the operation of locomotives, pedestrians illegally
crossing the railway tracks are one of the leading sources
of casualties caused by railway traffic accidents. In some

certain emergency cases, locomotives are forced to stop to
prevent from hitting the pedestrians on railway tracks. Hence,
rapid and accurate pre-detection of railway pedestrians plays
a significant role in the safe operation of locomotives. Our
detection method not only can recognize locomotive signal
lights of different colors but is also able to detect pedestrians
on railway tracks.

Figure 6 illustrates the detection results of railway pedes-
trians on DLSLRP dataset. Experimental results show that
within the detection range of 1.5 kilometers, our method is
able to recognize railway pedestrians with high detection
speed and precision.

2) DETECTION RESULTS OF OUR METHOD
As shown in Figure 6, the pedestrians do not locate on rail-
way tracks are also detected. Thus, to improve the detection
accuracy of railway pedestrians, we integrate the Region-of-
Interest (ROI) into the original network of YOLOv4, which
greatly enhances the recognition ability of our detector. It is
worth noting that we classify the area of railway tracks
into hazardous and non-hazardous. Our method only detects
pedestrians in the hazardous area by recognizing the ROI.

To further validate the detection effect of our method on
railway pedestrians, we make a comparison between the
YOLOv4-based method and our detector, the results are
shown in Figure 7.
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FIGURE 3. Sample images of locomotive signal lights in DLSLRP dataset.

As can be seen in Figure 7, the method based on YOLOv4
detects pedestrians in both hazardous and non-hazardous
areas. In contrast, our method only recognizes the pedestrians
in hazardous area. These findings suggest that, compared to
YOLOv4-based detection method, our detector significantly
improves the recognition precision of railway pedestrians,
which reduces the false alarms for the pedestrians in non-
hazardous area. That is to say, the proposed method can better
meet the requirements of railway traffic safety for pedestrians
detection.

C. PERFORMANCE EVALUATION AND DISCUSSIONS
1) THE mAP, PRECISION, AND RECALL OF OUR METHOD
ON DISTINCT DETECTION CLASSES
To further evaluate the performance of our method, the mAP,
precision, and recall of detection on blue signal lights, red
signal lights, white signal lights, and railway pedestrians
are calculated on DLSLRP dataset, which are illustrated in
Figure 8-11, respectively.

As can be seen, mAP of the blue signal lights, red signal
lights, white signal lights, and pedestrians reaches 98.89%,
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FIGURE 4. Sample images of railway pedestrians in DLSLRP dataset.

TABLE 1. Comparison of the YOLOv3-based method and our detector.

100%, 98.72%, and 76.47%, respectively. The corresponding
detection precision achieves 98.18%, 100%, 99.08%, and
96.04%, respectively. The recall reaches 94.74%, 97.24%,
94.74%, and 77.94%, respectively. The experimental results
give elucidate that the proposed method has good perfor-
mance on the detection of locomotive signal lights and pedes-
trians on railway tracks.

2) COMPARISON OF THE YOLOv3-BASED METHOD AND
OUR DETECTOR
As mentioned in Section II, compared to the other
CNN-based detection algorithms, YOLO series [18]–[21] can
better meet the real-time detection requirements of locomo-
tive operation. Thus, we further make a comparison between
the YOLOv3-based method and our detector in the identical
application scenario, the results are illustrated in Figure 12.

As shown in Figure 12, under bad illumination conditions,
our detector is able to recognize both locomotive signal lights
and pedestrians close to railway tracks. In contrast, in the
same scenario, the YOLOv3-based method only detects the
locomotive signal lights, and cannot recognize the pedestri-
ans. Furthermore, the locomotive signal light located far away
from the capturing camera, yet within the range of 1.5 kilo-
meters, cannot be detected by the YOLOv3-based method.

Whereas, our method is able to detect the far located signal
light with an accuracy of 86%. The findings demonstrate that,
compared with the YOLOv3-based method, our detector has
better detection capacity.

The AP, mAP, and FPS of the YOLOv3-based method
and our method are compared on DLSLRP dataset, which is
shown in Table 1.
As illustrated in Table 1, compared to the YOLOv3-based

detector, our method has greater AP and mAP on all detec-
tion categories, which indicate that it has better perfor-
mance. Since the proposed detector is based on the improved
YOLOv4, and has more complex network structure and
parameters. Therefore, it has larger FPS than the YOLOv3-
based method. Surprisingly, compared with the AP of loco-
motive signal lights, our method has lower AP in terms of
detecting railway pedestrians. This is mainly because com-
pared to the difference between railway pedestrians, locomo-
tive signal lights of distinct colors have a small difference
in appearance and shapes, which leads to the recognition of
locomotive signal lights being comparatively easy. The mAP
of our detector on all recognition classes achieves 93.52%,
and the detection speed reaches 25 FPS, which indicate that it
can meet the real-time detection requirements of locomotive
operation.
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FIGURE 5. Detection results of locomotive signal lights of different colors under distinct illumination conditions.

3) THE TOTAL LOSS OF OUR METHOD
Finally, the total loss of our detection method is shown in
Figure 13. It takes approximately 5×104 steps to reach almost
zero loss.

IV. CONCLUSION
Precise and speedy recognition of signal lights has a profound
impact on the safe operation of locomotives. Attributed to

the extremely complicated operation environment of loco-
motives, drivers are inclined to make misjudgments, which
will cause serious railway traffic accidents. The conventional
detection methods of locomotive signal lights have short-
comings such as being greatly influenced by illumination
conditions, and difficult to detect small-sized signal lights.
Thus, these methods can no longer meet the application
requirements of locomotive safe operation. With the dynamic
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FIGURE 6. Detection results of pedestrians on railway tracks.

FIGURE 7. Comparison of the YOLOv4-based method and our detector.

development of deep learning techniques, object detection
algorithms based on deep learning have been extensively used
in a wide range of fields. It is significant to apply CNN-based
object detection methods in the recognition of locomotive
signal lights and pedestrians on railway tracks.

This paper, for the first time, proposed a real-time detec-
tion method based on improved YOLOv4, which is able to

recognize locomotive signal lights of different colors and rail-
way pedestrians under bad illumination conditions. It is worth
stressing that we established a comprehensive dataset called
detection of locomotive signal lights and railway pedestrians
(DLSLRP), which can be used in the training, validation, and
testing of related convolutional neural networks. We evalu-
ated ourmethod onDLSLRP dataset, the experimental results
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FIGURE 8. The mAP, precision, and recall of blue signal lights.

FIGURE 9. The mAP, precision, and recall of red signal lights.

FIGURE 10. The mAP, precision, and recall of white signal lights.

FIGURE 11. The mAP, precision, and recall of pedestrians.
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FIGURE 12. Comparison of the YOLOv3-based method and our detector.

FIGURE 13. The total loss of our method.

reveal that the proposed detector can detect locomotive signal
lights and railway pedestrians with high accuracy at a fast
speed. The mAP achieves 93.52%, and the detection speed
reaches 25 FPS. These findings indicate that our method
meets the detection requirements of locomotive signal lights
in real-time scenarios.

In the future, our focus is to further optimize the current
model, such as improving its feature extraction network and
feature expression ability, reducing the number of parameters,
and further improving the recognition accuracy and real-
time performance. Our work may provide a new perspective
for the application of CNN-based object detection method
in the recognition of locomotive signal lights and railway
pedestrians.
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