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ABSTRACT This paper proposes a novel scheme of the multi-objective robust control design for a class of
uncertain nonlinear systems in strict-feedback-form based on Takagi–Sugeno fuzzy model (TSFM). The
nonlinear system contains both the matched and the unmatched uncertainties and also subjected to the
external disturbances. The TSFM provides the generalization of the linear systems concepts to the nonlinear
systems field in a convex framework. First, a new sliding surface is defined using a convex combination of
the surfaces which are defined for each fuzzy rule consequence local linear subsystems. Then, their gains are
designed optimally via a generalized eigenvalue problem (GEVP). Also, the upper-bounds of the matched
and unmatched uncertainties are estimated using the adaptive update laws. The multi-objective control aims
not only to satisfy the H2-optimization performance, but also, α-stability region is formulated to improve
the transient response performance. The H2-optimization characterization and α-stability design conditions
are derived in terms of new linear matrix inequalities (LMIs) conditions. Finally, the effectiveness of the
proposed approach is demonstrated by considering a comparative practical example.

INDEX TERMS Back-stepping sliding mode control approaches, H2-performance, LMI, regional pole
placement, Takagi–Sugeno fuzzy model, unknown bounded uncertainty.

I. INTRODUCTION
Takagi-Sugeno (T-S) fuzzy model with sector nonlinearity
approaches is commonly used to describe an exact model of a
nonlinear systemwith uncertainties [1]. The basic idea behind
the T-S fuzzy approach is to decompose a non-linear system
into several local linear models. Then, each linear model
aggregates in a convex structure in terms of the normalized
weighting. The linear control theory can be applied to each
local linear model. After that, the nonlinear control can be
obtained by fuzzy blending. These advantages make the T-S
fuzzy model a useful tool to model the complex nonlinear
system.

The associate editor coordinating the review of this manuscript and

approving it for publication was Zheng H. Zhu .

A review of the literature of nonlinear control approaches
reveals that the back-stepping mechanism are recognized as
a useful method and has been employed in many industrial
processes such as drug injection, missiles, AC motors, hybrid
electric vehicles, and so on [2]–[8]. In general, it is a
systematic and recursive Lyapunov-based design technique
through state feedback design that can be employed to the
nonlinear systems in a strict feedback form. It can be used
to solve both of the stabilization and the tracking control
problems [4]. The basic idea of a back-stepping design
mechanism is to recursively select appropriate functions of
state variables as virtual control inputs for lower dimensions
subsystems of the overall system. Thus, the final control
outputs can be obtained step by step via selecting a suitable
Lyapunov function. Although, backstepping control is a
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powerful nonlinear control method [9], [10], but it is not
inherently robust against the inevitable undesired phenomena
such as uncertainties and external disturbance. To design a
robust backstepping control, some robust approaches have
been synthesized with this scheme [11], [12]. However, these
studies were concerned just for special classes of nonlinear
systems including, e.g., strict-feedback systems [13], block-
strict-feedback systems [14], [15] and special practical
systems [16], [17]. Furthermore, backstepping control does
not generate a constrained control input and the previous
studies that considered the constrained control are established
for a strict class of the systems or special cases [18], [19].
Summary of the above, a universal backstepping control in
which incorporate the robustness, constraints and optimality,
simultaneously for a wide class of the nonlinear systems
is not presented up to now. However, the desired tracking
performance for the systems with parameters/ functions
uncertainty cannot be guaranteed via back-stepping control
law design. The system stability also may be destroyed
in some cases. In contrast, sliding mode control (SMC)
is a powerful technique that make ensures robustness of
the desired system performance in presence of uncertainty
[20]–[25]. It has received a great deal of attention in
study of nonlinear control field such as biological systems,
fault-tolerant control systems, robotic systems, space, and
so on [26]–[29]. In addition, SMC has been utilized to
compensate the additional uncertainties of the T–S fuzzy
system [30]. In [31], for a class of uncertain discrete
systems with packet losses, time delays, and ambient noise,
a sliding surface was designed. Their studied system can
be considered as a linear system with a matched nonlinear
uncertainty which instead of the external disturbance, the
ambient noise is studied. As a restriction of the approach
in [31], satisfying some of the conditions are necessary,
which can reduce the applicability of the proposed scheme.
On another side, in [31], during the sliding surface design,
they neglect some of the system dynamic terms. To do this,
a gain is considered in both the integral sliding mode surface
and the sliding mode controller structures to attenuate the
noise effects on the dynamics. The approach in [31] may
lead to non-optimal sliding surface and then needs to more
control effort to reach the sliding surface.. Since, utilizing
SMC design requires a priori knowledge of the uncertainties,
a new sliding mode back-stepping technique was proposed
in [32] by combining sliding mode control design and the
adaptive back-stepping technique with tuning functions to
make ensure the movement of the tracking error will be along
the sliding hyperplane. Besides, internal dynamic stability
is a necessity for applying the SMC approach [33]; but, the
system’s zero dynamics stability seldom has been inspected
in the literature.

Recently, to solve the robust performance control
design problem, many back-stepping sliding mode con-
trols (BSMCs) schemes through the combination of
back-stepping control mechanism and SMC design have been
developed, while the unmatched uncertainty generally was

not considered [21], [22], [34]. In [22], for a knee exoskeleton
used in order to assist human movement, a nonlinear
disturbance observer was suggested and combined with a
back-stepping sliding mode control. The approach in [22]
had been used to reduce the influence of the modeling
uncertainty and disturbance. In [21], an observer based
backstepping terminal sliding mode controller for three
degrees of freedom (DOF) robot manipulator was employed.
In [34], using high-order extended state observer for the six
DOF quadrotor unmanned aerial vehicle system, a BSMC
algorithm was proposed to overcome the problems of the
external wind disturbances and etc. Since, in the above-
mentioned BSMC designs, the control system stability is
strictly guaranteed in a step-by-step backstepping algorithm;
therefore, the unstable zero dynamics effect on the system
can be avoided. However, information about the parameter
uncertainty and external disturbance upper bounds must be
available to derive the switching gain of the BSMC; but,
in most cases, such information cannot be obtained and if
one uses a conservative method to make ensure the system
stability by selecting a large switching gain, severe chattering
may be occurred [35]. In other sides, H2-characterization
can be used in the SMC design to optimize the desired
performance [36], [25]. In [36], a combination of the
H2-characterization and partial eigenstructure assignment
was proposed to obtain the optimal gain of the conventional
sliding surface for the linear systemwith matched uncertainty
and external disturbances. In order to improve the buck
converter robustness, a different hybrid H2 model following
control based on the digital redesign SMC approach was
proposed in [25]. In addition, to improve the transient
time performance, pole placement has been combined with
H2-characterization problem [37], [38]. In [37], an optimal
control with H2-characterization and regional pole constraint
had been formulated using static state feedback. The design
conditions were derived in terms of the LMIs and was
employed on a power system model. In [38], for a small
power system to be secured against inter-area modes, its
controllers were designed with a mixedH2/H∞ optimization
with regional pole placement.

The literature reviews show that the existing works
tolerates from some practical issues in their design methods,
i.e., poor transient response, practical aspects such as uncer-
tainties and disturbances, and control effort. Thanks to fruitful
TSFM representations of complex nonlinear systems, allows
generalizing the well-known techniques in linear systems
theory to nonlinear systems analysis and design. Transient
response improvement for SMC-based nonlinear controller
design is an interesting and challenging topic. Convex struc-
ture of TSFM representation of nonlinear systems provides
us to design linear controller for the consequence subsystems
optimally and then aggregate the controllers for the original
nonlinear system.Moreover, elaborations of uncertainties and
external disturbances, simultaneously, are another challenge
topic for considering practical considerations in controller
design.
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In this paper, TSFM is used to describe a class of
nonlinear systems with both the matched and the unmatched
uncertainties. In this work, we suppose that the studied
TSFM has an unknown bound of uncertainty and is exposed
to an external disturbance. Therefore, as a well-known
approach in robust control of nonlinear systems with bounded
norm uncertainty, SMC has been utilized in this paper.
Besides, due to the weakness of the SMC attenuation of the
unmatched uncertainty as well as the matched uncertainty,
by proposing new sliding surfaces to deal with both of the
matched and the unmatched uncertainties, a new scheme of
the SMC design based on the back-stepping procedure is
proposed. Also, some adaptive laws are derived to estimate
the bound of uncertainties. This paper aims to reduce the
undeniable chattering phenomena in high frequency and tries
to attenuate the external disturbance. In addition, in contrast
to the previous works, we design an optimal sliding gain by
considering all of the system specification, system limitation,
and the required control effort to reach the desired transient
time performance. To do this, first, the sliding surface and the
optimal control input are defined such that they depend on
the desired optimal state feedback gains. The optimal state
feedback gains are designed such that the H2-performance
specification and α-stability condition are satisfied. Hence,
in this paper to overcome the SMC weakness, a new robust
control scheme is proposed to design an optimal dynamic
BSMC for the nonlinear system described by TSFM. The
main advantage and contribution of our proposed approach
can be recounted as following:

1- An optimal and adaptive BSMC scheme is designed
for a nonlinear system with all kinds of uncertainties
and subjected to the external disturbance. To do this,
we consider theH2-performance problem specification
and α-stability constraint during the sliding surface
design. In addition, we propose a novel virtual control
law to improve the robust performance of the nonlinear
system.

2- The SMC design approaches usually suffer from
knowing a prior knowledge about the bounds of the
uncertainties. These bounds of the uncertainties are not
available in many practical systems; therefore, to solve
this, we derived some adaptive laws to estimate the
unknown bounds of the uncertainties.

3- In this paper, we use the hyperbolic function instead
of the signum function to reduce the chattering
phenomena; i.e., tanh(·).

This paper is organized as follows: In Section II, a class
of nonlinear system with the matched and the unmatched
uncertainties based on TSFM description is introduced.
In Section III, a novel sliding mode controller is proposed
to be designed based on the back-stepping approach.
In Section IV, first, new LMIs characterization for the
H2-problem and the α-stability constraint will be introduced
to find optimal state feedback gain. Then, in the framework
of the convex optimization problem, the optimal matrix gains
of the sliding surface are designed. In Section V, to show

the effectiveness of the proposed method, a two-link robot
manipulator system is considered in a comparative example
and the paper conclusion and future works are drawn in
Section VI.

II. PROBLEM STATEMENT AND PRELIMINARIES
Consider a T-S fuzzy model of the nonlinear system with the
matched and the unmatched uncertainties as follows:

ẋ1 (t) = x2 (t)+ d1(x)

ẋ2 (t) =
r∑
i=1

hi(µ)
{
As,ix (t)+ B1s,iu (t)

}
+ d2(x)

y (t) = x1(t)

z (t) =
r∑
i=1

hi(µ) {Cix (t)+ Diu (t)} (1)

where x ∈ Rn, u ∈ Rm, y ∈ Rn1 and zεRq denote the state
vector, the control input vector, the measured output vector,
and theH2-performance output vector, respectively. The state
vector x∈Rn are defined as x =

[
x1 x2

]T ; x1∈Rn1 , x2∈Rn2 ,
n1 + n2 = n, and n1 = n2. Also, d1 (x) ∈ Rn1 and
d2(x) ∈Rn2 denote the bounded matched and unmatched
uncertainty with unknown bound, respectively. The system
uncertainty satisfies the boundary conditions as

∥∥ḋ1 (x)∥∥ <
δ1 ‖x (t)‖ , ‖d2 (x)‖ < δ2 ‖x (t)‖, and ‖d1 (x)‖ < δ3 ‖x (t)‖,
where parameters δ1, δ2 and δ3 are positive constants.
As,i ∈ Rn2×n;B1s,i∈Rn2×m; Ci∈Rq×n

;Di∈Rq×m are the
system matrices with appropriate dimensions. Also, hi (µ)
denotes the relative weighting value (normalizedmembership

function), in which hi(µ) ≥ 0 and
r∑
i=1

hi(µ) = 1. In this

paper, we suppose that q≤m ≤ n
2 . Using parallel distributed

controller (PDC) [1] for the TSFM (1), the control input is
considered as

u (t) =
∑r

i=1
hi(µ)Kix (t) (2)

where Ki denotes the control input gain for the ith fuzzy rule
consequence subsystem, and hi(µ) stands for the normalized
membership function.

In this paper to handle both thematched and the unmatched
uncertainties, first, the system states (1) are decoupled into
the two subsystems as follows:

ẋ1 (t) = x2 (t)+ d1(x) (3)

In subsystem (3), by considering the state variable x2 (t) as
a virtual control input, the matched uncertainty d1(x) can be
handled by SMC approaches. Using system decomposition,
the second subsystem is presented as follows:

ẋ2 (t) =
∑r

i=1
hi(µ)

{
As,ix (t)+ B1s,iu (t)

}
+ d2(x) (4)

where the matched uncertainty d2(x) can be handled by
selecting an appropriate control input. We will aim to design
a BSMC for dynamics (3)-(4) to achieve transient response
improvement optimally and providing acceptable attenuation
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level of the effects of the uncertainties and external dis-
turbances. Moreover, practical issues are considered in the
control effort design. Therefore, a multi-objective controller
design is designed based on H2-performance characterization
and α-stability methods in the BSMC framework.

III. BACKSTEPPTING-BASED SLIDING MODE
CONTROLLER DESIGN
In this section, a new approach to design SMC for the
nonlinear system (1) is proposed. Since y (t) is the measured
output vector, consider yd (t) as the desired output vector, the
output tracking error can be defined as e1(t) = x1(t)− yd (t).
Hence, the first and the second time-derivatives of e1(t) are
obtained as follows:

ė1(t) = ẋ1(t)− ẏd (t)

= x2(t)+d1(x(t))− ẏd (t) (5)

ë1 (t) = ẍ1 − ẍd = ẋ2 − ÿd

=

r∑
i=1

hi (µ)
{
As,ix (t)+ B1s,iu (t))

}
+ d2 (x)− ÿd

(6)

Define e2 := ė1, the tracking error dynamics (5)-(6) can
be rewritten as

ė1 = e2 (7)

ė2 =
r∑
i=1

hi(µ)
{
As,ix (t)+ B1s,i(u (t))

}
+ d2(x)− ẍd

(8)

Now, a sliding mode controller for the tracking error
dynamic (7)-(8) will be designed based on the back-stepping
approach in two steps. In the first step, a virtual controller is
designed for (7). After that, in the second step, a controller
is designed for (8), and consequently, for the overall output
tracking error system.
Step1: Consider x2 (t) as the virtual control input, then, (5)

is rewritten as follows:

ė1 = ẋ1 − ẏd = x2d + d1(x)− ẏd (9)

where x2d (t) = α (e1 (t))+ ẏd −
∫ t
0 ρ̂1sgn (σ1) dτ stands the

virtual control input to be obtained such that the first state
vector e1 (t) reaches to zero at finite-time in the presence of
the uncertainty d1(x). To do this, consider the sliding surface
for (9) as follows:

σ1 = S(ė1 + k1e1) (10)

where S ∈ Rm×n1 and k1 ∈ R, k1> 0 are the sliding gains to
be obtained. Moreover, the switching matrix gain is defined

as S =
r∑
i=1

hi (µ) S i (µ). One can select the virtual control

input as

x2d (t) = α (e1 (t))+ ẏd −
∫ t

0
ρ̂1sign (σ1) dτ

where α (e1 (t)) = −k1e1 (t), and show that the system
dynamic (9) will be asymptotically stable using the virtual
control input x2d (t).

Now, the sliding surface (10) can be rewritten as

σ1 = S (ė1 + k1e1)

= S (x2d (t)+ d1 (x)− ẏd + k1e1)

= S(−k1e1 (t)+ ẏd −
∫ t

0
ρ̂1sign (σ1) dτ

+ d1 (x)+ k1e1 − ẏd )

= S
(
−

∫ t

0
ρ̂1sign (σ1) dτ + d1 (x)

)
(11)

The bound of uncertainty can be calculated by proposing the
constant bound as ρ1 = ε1 + δ1 ‖x (t)‖, where ε1 is a known
positive small scalar value.

To estimate the bound ρ̂1, define δ̃1 = δ̂1 − δ1 as the error
between the estimated and the true values of the coefficient
in the uncertainty bound equation. Then, the estimated bound
of the uncertainty and the coefficient are obtained as

ρ̂1 = ε1 + δ̂1 ‖x (t)‖
˙̂
δ1 = η1 ‖σ1‖ ‖S‖ ‖x (t)‖ (12)

where η1 is an arbitrary small positive constant value.
Lemma 1: The tracking error trajectory (9) is asymptoti-

cally stable using x2d (t) = −k1e1 (t) −
∫ t
0 ρ̂1tanh (σ1) dτ

with parameters update rule given in (12).
Proof: Consider the Lyapunov function candidate as

follows:

V1 =
1
2
(σ1)

T (σ1)+
1
2η1

(δ̃1)
2

(13)

Take the time-derivative on (13), one has

V̇1 = σ T1 σ̇1 +
1
η
δ̃1
˙̃
δ1

= (σ1)
T S

(
−ρ̂1sign (σ1)+ ḋ1 (x)

)
+

1
η1
δ̃1
˙̃
δ1

=

(
−ρ̂1 (σ1)

T Ssign (σ1)+ (σ1)T Sḋ1 (x)
)
+

1
η1
δ̃1
˙̃
δ1

= −ρ̂1 |σ1| S + (σ1)T Sḋ1 (x)+
1
η1
δ̃1
˙̃
δ1

≤ −ρ̂1S ‖σ1‖ + |σ1| |S|
∣∣ḋ1 (x)∣∣+ 1

η1
δ̃1
˙̃
δ1

≤ −ρ̂1S ‖σ1‖ + ‖σ1‖ ‖S‖
∥∥ḋ1 (x)∥∥+ 1

η1
δ̃1
˙̃
δ1

< −‖σ1‖ ‖S‖
(
ρ̂1 − δ1 ‖x(t)‖

)
+

1
η1
δ̃1
˙̃
δ1 (14)

Substitute ρ̂1 from (12) in (14) yields

V̇1 < −ε1 ‖σ1‖ ‖S‖ − ‖σ1‖ ‖S‖
(
δ̂1 − δ1

)
‖x (t)‖ +

1
η1
δ̃1
˙̃
δ1

= −ε ‖σ1‖ ‖S‖ − ‖σ1‖ ‖S‖ ‖x (t)‖ δ̃1 +
1
η1
δ̃1
˙̃
δ1 (15)
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Substitute ˙̂δ1, given in (12), in (15) yields

V̇1 < −ε1 ‖σ1‖ ‖S‖ < 0 (16)

From (16), the proof is completed.
Step2: Since the x2 (t) is not necessarily available,

we propose the new variable z1 (t) = x2 (t) − x2d (t) as the
difference between x2 (t) and the desired virtual control input.
Also, we define δ̃2 = δ̂2−δ2 and δ̃3 = δ̂3−δ3 as the difference
between the estimated and the true values of the upper-bounds
of both uncertainties; i.e., d2 (x) and d1 (x). Then, for d2 (x),
the estimated upper-bound and parameter adaption law are
obtained as follows:

ρ̂2 = ε2 + δ̂2 ‖x (t)‖
˙̂
δ2 = η2 ‖σ2‖ ‖S‖ ‖x (t)‖ (17)

where η2 is an arbitrary small positive constant value. In addi-
tion, the estimated upper-bound and parameter adaption law
for d1 (x) are obtained as

ρ̂3 = ε3 + δ̂3 ‖x (t)‖
˙̂
δ3 = k1η3 ‖σ2‖ ‖S‖ ‖x (t)‖ (18)

where η3 is an arbitrary small positive constant value, and k1
is the same as the constant value in (10) which to be designed.
Now, consider a traditional sliding surface for the system

dynamics (4) as follows:

σ2 = S(x2 (t)− x2d (t)) (19)

Theorem 1 shows that the error e2(t) in (8) converges to
origin with the control input u (t) as follows:

u (t) = − (SB1s)−1 S(
r∑
i=1

hi (µ)
{
As,ix (t)

}
− k21x1 (t)

+ ÿd − k1

(∫ t

0
ρ̂1sign (σ1) dτ + ρ̂3sign (σ2)

)
+ ρ̂1sign (σ1)+ ρ̂2sign (σ2)+k2z1 (t)) (20)

where K2 ∈ R, K2> 0, and hi (µ) are the normalized fuzzy
membership functions defined in (1)-(2).
Theorem 1: The tracking error dynamics (8) is asymp-

totically stable using the control input (20) and parameters
updating rules (17)-(18).
Proof: Select the Lyapunov candidate as follows:

V2 =
1
2
(S (x2 (t)− x2d (t)))T (S (x2 (t)− x2d (t)))

+
1
2η3

(δ̃3)
2
+

1
2η2

(δ̃2)
2

(21)

Time-derivative of z1 (t) is obtained as

ż1 (t) = ẋ2 (t)− ẋ2d (t)

= ẋ2 (t)−
∂
(
−k1x1 (t)+ ẏd −

∫ t
0 ρ̂1sign (σ1) dτ

)
∂t

= ẋ2 (t)+ k1ẋ1 (t)− ÿd + ρ̂1sign (σ1) (22)

Substituting ẋ2 (t) and ẋ1 (t) = x2d (t)+ d1(x) in (22), one
has

ż1 (t) =
r∑
i=1

hi (µ)
{
As,ix (t)+ B1s,iu (t)

}
+ d2 (x)

+k1(−k1x1 (t)−
∫ t

0
ρ̂1sign (σ1) dτ

+d1 (x))− ÿd + ρ̂1sign (σ1) (23)

Now, using (23), time-derivative of (21) is obtained as

V̇2 =
1
2
(Sz1)T (Sż1)+

1
2
(Sż1)T (Sz1)

+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃1
˙̃
δ1

= (σ2)
T S(

r∑
i=1

hi (µ)
{
As,ix (t)+ B1s,iu (t)

}
+ d2 (x)

− ÿd +
1
η1
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2 + k1(−k1x1 (t)

−

∫ t

0
ρ̂1sign (σ1) dτ + d1 (x))+ ρ̂1sign (σ1)) (24)

Substituting the control input (20) with k2> 0 in (24), one
has

V̇2 = (Sz1)T (−Sk2z1 (t)− S(ρ̂2 + K1ρ̂3)sign (σ2)

+ Sd2 (x)+ Sk1d1 (x))+
1
η3
δ̃1
˙̃
δ1 +

1
η2
δ̃2
˙̃
δ2

= −k2 (σ2)T (σ2)+ (σ2)T (−S
(
ρ̂2 + K1ρ̂3

)
sign (σ2)

+ Sd2 (x)+ Sk1d1 (x))+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2

≤ −k2 ‖σ2‖2 + (− |σ2| |S|
(
ρ̂2 + K1ρ̂3

)
+

1
η2
δ̃2
˙̃
δ2

+
1
η3
δ̃3
˙̃
δ3 + |σ2| |S| |d2 (x)| + k1 |σ2| |S| |d1 (x)|)

≤ −k2 ‖σ2‖2 + (−‖σ2‖ ‖S‖
(
ρ̂2 + K1ρ̂3

)
+ ‖σ2‖ ‖S‖ ‖d2 (x)‖ + k1 ‖σ2‖ ‖S‖ ‖d1 (x)‖)

+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2

≤ −k2 ‖σ2‖2 + (−‖σ2‖ ‖S‖
(
ρ̂2 + K1ρ̂3

)
+‖σ2‖ ‖S‖ ‖d2 (x)‖ + k1 ‖σ2‖ ‖S‖ ‖d1 (x)‖)

+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2

< −k2 ‖σ2‖2 + (−‖σ2‖ ‖S‖
(
ρ̂2 + K1ρ̂3

)
+ δ2 ‖σ2‖ ‖S‖ ‖x (t)‖ + k1δ3 ‖σ2‖ ‖S‖ ‖x (t)‖)

+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2 (25)

Substitute ρ̂2 and ρ̂3, given in (17) and (18), in (25), one
has

V̇2 < −k2 ‖σ2‖2 − (ε2 + k1ε3) ‖σ2‖ ‖S‖ ‖x (t)‖

+ ‖σ2‖ ‖S‖ ‖x (t)‖ (δ2 + k1δ3 − δ̂2 − k1δ̂3)

+
1
η3
δ̃3
˙̃
δ3 +

1
η2
δ̃2
˙̃
δ2 (26)
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Substitute ˙̃δ2 and
˙̃
δ3, given in (17) and (18), in (26), one has

V̇2 < −k2 ‖σ2‖2 − (ε2 + k1ε3) ‖σ2‖ ‖S‖ ‖x (t)‖ < 0 (27)

which the reachability conditions hold and the proof is
completed.

In this paper, to reduce the chattering phenomena [39],
we use hyperbolic function instead of signum function;
i.e., tanh (σ1) , tanh(σ2). Therefore, the control input (20) is
rewritten as

u (t) = − (SB1s)−1 S(
r∑
i=1

hi (µ)
{
As,ix (t)

}
+ ÿd

− k21x1 (t)− k1(
∫ t

0
ρ̂1tanh (σ1) dτ + ρ̂3tanh (σ2))

+ ρ̂1tanh (σ1)+ ρ̂2tanh (σ2)+k2z1 (t)). (28)

IV. OPTIMAL SLIDING MODE CONTROLLER DESIGN
In this section, for the nonlinear system (1) which can be
exposed to an external disturbance, an optimal controller
is designed. To do this, first, we consider the TSFM
(1) subjected to the external disturbance w(t). Therefore,
we design a multi-objective state feedback control by incor-
porating of (i) the regional pole placement constraint, and
(ii) theH2-characterization problem both for the consequence
linear local subsystems. The H2 optimization provides the
minimization of the effect of the disturbance w upon
the H2-performance output vector z, while the additional
uncertainties are neglected, i.e., d1(x) = 0 and d2 (x) =
0. Therefore, for the TSFM (1) subjected to the external
disturbance, we design the adaptive and optimal BSMC gains
in the control law (28).

The T-S fuzzy model (1), is rewritten as

ẋ (t) = Ax (t)+ B1u (t)+ B2w (t)+ d (x)

y (t) = x1(t)

z (t) =
r∑
i=1

hi(µ) {Cix (t)+ Diu (t)} (29)

where

A =
r∑
i=1

hi (µ)
[
0n1×n1 In2×n2
A1,i A2,i

]
,

B1 =
r∑
i=1

hi(µ)
[
0n1×m
B1s,i

]
,

and w ∈ Rq denotes the external disturbance input, while
its input matrix gain B2 has an appropriate dimension, and

d(x) =
r∑
i=1

hi(µ)
[
d1(x)
d2(x)

]
.

To design the multi-objective optimal BSMC control,
consider the TSFM (29) with no additional uncertainty as

ẋ (t) = Ax (t)+ B1u (t)+ B2w (t) y (t) = x1(t)

z (t) =
r∑
i=1

hi(µ) {Cix (t)+ Diu (t)} (30)

In lemma 2, for the TSFM (30), using LMI characteriza-
tion, an H2 performance from the disturbance input w to the
output z is considered.
Lemma 2: For the nonlinear system (30), the following

statements are equivalent:
a) ∃Kj, j = 1, . . . , r , such that Ai+B1,iKj is stable and the

H2 performance from the disturbance w to the output z
is less than γ .

r∑
i=1

r∑
j=1

hihj(
∥∥(Ci + DiKj)

×
[
SI − (Ai + Kj)

]−1 B2,i∥∥∥2
2
) < γ (31)

b) ∃X > 0 and Z > 0 such that

r∑
i=1

r∑
j=1

hihj

AiX+B1,iYj+XATi +Y Tj BT1,i ∗CiX + DiYj −γ I

<0

(32)
r∑
i=1

hi

([
−Z ∗
B2,i −X

])
< 0 (33)

trace (Z ) < 1 (34)

where Yj = KjX .
c) ∃X > 0,Z > 0 and nonsingular matrix G such that

r∑
i=1

r∑
j=1

hihj

 −
(
G+GT

)
∗ ∗

AiG+B1,iYj+X+G −2X ∗

CiG+ DiYj 0 −γ I

<0

(35)
r∑
i=1

r∑
j=1

hihj

([
X ∗
BT2,i Z

])
< 0 (36)

trace (Z ) < 1 (37)

where Yj = KjG and X > 0, Z > 0 are positive
definite matrices and G is a general nonsingular matrix
variable.

Proof: Note that parts (a & b) are equivalent forms of the
standard H2 state-feedback synthesis which is developed by
Lemma (1) in [40] for the T-S fuzzy system. To prove part (c),
it is based on a convex combination upon the extended H2-
characterization suggested in [41]. The H2-characterization
can be rewritten [41] for each consequence linear subsystem
(30) as 

−
(
G+GT

)
∗ ∗ ∗

AiG+ B1,iYj + X −X ∗ ∗

CiG+ DiYj 0− γ I ∗
G 0 0 −X

<0 (38)

[
X ∗
BT2,i Z

]
< 0 (39)

trace (Z ) < 1 (40)

Using Schur complement, (38) is rewritten as− (G+ GT
)
+ GTX−1G ∗ ∗

AiG+ B1,iYj + X −X ∗

CiG+ DiYj 0 −γ I

 < 0 (41)
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[
−
(
G+ GT

)
+ GTX−1G ∗

AiG+ B1,iYj + X −X

]
+ γ−1

[
(CiG+ DiYj)T

0

] [
CiG+ DiYj 0

]
< 0 (42)[

−
(
G+ GT

)
∗

AiG+ B1,iYj + X + G −2X

]
+ γ−1

[
(CiG+ DiYj)T

0

] [
CiG+ DiYj 0

]
< 0 (43)

Then, using the fuzzy aggregation, the overall
H2-characterization can be reached as in (35)-(37). The proof
is completed.
Remark 1: Defining Mi,j and Ni,j as

Mij =

 −
(
G+ GT

)
∗ ∗

AiG+ B1,iYj + X + G −2X ∗

CiG+ DiYj 0 −γ I


Nij =

[
X ∗
BT2,i Z

]
(44)

Then, in term of the new variables (44), one may rewrite
the LMIs (35)-(37) as

r∑
i=1

r∑
j=1

hihjMij < 0 (45)

r∑
i=1

r∑
j=1

hihjNij < 0 (46)

trace (Z ) < 1 (47)

where (44)-(47) are the parameters-varying matrix inequal-
ity.

From[40], one may conclude that the following LMIs are
sufficient conditions to satisfy the LMIs (45)-(47):

Mii < 0,
1

r − 1
Mii +

1
2

(
Mij +Mji

)
< 0; i, j = 1, . . . , r; i 6= j

Nii < 0,
1

r − 1
Nii +

1
2

(
Nij + Nji

)
< 0; i, j = 1, . . . , r; i 6= j trace(Z ) < 1. (48)

In addition, to improve the transient response performance
of the control system, the α-stability object is incorporated in
the LMI framework in the following lemma.
Lemma 3: For the nonlinear system (30), the following

statements are equivalent:
1) For i, j = 1, . . . , r

(Ai + B1,iKj)X + X (Ai + B1,iKj)T + 2αX < 0 (49)

2) ∃X > 0,
(
G+ GT

)
> 0and nonsingular matrix Yj such

that

r∑
i=1

r∑
j=1

hihj

 −
(
G+GT

)
∗ ∗

X+G+AiG+B1,iYj−2X ∗√
2αG 0 −X

<0;

(50)

Proof: Using Schur complement lemma, (50) can be
rewritten for each consequence subsystem as[

−
(
G+ GT

)
+ 2αGTX−1G ∗

X + G+ AiG+ B1,iYj −2X

]
< 0 (51)

which G+GT > 0. Applying the congruence transformation

by
[
G−T 0
0 X−1

]
in (51), results in

[
−

(
G̃+ G̃T

)
+ 2αX̃ ∗

X̃Ai + X̃B1,iKj + X̃ + G̃ −2X̃

]
< 0 (52)

where G̃ = G̃−1,X̃ = X−1, and Kj = YjG−1. Then (52) can
be rewritten as[

2αX̃ ∗

X̃Ai + X̃B1,iKj + X̃ −2X̃

]
+ herm(

[
−I
I

]
G̃T

[
I 0
]
) < 0 (53)

Employing the Projection lemma, (53) holds if the
following inequalities are satisfied[

I
I

]T [ 2αX̃ ∗

X̃Ai + X̃B1,iKj + X̃ −2X̃

] [
I
I

]
< 0 (54)[

0
I

]T [ 2αX̃ ∗

X̃Ai + X̃B1,iKj + X̃ −2X̃

] [
0
I

]
< 0 (55)

Inequality (55) indicates −X̃ < 0 and (54) is equivalent to

X̃ (Ai + B1,iKj)+ (Ai + B1,iKj)T X̃ + 2αX̃ < 0 (56)

Pre- and post-multiplying X = X̃−1 in (58), yields

(Ai + B1,iYj)X + X (Ai + B1,iYj)T + 2αX < 0 (57)

where Yj = KjX . Employing Schur complement lemma
on (57), shows that it is equivalent to (49). The proof is
completed.

To design the multi-objective state feedback control and
to achieve the transient performance improvement and
disturbance attenuation objects concurrently, the following
generalized eigenvalue problem (GEVP) is proposed:

minimize γ

subject to

(37) , (38) , (39) and (50) for (30) . (58)

To obtain the sliding gain S in (10), the jth sliding gain Sj
is calculated from the following equation

−
(
SjB1s,j

)−1 (Sj [A1,j − (k1 − k2) k1 A2,j + k2] x
+ Sjÿd

)
= Kjx, forj = 1, . . . , r (59)

Suppose that Sj = BT1s,jPj, where Pj are positive definite
matrices. Assume that SjB1s,j is invertible. If SjB1s,j is not
invertible, one may use regularization approach [42], [43]
to proceed the design procedure. Then, to obtain Pj,
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Algorithm 1 The Pseudo-Code of the Proposed Control
System Design Procedure

(1) Initialize the small arbitrary values for the updating
rules (12) and (17)-(18) parameters; i.e. ε, η1, η2, η3, and
k1.
(2) Initialize the control input (20) parameter k2 > 0; e.g.
k2 = 2k1.
(3) Solve GEVP (58), to obtain Y j and Gj , and then, K j =

Y jG
−1
j .

% Optimal sliding mode control design
(4) Solve GEVP (61).
(5) Obtain Si = BT1,jP j .
(6) Calculate the switching matrix gain S =
r∑

i=1
hi (µ)Si (µ).

(7) Define the switching surface (10) as σ1 , S(ė1 +
k1e1).
(8) Define the virtual control input as
x2d (t) , −k1e1 (t)−

∫ t
0 ρ̂1tanh (σ1) dτ.

(9) Define the switching surface (19) as σ2 , S(x2 (t)−
x2d (t) ).
(10) Generate the control law u (t) from (28). (11) Update
the adaptive parameter estimation by (12) and (17)-(18).
(12) GOTO step 7.

using a simple relaxation method, (59) can be rewritten
as

minimize δj
subject to∥∥∥(BT1 Pj (Aλ,jx + ÿd − B1,jKjx

))∥∥∥ < δj,

for j = 1, . . . , r (60)

where Aλ,j =
[
A1,j − (k1 − k2) k1 A2,j + k2

]
, δj > 0, and Kj

are the jth state-feedback gains in (2).
Using Schur complement lemma, the GEVP problem (60)

is rewritten as follows:

minimise δj
subject to[

−δjI ∗

BT1,jPj(Aλ,jx + ÿd − B1,jKjx) −δjI

]
< 0,

for j = 1, . . . , r (61)

The summary of the proposed design procedure is
illustrated by Algorithm 1.

V. SIMULATION RESULTS
To evaluate the effectiveness of the proposed approach a two-
link robot system is studied. Consider the two-link robot
system depicted in Fig. 1, where f1 (x), f2 (x), g11 (x) , g12 (x),
g21 (x) , and g22 (x) have been defined in [44]. x1 = q1
and x2 = q2 are the angular positions, m1 and m2 are the
link masses, l1, and l2 are the links length,

[
τ1 τ2

]T are
the applied torques. The equations of the two-link robot

FIGURE 1. A two-link robot manipulator configuration.

manipulator are expressed as [41]

ẋ1 = x2 + d11 (x)+ w1

ẋ2 = = f1 (x)+ g11 (x) τ1 + g12 (x) τ2 + d21(x)+ w2

ẋ3 = x4 + d12 (x)+ w3

ẋ4 = f2 (x)+ g21 (x) τ1 + g22 (x) τ2 + d22(x)+ w4

y1 = x1, y2 = x3, z = x1 + x3, (62)

where d (x) = [d11 (x) , d21 (x) ,d12 (x) , d21 (x)]T and
w (t) = [w1,w2,w3,w4]T denote the additional/ unmatched
uncertainty and the external disturbance, respectively.

The TSFMmatrices of (62) with 9 rules are as follows [44]:

A1 =


0.000 1.000 0.000 0.00
5.927 −0.001 −0.315 −8.4× 10−6

0.000 0.000 0.000 1.00
−6.859 0.002 3.155 6.2× 10−6

 ,

A2 =


0.0000 1.0000 0.0000 0.0000
3.0428 −0.0011 0.1791 −0.0002
0.0000 0.0000 0.0000 1.0000
3.5436 0.0313 2.5611 1.14× 10−5

 ,

A3 =


0.0000 1.0000 0.0000 0.0000
6.2728 0.0030 0.4339 −0.0001
0.0000 0.0000 0.0000 1.0000
9.1041 0.0158 −1.0574 −3.2× 10−5

 ,

A4 =


0.0000 1.0000 0.0000 0.0000
6.4535 0.0017 1.2427 0.0002
0.0000 0.0000 0.0000 1.0000
−3.1873 −0.0306 5.1911 −1.8× 10−5

 ,

A5 =


0.0000 1.0 0.0000 0.0
11.1336 0.0 −1.8145 0.0
0.0000 0.0 0.0000 1.0
−9.0918 0.0 9.1638 0.0

 ,

A6 =


0.0000 1.0000 0.0000 0.0000
6.1702 −0.0011 1.6870 −0.0002
0.0000 0.0000 0.0000 1.0000
−2.3559 0.0314 4.5298 1.1× 10−5

 ,

A7 =


0.0000 1.0000 0.0000 0.0000
6.2728 −0.0041 0.6205 0.0001
0.0000 0.0000 0.0000 1.0000
8.8794 −0.0193 −1.0119 4.4× 10−5

 ,
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FIGURE 2. Responses of a).x1(t), b).x2(t), c).x3(t), and d ).x4(t).

A8 =


0.0000 1.0000 0.0000 0.0000
3.6421 0.0018 0.0721 0.0002
0.0000 0.0000 0.0000 1.0000
2.4290 −0.0305 2.9832 −1.9× 10−5

 ,

A9 =


0.0000 1.0000 0.0000 0.0000
6.2933 −0.0009 −0.2188 −1.2× 10−5

0.0000 0.0000 0.0000 1.0000
−7.4649 0.0024 3.2693 9.2× 10−6

 ,

B1,1 =


0 0
1 −1
0 0
−1 2

 ,B1,2=

0.0 0.0
0.5 0.0
0.0 0.0
0.0 1

 ,B1,3=1

0 0
1 1
0 0
1 2

 ,

B1,4 =


0 0
0.5 0
0 0
0 1

 ,B1,5 =


0 0
1 −1
0 0
−1 2

 ,B1,6 =
 0 0
0.5 0 0
0 1

 ,

B1,7 =


0 0
1 1
0 0
1 2

 ,B1,8 =


0 0
0.5 0
0 0
0 1

 ,B1,9=


0 0
1 −1
0 0
−1 2

 ,
Ci =

[
1 0 1 0

]
,B2,i = B1,i, for i = 1, . . . , 9.

Consider the nonlinear sliding coefficients as k1 = 10,
k2 = 20; the initial state condition as x(t) =

[
−1 0 1 0

]T ;
the unmatched uncertainty as d11 (x)= 0.01x2(t), d12 (x) =
0.01x4(t); the matched uncertainty as d21 (x)= 0.01x1(t),
d22 (x)= 0.01x3(t); the upper bounds uncertainty parameters
as ε = 10−8, η1 = 10−5, η2 = 0.1, η3 = 0.1

/
k1; and the

external disturbance as follows

w(t) = 0.005cos(8π t)B2,i
[
1 1

]T
The desired transient time purpose is to assign the poles

of each local linear subsystem into the region with α =
0.75. Then, solving the GEVP optimization problem (58),
we obtain the H2 performance index from the external
disturbance vector to theH2 output vector as γ= 3.5117. The

FIGURE 3. The control input signal τ1(t).

FIGURE 4. The control input signal τ2(t).

FIGURE 5. The evolution of the sliding surface σ1(t).

optimal sliding gains via GEVP optimization (61) is obtained
as

S1 = 10−13 ×
[

0.2070 −0.1370
−0.1598 0.3211

]
,

S2 = 10−12 ×
[

0.3657 −0.3869
−0.7738 0.8473

]
,

S3 = 10−11 ×
[

0.0076 −0.0034
−0.3480 0.3486

]
,
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FIGURE 6. The evolution of the sliding surface σ2(t).

FIGURE 7. The trajectory of z
(
t
)
.

S4 = 10−12 ×
[

0.1918 −0.2066
−0.4132 0.4742

]
To compare the proposed approach efficacy with the

similar works, a backstepping quasi-continues higher-order
sliding mode controller (BQSMC_TS) for a TSFM [45] is
studied under the same control signal effort. The illustrative
comparison simulations are brought in Figs. 2-7.

VI. CONCLUSION
In this paper, for the strict-feedback form of the nonlinear
systems represented by the TSFM, a new robust control
scheme was developed based on BSMC. The proposed
BSMC tries to design a novel multi-objective multi-sliding
surfaces robust control against the uncertainties and the
external disturbances. To do this, in the first step, a BSMC
is developed to be optimized for the TSFM of the nonlinear
system. Next, using a convex optimization approach, a state
feedback gain is obtained for each fuzzy rule consequence
subsystem while the H2-norm constraints and also the
α-stability constraint are satisfied. Then, the sliding surface
gain is derived by solving the convex optimization problem
associated with the state feedback obtained from the previous
step. The proposed approach provides major advantages
including: (i) the matched and the unmatched uncertainty
can be manipulated concurrently; (ii) the adaptive laws were
derived to estimate the unknown bounds of the uncertainties;
(iii) the amplitude of the control efforts were constrained
by the BSMC; (iv) another object, i.e. α-stability, was

incorporated during the design SMC to improve the transient
response indices; (v) sliding mode controller was computed
by numerical methods.

The future works of this study may be directed to evo-
lutionary algorithms for optimization, using more advanced
and higher-order SMC approaches, or dynamic surface
control-BSMCmethod to enhance the robustness and address
stability issues. Moreover, relaxations in LMI design condi-
tions may be noted.
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