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ABSTRACT With the increasing number of items in electronic retailers, news websites, etc., finding
interesting items concerning the taste of users is becoming more challenging. Recommender Systems (RS)
are a well-known solution to this issue. Collaborative filtering (CF) is a widely accepted and popular
technique to implement an RS. However, cold-start and data sparsity problems reduce the performance
of CF methods. One promising solution for these issues is to use the social trust information. However,
how to properly use social trust information is a hot and still open question. In this paper, we propose a
similarity measure and a simple link prediction method to address this question and employ them in trust-
aware matrix factorization. Especially, our proposed similarity measure is asymmetric to consider the nature
of social relationships. Also, to have amore accurate similarity estimation, we have considered both the user’s
historical ratings and trust relations, and we have determined the weight of each source. Finally, we have used
the item-based model and the level of interest a user’s trustees have for an item to improve the performance
of the proposed method for sparse datasets. We conduct extensive performance evaluations in terms of rate
prediction and interesting items found. Experimental results on three real-world datasets demonstrate the
effectiveness of the proposed method, especially in terms of Mean Absolute Error.

INDEX TERMS Matrix factorization, recommender system, similarity measure, social trust, trustor
clustering.

I. INTRODUCTION
The increasing number of items available in electronic retail-
ers, news and video websites, etc., has made the role of Rec-
ommender Systems (RS) critical in today’s industry. These
systems aim to find and suggest appropriate items, like books
to read and products to buy, in a massive number of items
concerning each user’s taste. So, as it is evident, they can
significantly help to increase user satisfaction and loyalty
and also result in more income for the company [1]. In the
literature, two tasks are defined in the RS domain: 1) rate
prediction, and 2) item recommendation. The goal of the rate
prediction task is to predict the rate for an un-rated item for an
active user, while the goal of the item recommendation task
is the separation of favorite items from unfavorite items for
an active user.
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Generally, in terms of approach, recommender sys-
tems can be classified into three categories: Content-Based
(CB), Collaborative Filtering (CF), and hybrid approaches.
The idea of CB methods is to learn users’ profiles
based on items’ features (like genre and actors in movie-
recommendation) [2], [3]. CF methods are based on the idea
that similar users have similar tastes. They apply this idea
by predicting the target user’s taste on a query item using
the captured opinions of similar users. Thus, CF methods
rely only on past user behavior (like rating history), and
they do not need to create explicit profiles like in CB meth-
ods [1]. In other words, CF methods do not require any extra
information rather than ratings’ history. Finally, in the third
approach, hybrid methods, the ideas of both paradigms are
applied. Note that CB methods have the major disadvantage
that they cannot be applied in the domainswhere item features
are not available. On the other hand, CF methods have been
successfully employed in many real-world applications and
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websites like Amazon, Netflix, Twitter, Facebook, Movie-
lens, Douban, etc. [4], [5].

Despite the attractive characteristics of CF, this family of
approaches suffers from two main issues: data sparsity and
cold-start users (new users) [6]. Data sparsity refers to the fact
that only a small portion of items are rated by each user; thus,
most cells of the rating matrix are empty. Cold-start is about
the problem that new users only give a few ratings, and so
there would be a lack of rating history for new users. There-
fore, CF methods will face a hard challenge in modeling the
preference of new users. These issues degrade the accuracy
of predicting a user’s rating for an un-rated item [7].

In recent years, people are paying more and more attention
to online social networks. Also, people usually tend to make
links with other people who are similar to them (the concept
of homophily in social networks). Furthermore, sociological
studies have proved that social influence can affect users’
decisions [8]. In conclusion, a user’s taste can be determined
by analyzing the feelings of his or her friends (trustee) [9].
Thus, the social relationship (trust) information seems to have
a positive effect on the RS’s performance and a promising
solution for data sparsity and cold-start issues [10].

Surprisingly, early usage of social trust in RS models,
although the idea is very encouraging, did not yield to more
accurate models than CF methods, which are merely based
on the rating matrix [7]. After that, several researchers ana-
lyzed the problem and tried to provide better utilization of
social trust in RS models. In [11], Yeung and Iwata explained
two important points about using social trust in CF models:
1- Two users may establish a trust relation just because they
know each other, while they have different tastes. 2- Two
users may have similar preferences in some areas (e.g., tech-
nology) while having different tastes in other areas (e.g.,
sport). In [12], it is explained that due to the low cost of
establishing a social relationship, the relationship strengths
are not the same; thus, a model with varying relationship
strengths can boost the efficiency of trust-based CBmethods.
Guo et al. [7] explained another important point: some trust-
based CF methods focus much on the users’ trust and pay
less attention to the history of users. In addition, the explicit
trust relation provided by users could be very limited. Thus,
mining implicit trust relation can improve performance of
SRS [13], [14]. Based on the points described in these studies
and other similar ones, more accurate trust-based CF models
have been developed [15]–[21]. However, we believe that
properly applying social trust is still an open problem, and
trust-based CF methods can still be improved.

In this paper, we contribute to answering this question:
How can an RS designer better utilize the trust relation.
In summary, the contributions of this paper are as follows:

1- We provide a practical review of recent studies that
have applied social trust for the recommendation task
and discuss the problems involved in degrading the per-
formance of applying social relations. After that, we try
to propose a trust-aware approach that alleviates these
problems. Especially, our method takes advantage of

TABLE 1. Mathematical notations.

a new asymmetric similarity measure that considers
both social trust and user’s history and determines the
weight of each source. The asymmetric characteristic
of similarity measure is an essential note for using
social trust.

2- To further reach a more accurate prediction, we have
applied several effective strategies as a postprocessing
step based on social trust and the item-based model.

3- Finally, we have validated the performance of our pro-
posed method on real-world datasets and shown its
outperformance against prior methods, especially in
terms of MAE measure.

The rest of this paper organized as follows: Section II
discusses related work. Section III describes the proposed
method in detail. We report the experimental results and anal-
ysis in Section IV. Finally, Section V concludes the paper.

II. RELATED WORK
In this section, we review several related studies. Due
to the importance of the similarity measures, this con-
cept is briefly reviewed in Section II-A. Afterward, in
Section II-B and II-C, we study neighborhood-based (NB)
andmodel-based approaches as the twomain categories of the
CF methods. Finally, in section II-D, we briefly introduce the
other RS domain approaches which have recently received
attention. Since a major part of our study is about model-
based CF, our focus in reviewing the related papers is more
on model-based approaches, especially those that have used
trust relations.

We have summarized the mathematical notations used in
this paper in Table 1.

A. SIMILARITY MEASURES
Similarity measures play a vital role in NB models [16],
[17], and are frequently used in model-based RS. Most of
the traditional similarity measures, such as cosine similar-
ity and Pearson Correlation Coefficient, has several draw-
backs. These measures depend on co-rated items; however,
as mentioned in section I, most of the rating matrixes are
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quite sparse. Therefore, co-rated items are extremely rare,
and the calculated similarity is not accurate [22]–[24]. Fur-
thermore, these similarity measures compute the user simi-
larity in symmetric mode [22]. Symmetric mode means two
users have an equal impact on each other; however, this is
not always true. It is worth mentioning that some similarity
measures are calculated based on social relationships; in this
case, instead of the ‘‘similarity’’ term, other terms like link’s
weight or influence weight can also be used. Also, some
measures are a combination of rating similarity and social
trust similarity [16] and [25].

B. NEIGHBORHOOD-BASED APPROACHES
NB methods rely on an intuition that an item might be inter-
esting to a user if similar users have preferred it, or if the
user has preferred similar items to the un-rated item [24].
The NB models can be classified into two categories: user-
based and item-based. In user-based models, rate prediction
for an un-rated item of a target user is done by finding
similar users (neighborhood) to the target user. In contrast,
in item-based models, rate prediction is performed by find-
ing the items similar to the target item. However, searching
for similar users/items in the entire rating matrix is quite
time-consuming. One solution to this issue is to reduce the
search space [26]. Clustering methods have widely been
applied to limit the search space in the online phase of the
recommendation. Clustering-based CF methods can quickly
identify the nearest neighbors of the target users or items
by searching in the members of the same cluster, and they
do not need to query the whole dataset [27]. As an example
of a clustering-based CF model, we can refer to the method
proposed by Deng et al. [28]. They proposed an improved
Kullback–Leibler (KL) divergence measure to calculate item
similarity. Next, they tried to form clusters using a K-medoids
based clustering algorithm. An interesting advantage of their
approach is that all rating information is used to find item sim-
ilarity; this is while in most neighborhood-based strategies,
only co-rated items are used. Note that the efficiency of the
NB strategies highly depend on the similarity measure. Also,
in some works, social trust information is employed to find
better neighbors for a user [29]–[31]. Li et al [14] proposed
the ITRA algorithm that uses the trust relation to find the
user’s neighborhood set. To get a more accurate prediction,
they apply a trust expansion strategy on the explicit trust
relations to mine more neighbors for each user. Margaris et
al [32] proposed an algorithm that finds two neighborhood
sets for a target user. The first set of neighbors is formed by
means of the social network, while the second set is formed
by the rating matrix. Then, based on each neighborhood set,
a partial prediction is conducted. The final prediction of RS
is a weighted combination of these predictions, where the
weights vary for each user.

C. MODEL-BASED APPROACHES
In model-based approaches, machine learning algorithms are
applied to build a predictivemodel based on the users’ history,

such as user’s ratings. Generally, model-based approaches are
proven to be more accurate and scalable methods [33]. Also,
they are widely employed in the real-world application of RS.
Matrix Factorization (MF)models are one of themost popular
model-based RS approaches due to their attractive scalability
and accuracy [34], [35]. The basic idea of MF is that the
user-item rating matrix factorizes into two low-rank matrices
for user-feature and item-feature [7]. Elements in user and
item vectors express the weights of users or items on latent
factors. Therefore, one can explain users’ factor vector as the
preference vector of users [33].

LetPi ∈ R1×K andQj ∈ R1×K be the user and item vectors
for the i-th user and j-th item, respectively. Also, suppose that
K is the number of latent factors. Generally, MF-based RS
tries to solve the following objective function [16].

min
P,Q

∑n

i=1

∑m

j=1
Hij
(
Rij−PiQTj

)2
+α

(
‖P‖2F + ‖Q‖

2
F

)
, (1)

where P = [PT1 ,P
T
2 , . . . ,P

T
n ]
T
∈ Rn×K and Q =

[QT
1 ,Q

T
2 , . . . ,Q

T
m]

T
∈ Rm×K . Also, n and m are the number

of users and items respectively. The term α
(
‖P‖2F + ‖Q‖

2
F

)
is used to avoid overfitting. R,H ∈ Rn×m are rate and weight
matrices, where Rij indicates the rate (preference) of i-th user
to j-th item. Generally, H is a binary matrix where Hij = 1
if user i has rated item j, or 0 otherwise. Note that H can be
defined in other schemas too [36].

Many MF-based algorithms have been proposed for
the recommendation task [35], [37]. Notably, using social
trust to improve MF algorithms’ performance has attracted
much attention in recent years. Ma et al. developed sev-
eral approaches by adding different trust regularization
terms to the matrix factorization model [17], [19], [38].
Tang et al. proposed the SoDimRec algorithm, a trust-aware
MF approach [16]. The idea behind SoDimRec is that users
with similar interests are more likely to interact with each
other. Then, these interactions set up some groups in online
social networks where members in each group have similar
interests. To form these groups, an overlapping community
detection algorithm is applied to the trust matrix. After groups
(clusters) are extracted, SoDimRec tries to predict an un-rated
item for an active user by utilizing a novel objection function.
One advantage of SoDimRec is that a user can be a member
of several groups in which each group probably has a focus
on a specific domain of item.

Yuan et al. [39] proposed a social recommendation frame-
work, BSSR, where an MF-based algorithm is used to predict
the users’ taste. The key part of BSSR is buddy and sus-
ceptibility mining. The user’s ‘‘buddy set’’ is a set of user’s
friends who have a strong influence on him or her. Users
in the buddy set can have different impacts on the target
user. For a user with a high susceptibility value, the rate
prediction is mainly calculated based on the user’s buddy set.
In contrast, for an unsusceptible user, the rate prediction is
calculated mainly based on his or her taste. The importance
of users in social networks is also considered in the other
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researches. For instance, Davoudi and Chatterjee proposed a
trust model-based approach that considers user importance
and similarity [40].

TCRec is another MF based approach that uses trust
relation [15]. The main idea behind TCRec is that trustors
who follow the same trustee have similar features and taste.
To apply the idea, they first perform a clustering algorithm,
where for each trustee, a cluster is formed by adding all
trustors of the trustee. Next, by proposing a loss function
(Eq. 2), it tries to converge the feature matrices P, Q, and S
to minimize the distance between the feature vector of users
in the same clusters.

min
P,Q,S

n∑
i=1

m∑
j=1

Hij
(
Rij − PiQTj

)2
+β

n∑
i=1

∑
k∈i+

Wik . ‖pi − sk‖22

+ λp ‖P‖2F + λq ‖Q‖
2
F + λs ‖S‖

2
F + λb

(
‖bi‖22 +

∥∥bj∥∥22)
(2)

where ‖.‖2F denotes the Frobenius norm and bi and bj rep-
resent users and items bias. The matrix S is composed of
each cluster’s group features, and sk represents the average of
the latent features of all trustors in cluster k . In other words,
all users who trust user k , form a cluster, and sk represents
the average of users’ latent features. Finally, the matrix W
in Eq (2) is the weight matrix that shows the level of the
influence that trustors get from their trustees. The strength
of influence in TCRec is only determined by social trust, and
the rating matrix is not considered. In Fig. (1), there are three
clustersC4,C5 andC6 that are formed around users u4, u5 and
u6. The members of cluster C4 are u1, u2, and u7 that trust u4.
Also, u2 participate in both C4 and C5 since it trusts both u4,
and u5.
Duan et al. proposed a method to find expert users and

utilize these users in a trust-aware matrix factorization [41].
Based on the definition expressed in [41], an expert user is a
user with two characteristics: (1) They have a positive attitude
on ratings (based on the number of rated items which rated
above a threshold). (2) They are more likely to have more
in-links.

D. OTHER APPROACHES
Besides the approaches studied in subsections A-C, other
different approaches have recently gotten attention. One of
these approaches is proposing recommender systems based
on Knowledge Graphs (KGs). KG-based recommender sys-
tems try to improve their performance by leveraging external
knowledge as auxiliary information [42]–[44]. A KG is a
heterogeneous directed graph where nodes represent items or
item attributes, and edges represent relations between these
nodes [42]. One recent work in using KGs was proposed
by Sun et al., where they proposed a multi-modal knowl-
edge graph that considers a variety of data types [44]. KGs
could be represented by heterogeneous information networks

FIGURE 1. Forming clusters for each trustee.

(HIN) [45]. A HIN can model complex information; there-
fore, HIN-based RS has gotten more attention recently [46]
of which most are random walk-based methods [47]–[49].

E. NOTES FOR AN RS DESIGNER
In this section, we list notes that could help an RS designer to
utilize the trust relation better:

1) Two users with a trust relation may have different
tastes [11].

2) Two users may have similar preferences in some areas
while having different tastes in other areas [11].

3) It is better to consider a variety of relationship strengths
and not to assume that each relation has the same
strength [12].

4) There should be a balance in paying attention to the
users’ trust information and their history [7].

5) Mining implicit trust relations can improve the perfor-
mance of RS [13], [14].

6) Asymmetric similarity measure is more compliant with
the nature of trust relationships.

More details on each note have been presented in
sections I and II.

III. PROPOSED METHOD
In this section, we describe the structure of our proposed
method. In brief, the first step in our method is link prediction
for cold-start users that do not have any out-link. Since there
is not much information available for these users (in terms
of both rating history and trust relation), mining their taste is
too difficult. Therefore, using link prediction for these users
would help the RS a lot. Then by a new similarity measure
(Eq. 7), the level of influence that trustors get from their
trustees is determined (matrix W ). After that, a trust-aware
MF-based RS is applied. Finally, for datasets with a high
degree of sparsity, we apply a further step of postprocessing.

The proposed W can be used in most of the trust-aware
MF approaches. However, in our method, we have used
the objective function of TCRec (Eq.2) as the MF-based
algorithm, mainly due to the simplicity and efficiency
of this method. Fig. 2 represents an overview of our
proposed method, where T́ shows the trust matrix after link
prediction.
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FIGURE 2. An overview of our proposed method.

A. PROPOSED LINK PREDICTION METHOD
Using the trust matrix is a critical part of social-based RS
algorithms, like TCRec, to achieve higher performance. How-
ever, most trust-aware RS methods cannot appropriately use
the trust matrix for a user if the user does not have any
relation. For example, TCRec cannot put users with zero out-
link in any cluster to tune their preference vector. If these
users have rated a lot of items, it is possible to mine their taste
by their past activity. However, if they did not rate enough
items (e.g., new users), their past information is not sufficient
to mine their taste.

FIGURE 3. Link prediction for cold start users.

Algorithm 1 Link Prediction Based on the Expertise of Users
for i in I :

expert i = max|u−|
(uεZi)

for u in U :
if
((∣∣u+∣∣ == 0

)
and (u is cold start user)

)
:

for i in Ru :
add expert i to expert_set

calculate similarity of u with each member in expert_set
using Eq.(7)
expert← find most similar member in expert_set with u
create virtual link from u to expert

To alleviate this problem, we have proposed a simple
and fast link prediction algorithm based on finding expert
trustees. In our method, we first find an expert user on each
item. The expert user on item i is the user who has the
maximum number of in-links (followers) among the users
who have rated item i. Note that in this context, more in-links
means more expertise level of a user. Then, for each cold-
start user with zero out-link, we establish a link from this
user to the expert user with the most similarity calculated
by our proposed similarity measure (Eq. 7). The pseudocode
of the link prediction method is depicted in Algorithm 1.
To illustrate the process through an example, consider that in
Fig. (3), user u1 and u6 do not have any out-link, and u6 has
rated a few items while u1 has rated many items. Therefore,
by the past activity of u1, its preference could be mined.
However, we cannot mine u6’s preference by its history, and
link prediction is necessary. Also, suppose that user u4 and
u5 have been identified as expert users for items rated by u6
and similarity measure shows that u6 is more similar to u5.
So, an out-link from u6 to u5 is created.

B. PROPOSED SIMILARITY MEASURE
The similarity measure plays a vital role in the RS algorithm.
The conventional similarity measures that only use the rating
matrix fail for users who have rated a few items. On the other
hand, similarity measures based on the trust matrix also fail
for users with no relation. Besides, as mentioned in section I,
focusing much on the users’ trust and paying less attention to
the history of users may degrade the performance of CFmeth-
ods [7]. Thus, to reach an acceptable similarity estimation and
solve this problem, it is best to use a weighted combination
of rating and trust similarity. Also, the similarity measure
should be asymmetric to be more compliant with the nature
of trust relationships. For example, an expert user may have a
strong effect on a novice user, while vice versa is not correct.
Another important point about similarity measure, suggested
in [12], is that it is better to consider the relationship strengths
(e.g., not to use a simple binary value). To address these
issues, an asymmetric similaritymeasure that takes advantage
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of both the ratingmatrix and the trustsmatrix is proposed. The
proposed similaritymeasure calculates the similarity between
users more accurately than other measures that only consider
one source of information (rating or trust matrix).

Suppose that there is a link from user u to user v (user u
trusts user v, so that u gets influence from v). Eq. (3) indicates
the strength of the link from u to v in terms of social trust (ST ).
Note that, a higher number of trustors for a trustee shows that
more users trust the trustee, and so, the trustee’s opinion is
important for its trustors (for more details on the impact of
the number of trustors, readers could refer to [15] and [41]).

ST (u, v) =

∣∣v−∣∣∣∣u+∣∣+ ∣∣v−∣∣ (3)

If v has a few in-links and u has many out-links (trustees),
then ST is close to zero. If u has a few out-links, and v has
many in-links, ST is close to one. Also, Eq (4) calculates the
similarity based on ratings:

SR(u, v) =
|Ru ∩ Rv|
|Ru|

(4)

With an increasing number of items rated by both u and
v, mining their taste and calculating the similarity based on
ratings, get more reliable. However, if at least one of them
has not rated enough items, calculating the similarity based
on ratings would not be accurate. Therefore, we first check
the number of rated items by u and v and then calculate
the similarity by integrating a weighted combination of the
similarity obtained by the trust and the similarity obtained by
the rating matrix.

mr = min (|Rv| , |Ru|) (5)

w =
1

1+ e(k−mr )
(6)

sim(u, v) = (w× SR)+ ((1− w)× ST ) (7)

mr is the minimum number of rated items by u and v.
By increasing mr , the weight (w) of SR in similarity cal-
culation will increase (Eq. 6). To clarify, suppose that the
average of |Ru| for uεU is 12, k = 12. The weight of SR
based on the value of mr is depicted in Fig. (4). Note that
mr = 0 means that there isn’t any history available for
at least one of the users. Thus, the calculation of similarity
based on the rating matrix is not possible (the similarity
measure is zero). In summary, as historical ratings for both
users increase, calculation of similarity based on the rating
matrix gets more accurate, and so, gets a higher weight in the
proposed similarity measure; otherwise, the similarity based
on trust would get a higher weight.

C. POSTPROCESSING
To have a better prediction in sparse datasets, we can apply
some simple tuning mechanisms by using the available data.
This phase of the proposed method can be considered as
a postprocessing phase. We can use the following auxiliary
mechanisms to get an accurate prediction for un-rated items:

1- If a user has some trustees that have rated the target
item, we can use this data to make a more accurate
prediction, taking advantage of the idea of a user-based
model. It should be noted that as the neighborhood for
a user is formed based on its social trust, this phase can
be done quickly.

2- An item-feature vector is obtained after performing
matrix factorization algorithm (seeQ in Eq.2). By using
this matrix, one can calculate the similarity between
two items quickly. The aim of this rule is taking advan-
tage of the idea of an item-based model.

All of these considerations are included in Eq. (14), where
r̂MF, r̂UB(u,i) and r̂IB(u,i) are the MF-based (the proposed
trust-aware MF in section III-B), user-based and item-based
prediction, respectively. Also, wMF, wUB, and wIB show the
weight of contribution of these predictions to the final rate
prediction. These weights are determined by Eq (9-11). The
final prediction is mainly based on MF-based prediction;
however, if an active user has several trustees with similar
tastes who rate item i, we can expect the user-based prediction
to be likely accurate. In addition, if an active user ratings
several items similar to i, the prediction of the item-based
model is likely accurate. In special cases in which we expect
both the item and user-based models to perform accurately,
the final prediction can be made based on the user and the
item-based prediction alone. However, in most cases, due to
the small neighborhood set of the user or the item (or both),
it is better to use these predictions as a tuning factor for the
MF-based prediction.

sim (i, j) =
Q (i) .Q(j)
‖Q (i)‖ ‖Q(j)‖

(8)

wUB = min(0.5,
|v ∈ NU (u) ∩ Zi|

5
) (9)

wIB = min(0.5,
|NI (i) ∩ Ru|

5
) (10)

wMF = 1− (wUB + wIB) (11)

r̂UB(u,i) = ū+

∑
(v∈NU (u)∩Zi) sim (u, v) .(rvi − v̄)∑

(v∈NU (u)∩Zi) sim (u, v)
(12)

r̂IB(u,i) = ī+

∑
j∈NI (i) sim (i, j) .

(
ruj − ̄

)∑
j∈NI (i) sim (i, j)

(13)

FIGURE 4. Weight of SR in the similarity measure.
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r̂u,i = (wMF × r̂MF )

+ (wUB × r̂UB(u,i))+ (wIB × r̂ IB(u,i)) (14)

Eq. (8) uses the cosine similarity to calculate the similarity
between items i and j. In Eq. (8), Q(i) and Q(j) are feature
vectors for items i and j and ‖.‖ is the 2-norm. In Eq. (9),
NU(u) is the set of similar users to u, and

∣∣v ∈ NU (u)∩ Zi
∣∣

specifies the number of users in NU(u) who rate item i.
In Eq. (10),

∣∣NI (i)∩ Ru
∣∣ indicates the number of rated items

similar to i by the active user. In Eq. (12), sim (.) is the
similarity between users (Eq. 7), and in Eq. (13), sim (.) is
the similarity between items (Eq. 8). Note that both wIB and
wUB are in the range [0 ∼ 0.5]; therefore wMF is in the
range [0 ∼ 1]. Here for simplicity and reducing the number
of parameters that need to be tuned, no free parameters are
considered in wUB, wIB, and wMF.

IV. EXPERIMENTAL STUDY
In this section, we conduct several experiments to investigate
the performance of our approach in comparison with other
RS algorithms.

A. DATASET
We conduct our experiments on three real-world datasets
frequently used in the trust-based RS literature. Epinions and
Ciao1 are product review websites. In these two websites,
users are allowed to specify scores from 1 to 5 to rate items
(higher score showsmore interest), and they can also establish
relations with each other. In FilmTrust,2 the items are movies,
and the ratings are in the range of 0.5 to 4 with a step size 0.5.
Statistics of these datasets are reported in Table 2.

B. EXPERIMENTAL SETTINGS
In our experiments, different amounts of training data {60%,
70%, and 80%} are studied. The training sets are selected
randomly from the dataset, and the rest is used for testing.
Experiments for each size are repeated five times, and the
average performance is reported. To evaluate the performance
of the proposed method in terms of rate prediction accu-
racy, two popular metrics, Root Mean Square Error (RMSE)
and Mean Absolute Error (MAE), are used. Also, we have
used F-measure to evaluate in terms of classifying items
into interesting and not interesting for each user. Note that a
threshold is required for classifying items into interesting and
not interesting categories regarding the user’s taste. In differ-
ent studies, different values of the threshold are used in the
evaluation. For example, for the rating scaled from [1 ∼ 5],
Li et al. [50] considered 3 as the value of the threshold, while
Wang et al. [51] considered 5 as their threshold. In this paper,
we have considered 4 as the threshold in Ciao and Epinions
dataset and 3 in the FilmTrust dataset (where the maximum
rating is 4). Note that a higher value for F-measure means
better performance; while, a lower value for MAE and RMSE

1https://www.cse.msu.edu/∼tangjili/trust.html
2 https://guoguibing.github.io/librec/datasets.html

TABLE 2. Dataset description.

shows higher accuracy. The main goal of our study is to rate
prediction, and thus, our focus is mainly onMAE and RMSE.

The following is the definition of MAE, RMSE, Precision,
Recall, and F-measure. Where ru,i and r̂u,i show the rating
score and prediction rating score of u on item i. Also, L
indicates the number of rating scores in the test set. TP (true
positive) shows the number of interesting items for users in
the test set, in which the RS algorithms could truly clas-
sify the items as interesting. FN (false negative) and FP
(false positive) show the number of items that RS algorithms
wrongly classified as not interesting and interesting (for FP),
respectively.

MAE =
1
L

∑
u,i

|ru,i − r̂u,i| (15)

RMSE =

√√√√ 1
L

∑
u,i

(ru,i − r̂u,i)
2 (16)

Precision =
TP

TP+ FP
(17)

Recall =
TP

TP+ FN
(18)

F-measure =
2× Precision× Recall
Precision+ Recall

(19)

We have adopted six existing RS methods for performance
comparison: (1) SVD++ [1] which is an RS method merely
based on ratings and chosen for its better performance com-
paring to well-known MF-based algorithms like PMF (Prob-
abilistic Matrix Factorization) [52], (2) SoReg [19] which is a
well-known trust-based MF, (3) TCRec [15], (4) ITRA [14],
(5) UIThybrid [53], and (6) ETBRec [41] which are four
state-of-the-art trust-aware recommender methods. To set the
optimal parameters in the benchmarking algorithms, we have
carried out experiments to find the optimal values for each
dataset separately. Also, the optimal values of the parameters
used in eachmethod are either determined by our experiments
or were set as the values suggested by previous studies. The
parameters for FilmTrust, Epinions, and Ciao respectively
are: (1) SVD++ λ = 0.1; 0.35; 0.1. (2) SoReg: λu = λv =
0.1 (3) TCRec and the proposed method: λu = λv = λs =

0.1 for all datasets. (4) ITRA: α = 0.5 for all datasets.
(5) UIThybrid: K = 30, α = β = γ = 1/3. (6) ETBRec:
n = 20, α = 0.7, λu = λv = 0.1 and λb = 0.01.
The number of latent features for SVD++, TCRec, ETBRec
and the proposed method is 10; this value is very popular in
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the literature and caused good performance in most cases.
However, for SoReg, the suitable number of latent features is
30,20 and 20 for FilmTrust, Epinions, and Ciao respectively.
It should be noted that the rate prediction in ITRA is made by
summation of two different values. The first one is the mean
of ratings made by the active user, and the second value is
from the active user’s trust neighbor set. If the active user has
no trust relations, then the set of neighbors for the active user
is empty. Therefore, the final prediction is equal to the mean
of ratings done by active users.

An important note which we would like to highlight is that
in the calculation of the RMSE measure, the square of errors
is considered. Therefore, large errors are weighted higher in
RMSE compared with MAE. Thus, generally, if large errors
do not affect F-measure, it seems that MAE can better reflect
RS’s accuracy in the rate prediction task.

We conducted a set of experiments to show the effec-
tiveness and performance of our proposed method regarding
cold-start users and all users. Also, for each set of experi-
ments, different sizes of training data are considered to study
the effect of available training data on the performance of our
proposed method.

C. EVALUATING THE PERFORMANCE FOR ALL USERS
According to the results in Tables (3-5), for all datasets and
all training sizes, the proposed method has performed best
in terms of MAE measures and, in some cases (6 out of 9),
has performed best in terms of RMSE measures. Koren [1],
and [35] demonstrated that small improvements in MAE or
RMSE could have a significant impact on the quality of the
top-few recommendations [16] and is not a trivial task.

For the Epinions dataset (Table 3), the proposed method
has performed best in terms ofMAE and RMSE in all training
sizes. The superiority of the proposed method compared with
other approaches is completely clear in the Epinions dataset.

In terms of F-measure metrics (Fig. 5), the proposed
method performed better than TCRec and ITRA in all train-
ing sizes in the Epinions dataset. In summary, the proposed
method is more accurate than all other benchmarking algo-
rithms in the Epinions dataset.

For the Ciao dataset (Table 4 and Fig. 5), the proposed
method has performed best in all training sizes in terms
of the MAE measure, and the superiority is significant.
In terms of RMSE, TCRec has performed best. However,
this superiority is not as significant as the superiority of the
proposed method considering the MAE. By a close look
at Fig. 5, it is clear that the in comparison with TCRec,
the proposed method performs better in all training sizes in
terms of F-measure. Also, the proposed method’s superiority
over the TCRec in terms of MAE is more significant than
the TCRec’s superiority in terms of RMSE. For example,
in training size {60%}, the difference between the RMSE
of the proposed method and that of TCRec is 0.0008 while
the difference in their MAE is 0.0115 which is much more
significant.

Finally, for the FilmTrust dataset (Table 5 and Fig. 5), the
proposed method performs better than TCRec in terms of
both MAE and RMSE. In training size {80%} the SVD++
performs better in comparison with the proposed method
in terms of RMSE; however, in training sizes {60% and
70%} the proposed method performs better in terms of
RMSE. In addition, for all training sizes, the proposed
method outperformed the SVD++ in terms of the MAE
measure.

To verify the statistical significance of the experiment,
a paired t-test has been performed on the experimental
results. Similar to the manner used in [15], if the output
of the t-test is less than 0.01, we consider the result is
statistically significant. The output of the t-test is reported
in Table 9. In the table, ‘+’ means statistical significance,

TABLE 3. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of all users for the Epinions dataset.

TABLE 4. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of all users for the Ciao dataset.
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TABLE 5. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of all users for the FilmTrust dataset.

FIGURE 5. F-measure of the proposed method and comparison methods (all users).

FIGURE 6. F-measure of the proposed method and comparison methods (cold start users).

TABLE 6. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of cold-start users for the Epinions
dataset.

and ‘-’ means no statistical significance. As one can see,
in most cases, the t-test output is significant. In the cases the
t-test is not significant, the proposed method still has a good
performance.

D. EVALUATING THE PERFORMANCE
FOR COLD-START USERS
In this sub-section, we study the performance of the proposed
method for cold-start users. The cold-start users are users who
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TABLE 7. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of cold-start users for the Ciao dataset.

TABLE 8. Performance of the proposed method and comparison methods in terms of RMSE and MAE in the case of cold-start users for the FilmTrust
dataset.

TABLE 9. The paired t-test results.

have rated at most ten items in the training dataset. Note that
only cold-start users are considered in the experiments of this
section.

For the Epinions dataset, the proposed method has per-
formed best in terms of MAE and RMSE in all training sizes
(Table 6), exactly like the result of the ‘‘all users’’ case.
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For the Ciao dataset (Table 7 and Fig. 6), although TCRec
performs better than the proposed method in terms of RMSE
for training sizes {60% and 80%}, in terms of MAE, the
proposed method performs better than all other compared
methods in all training sizes. The superiority of the proposed
method in terms of MAE is much more significant than
the superiority of TCRec in terms of RMSE. For example,
in training size 60%, the values of MAE for the proposed
method and TCRec are 0.735 and 0.7477, respectively, and
thus, the proposed method has achieved 0.0127 lower value
in terms of MAE. This is while TCRec’s outperformance is
about 0.0007 in terms of RMSE. In addition, in terms of
F-measure, the proposed method has performed better than
the other approaches in all training sizes.

Finally, for the FilmTrust dataset (Table 8 and Fig. 6),
in terms of MAE, the proposed method performed better
than all other compared methods in most cases. In terms of
F-measure, the TCRec performs better in comparison with
the proposed method, where this advantage in training sizes
{60% and 70%} is small. Note that the number of ratings in
the test set for cold-start users case in the FilmTrust with train-
ing size {80%} is small (in fact, FilmTrust has considerably
fewer ratings than Epinions and Ciao). Therefore, to study the
special case of the cold-start users in the FilmTrust, it is better
to pay more attention to the experimental results with training
size {60%} or {70%}.

In summary, in most cases (17 out of 18), the proposed
method has performed best in terms of MAE in all datasets,
and for both the cold-start and all users cases. Besides,
in terms of other performance measures, in most cases, the
proposed method works better than the other approaches;
however, for those cases that the proposed method is not the
best, it shows an acceptable performance. In other words, the
proposed method works well for both new users and the users
with a rich history. The other observation from experimen-
tal results is that the approaches that consider expert users
(the proposed method and ETBRec) work well in predicting
unseen items, especially for cold-start users.

V. CONCLUSION AND FUTURE WORK
In this paper, we studied how an RS designer can use social
trust as a complementary source to improve the performance
of an MF-based RS algorithm. As discussed, the simple
use of social trust cannot improve the performance of CF
algorithms, and how to best use social trust is still an open
question. To answer this question, we proposed an asym-
metric similarity measure to better comply with the asym-
metric nature of social relationships. Also, the similarity
measure considers both ratings and trust matrices, which lead
to higher performance. In addition, a simple link prediction
algorithm is proposed in order to utilize social trust better.
Finally, we used the user and item-based model to improve
the performance of the proposed method in a postprocessing
step. The result of all these considerations is that, in most
cases, the proposed method outperformed the state-of-the-art
trust-aware MF methods in terms of MAE measure. It also

works well in datasets with different levels of sparsity. For
future work, an interesting research direction would be to
investigate in which particular circumstances, the prediction
may degrade. Another research direction could be to use a
more complex but accurate combination of information or
RSs schemes in the postprocessing phase.
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