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ABSTRACT Artificial lights, which are powered by alternating current (AC), are ubiquitous nowadays. The
intensity of these lights fluctuates dynamically depending on the AC power. In contrast to previous color
constancy methods that exploited the spatial color information, we propose a novel deep learning-based color
constancy method that exploits the temporal variations exhibited by AC-powered lights. Using a high-speed
camera, we capture the intensity variations of AC lights. Then, we use these variations as an important cue for
illuminant learning. We propose a network composed of spatial and temporal branches to train the model with
both spatial and temporal features. The spatial branch learns the conventional spatial features from a single
image, whereas the temporal branch learns the temporal features of AC-induced light intensity variations
in a high-speed video. The proposed method calculates the temporal correlation between the high-speed
frames to extract the effective temporal features. The calculations are done at a low computational cost and
the output is fed into the temporal branch to help the model concentrate on illuminant-attentive regions.
By learning both spatial and temporal features, the proposed method performs remarkably under a complex
illuminant environment in a real world scenario in which color constancy is difficult to investigate. The
experimental results demonstrate that the proposed method produces lower angular error than the previous
state-of-the-art by 30%, and works exceptionally well under various illuminants, including complex ambient

light environments.

INDEX TERMS Temporal color constancy, temporal correlation, AC light, high-speed video.

I. INTRODUCTION
Color constancy is a fundamental task in the fields of
computer vision, computational photography and image
processing [1], [2]. Its ultimate objective is to recover the
intrinsic surface color by removing the effect of illuminant
chromaticity [3]-[6]. In this regard, it is crucial to separate
illuminant chromaticity from a digital image where surface
and illuminant colors are mixed. Thus, it is a significant
ill-posed inverse problem [7]-[10] that has been widely
investigated.

[luminant estimation has been primarily studied in the
spatial domain [11]. Spatial pixels were aggregated and
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analyzed from a single image to infer the illuminant of a
scene. The statistics-based approach exploits the assumption
that the color distribution of image pixels is statistically
achromatic [12]-[16]. Although this approach is widely used
in commercial devices, it is not effective for narrow color
distributions, such as regions with uniform color. However,
the physics-based approach estimates illuminant chromatic-
ity by applying the dichromatic model to a spatial image
[17]-[21]. Unlike the statistics-based approach, the physics-
based approach is effective for narrow color distributions.
However, determining the accurate model parameters is chal-
lenging owing to the severely ill-posed nature of the problem
addressed by the physics-based model. The performance of
this model critically depends on the number of specular pixels
that contain strong specular reflections [17], [19], [21], [22],
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making it practically difficult to extract genuine specular
pixels from an image [19], [21].

Recently, the dichromatic model-based illuminant esti-
mation in the temporal domain has been studied under
time-varying alternating current (AC) lights [23]-[25].
In these studies, experiments were performed using temporal
samples having identical diffuse reflections instead of spa-
tially similar pixels. These methods show superior perfor-
mances owing to the per-pixel estimation performed using the
dichromatic model.

As imaging technologies have advanced significantly in
recent years, high-speed consumer digital cameras have
become widely available at low prices. These days, they are
even available on smartphones [26], [27]. The high-speed
capture capability facilitates capturing quick changes in
motion and illumination [28], [29]. For example, high-speed
cameras can capture rapid time-varying illumination flickers
(caused by AC), which are imperceptible to human beings.

Conventional color constancy studies have exploited spa-
tial pixels and have shown marginal performances in pub-
lic illuminant environments with a mixture of various AC
illuminants. In this paper, we perform illuminant estimation
from the temporal flickers of AC lights using deep learning to
overcome the limitations of color constancy. We assume that
the temporal intensity variations caused by AC lights might
provide an important cue regarding illuminant colors, as has
already been validated in [23]-[25].

Unlike in the conventional methods, we estimate the illu-
minant color using a deep neural network that fuses spatial
and temporal features in an end-to-end manner. We aim to
learn the high-speed temporal variations of pixel intensity
deeply. The outline of the proposed method is shown in
Fig. 1. The proposed network takes considers spatial and
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FIGURE 1. Outline of the proposed method. The proposed
spatio-temporal network learns both temporal and spatial features to
estimate the target illuminant using high-speed video as the input.
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temporal information and is composed of two sub-networks,
i.e., temporal and spatial branches. In the dichromatic reflec-
tion model, the high-speed AC variations of temporal sam-
ples at a fixed location are closely related to the illuminant
color [25], [29]. Therefore, high-speed video frames are fed
into the temporal branch to extract temporal features from
the illuminant AC variations. The non-local temporal corre-
lations between the video frames are calculated in advance
to ensure that the model learns the temporal features more
efficiently. This allows the temporal network to concentrate
on attentive temporal features. On the contrary, the spatial
branch learns the spatial features from a single image.

Diverse experiments performed using the dataset showed
that the spatial features are useful for a simple illuminant
environment in which only a single AC light exists, whereas
the temporal features are advantageous in complex mixed-
illuminant (or ambient) environments. To benefit from their
respective advantages, the model learns the temporal and
spatial features together, and combines them to estimate an
illuminant. For performance evaluation, we construct a new
high-speed AC dataset composed of scenes that can be clas-
sified into two groups: the first group is composed of scenes
captured in a closed environment with one AC light, and
the other consists of common indoor scenes under ambi-
ent light. The experimental results show that the proposed
spatio-temporal network outperforms the previous state-of-
the-art methods, and that it operates robustly under various
illuminant environments.

The main contributions of this paper can be summarized as
follows:

o The color of an AC illuminant is estimated by learning
the temporal variations of illuminant intensity. This is
realized via deep learning using video frame inputs.

o To the best of our knowledge, our approach to exploit
temporal feature learning is the first trial of its kind in the
field of color constancy. We propose a spatio-temporal
network for illuminant estimation to make the model
learn spatial and temporal features simultaneously.
We observe that high-speed temporal features are useful
for illuminant learning, and spatial features can further
improve the performance of the proposed network.

o The non-local temporal correlation is calculated before
feature extraction. This enables the temporal branch net-
work to learn illuminant-sensitive regions easily, leading
to efficient illuminant learning.

o To demonstrate the robustness of the proposed method,
we constructed a new dataset composed of laboratory
and real-world videos. Using this dataset, we demon-
strate that the proposed method operates robustly under
various illuminant environments.

The rest of the paper is organized as follows: In Section 2,
we review related works found in literature on temporal and
deep learning-based color constancy. In Section 3, we dis-
cusses the color constancy on temporal domain and the moti-
vation of our work is presented. In section 4, we describe our
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proposed method in detail. Section 5 describes the dataset
we used. Experimental results and ablation study are given
in Section 6. Conclusion and future directions are given in
Section 7.

Il. RELATED WORKS

A. TEMPORAL COLOR CONSTANCY

Some color constancy methods [23]-[25], [30] that com-
monly rely on the dichromatic reflection model were pro-
posed based in the temporal domain. Based on the assumption
that the chromaticity of the incident light is constant between
consecutive frames, the authors of [23] and [24] derived
the chromaticity of the incident light using the dichromatic
model. Furthermore, the authors of [25] specifically con-
sidered time-varying AC lights. The temporal illumination
variations of the lights were captured using high-speed cam-
eras and exploited for estimating dichromatic planes. The
three aforementioned studies commonly applied temporal
samples in a video sequence to the dichromatic reflection
model. However, studies that estimate illuminants by train-
ing a model using video sequences are scarce. Thus, the
method proposed in this study is a novel approach to use a
spatio-temporal neural network. The conventional non-deep
learning methods [23]-[25] are highly sensitive to temporal
noise; in contrast, the proposed deep learning method per-
forms better in a noise-robust manner, even when weak and
noisy AC lights are employed in practical indoor scenes.

B. DEEP LEARNING-BASED COLOR CONSTANCY

Recently, several convolutional neural network (CNN) based
color constancy studies have been conducted [31]-[38].
Oh and Kim [32], illuminant estimation was formulated as
a classification problem that was solved using a CNN. The
target illuminant was estimated by the weighted sum of prob-
abilistic classification results using the network output, with-
out using the illuminant estimation directly. Bianco et al. [39]
estimated the illuminant locally using a CNN. The local
estimates were refined using non-linear local aggregation,
which yielded a global single estimate. Shi et al. [31] pro-
posed a neural network consisting of two sub-networks, i.e.,
hypotheses network (HypNet) and hypothesis selection net-
work (SelNet). The former generated two hypotheses regard-
ing the illuminant, and the latter chose the HypNet output
that was closest to the groundtruth. Hu ez al. [33] proposed
an end-to-end illuminant estimation network whose outputs
were pixel-wise illuminants and their confidences. A global
illuminant was estimated by the weighted sum of individual
pixel-wise illuminants using the confidence score. Bianco
and Cusano [35] introduced unsupervised learning for color
constancy. They used typical images available on the web
instead of a conventional color constancy dataset and its
illuminant labels. They assumed that the colors of these
images were approximately balanced. Yu et al. [37] proposed
a cascaded structure to improve the robustness of illuminant
learning. A channel attention-based re-weighting module was
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adopted by Xiao et al. [38] to adapt to the camera-specific
characteristics. Nevertheless, these previous methods only
adopted image learning with regard to spatial aspects.

Ill. COLOR CONSTANCY IN TEMPORAL DOMAIN

In Asia and Europe, 60 Hz is used as standard frequency of
AC electric power while 50 Hz is used in the Americas. For
a standard frequency of 60 Hz, the AC electric power causes
flickering at a rate of 120 times per second [28]. Although,
various types of electric bulbs, such as incandescent, fluores-
cent, and compact fluorescent lamps (CFLs) have different
fundamental principles for light emission, their brightness
commonly flickers with a sinusoidal shape. Fig. 2 shows
this AC variation. We can easily observe these AC flickers
by plotting the intensity of the fixed point on high-speed
frame axis. This can be an important cue for illumi-
nants. In conventional dichromatic main stream studies like
[19], [21], the authors used spatial pixels with identical dif-
fuse chromaticities because the intensity of those pixels varies
depending on the distance to a light source and this provides
a cue for illuminant color. However, this spatial dichromatic
line is very sensitive to noise, and it is highly challenging to
extract spatial pixels with identical diffuse chromaticities.
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FIGURE 2. Temporal variation of a pixel in a high-speed video. Its
variation is similar to that of a sinusoidal function with a frequency
of 120 Hz. Note that this variation is captured at 150 fps.

The motivation for this study is that the temporal variations
of an illuminant can be an important cue, and can be more
advantageous than spatial variations. However, as discussed
earlier, only a few studies have been conducted on temporal
color constancy [23]-[25]. In this section, we show that the
temporal variation of an individual pixel can be suitably
exploited for color constancy using the dichromatic reflection
model. The dichromatic reflection model can be expressed for
the temporal domain as:

I (x, 1) =mg (x, 1) Ac (x, 1) + my (x, ) Te (x, 1),
cer,g,b (1)

where I, (x, t) is pixel intensity at a location x and time ¢, A,
and I'; are the diffuse and specular chromaticities, respec-
tively, and, my and my are the diffuse and specular weights,
respectively. In high-speed videos, captured scenes in adja-
cent high-speed frames are nearly identical. Thus, the pixel
location x can be omitted by assuming a static video. Note
that we capture the scenes at 150 frames per second (fps).
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FIGURE 3. Proposed network structure composed of temporal and spatial branches.

Additionally, the diffuse and specular chromaticities are tem-
porally constant. Thus, (1) can be simplified as follows:

Ic (1) =mq (t) Ac +my (1) T 2)
Then, the frame difference between ¢ + Ar and ¢ is

I (t + A1) — 1 (t) = (ma (t + A) — mq (1)) A
+ (ms (1 + A) —mg ())Te (3)

Note that my, reflects the intensity of the incident light.
Yang et al. [23], [24] assumed that my (f + A) — mg (¢) was
negligible. Thus, the direct determination of an illuminant
was possible for a normal-speed camera. However, in the
study of Yoo and Kim [25], this term was not negligible at
a high-speed temporal scale. In their method, (3) physically
indicated a dichromatic plane, as it was the weighted sum of
two 3 x 1 RGB vectors. Thus, by calculating the intersection
of several planes from different samples, the illuminant can
be estimated as these planes share a specular chromaticity.

However, the study of Yoo ef al. had some limitations:
First, each extracted temporal AC sample should have a
different diffuse chromaticity. If some samples share a diffuse
chromaticity, the intersection of their planes will likely be
biased, leading to a low accuracy in the illuminant estimation.
Additionally, their study is not suitable for local shadow
or ambient light because illuminant chromaticity cannot be
shared in these cases.

Thus, deep learning is adopted for robust temporal color
constancy to overcome these limitations. Important temporal
features are extracted through a CNN and used for illuminant
estimation. As described earlier, the temporal relationship
between samples is important for illuminant estimation.
Yoo et al. represented the temporal relationships using
dichromatic planes and their intersections. Motivated by this,
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we introduce a temporal correlation method that measures the
correlation of temporal samples at a fixed location and exploit
it for illuminant learning. The conventional method employed
in [25] requires a cautious selection of pixels for dichromatic
plane estimation. In contrast, the proposed network automat-
ically learns temporally attentive features considering all the
temporal correlations in an end-to-end manner.

IV. SPATIO-TEMPORAL NETWORK ARCHITECTURE

Previous studies demonstrated that the illuminant color can
be estimated from a set of temporal samples using the dichro-
matic reflection model [23]-[25]. In this paper, we adopt a
data-driven deep learning approach instead of the theoretical
dichromatic one. The proposed network aims to extract the
temporal features of AC variations along with spatial features
that are useful for illuminant estimation. In the dichromatic
reflection model, it is assumed that the difference between
adjacent video frames at a fixed location indicates the AC
variations exhibited by an illuminant because diffuse chro-
maticity is maintained constant on the temporal axis. Based
on this observation, we construct a spatio-temporal network
comprising temporal and spatial sub-networks, as depicted
in Fig. 3. The temporal branch network mainly learns the
temporal features of a time-varying AC illuminant. The
high-speed video facilitates the observation of the AC flicker
between adjacent frames. This AC flicker is learned through
the temporal branch, and its feature is extracted. Before
feature extraction, the temporal correlations between video
frames are calculated using a non-local neural network, and
the input image is weighted using the temporal correlations,
as illustrated in Fig. 4. Then, the non-local weighted input
frames are fed into the temporal branch, leading to more
efficient feature extraction. The learned temporal features
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FIGURE 4. Calculation of the input temporal feature. Based on the
non-local neural method [40], the temporal correlation weight is
calculated and added to the input video feature.

concentrate on dynamically time-varying pixels, where the
effect of illuminant flicker is more conspicuous. Note that
this feature is similar to the AC pixels reported in [25]. The
spatial branch of the model aims to learn spatial features
from a single image as is accomplished in typical color con-
stancy deep networks. We observed that this branch helps in
improving the performance of the proposed method in simple
illuminant environments such as a laboratory, whereas the
temporal branch is advantageous for complex indoor envi-
ronments. In the proposed method, these two branches work
cooperatively to estimate the illuminant color, leading to a
robust estimation of the target illuminant.

A. TEMPORAL CORRELATION WEIGHT

According to the dichromatic model, multiple temporal sam-
ples at a fixed location in a scene form a dichromatic plane
(or line), and the dichromatic plane can be estimated for
each pixel. The intersection of multiple dichromatic planes
indicates an illuminant color. This indicates that the temporal
relationship between non-local pixels plays a crucial role
in illuminant estimation. In this paper, we propose a novel
temporal correlation method that exploits the correlation of
non-local features. It has been widely researched, and its
effectiveness has been demonstrated [40]-[42]. Based on
this approach, we estimate a temporal correlation feature.
As shown in Fig. 4, the input high-speed video of size H x
W x C x T is transformed to a gray-scale video whose size
is H x W x T. Then, the 3D video signals are rearranged to
the 2D matrix form of HW x T'. For correlation calculation,
the 2D matrix is multiplied by its transposed version. The
resulting correlation matrix whose size is HW x HW is
normalized in a row-wise manner using the softmax algo-
rithm [43], yielding the self-attention form; then, the input
video frames are weighted using the correlations. Finally,
both the weighted video frames and the original input frames
undergo a 1 x 1 convolution, and the output features are
combined. The resulting combination is fed into the temporal
branch. The temporal features mainly capture temporally
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attentive regions such as the AC pixels in [25]. In other words,
by reflecting the temporal correlation information in the input
video frames, we can automatically obtain an illuminant
map (to include AC variation information), which is very
useful for illuminant estimation as demonstrated in [25]. The
computation is simple because it is directly performed based
on the input video frames and not the feature. Thus, it does
not require HW x HW weight parameters unlike the model
proposed in [40]. Furthermore, the computation is performed
only once in the first layer.

B. NETWORK STRUCTURE
The proposed network is composed of two branches,
as shown in Fig. 3. Given a current frame I;, the input video
F; can be defined using the surrounding frames as F, =
Mg, Ly - -, Lipk ). Thesize of Fis H x W x C x T,
whereas that of I; is H x W x C. Here, T is the number
of frames in F;, which satisfies T = 2k + 1. F; is used as
an input for temporal learning, whereas I, is used for spatial
learning. In this study, EfficientNet-BO [44] is used as the
backbone for the spatial and temporal branches to extract
deep illuminant features. The structure of EfficientNet-BO
is similar to that of MNasNet [45], as it uses a mobile
inverted bottleneck MBConv block [46]. It is composed of
six MBConv blocks and two additional convolution layers.
Squeeze and excitation optimization [47] is added to it, and
three model hyper-parameters (network depth, width, and
resolution) are efficiently balanced using EfficientNet. This
network demonstrates a powerful learning performance with
a significantly low number of parameters. The temporally
enhanced feature matrix is used as an input for the temporal
branch, whereas the spatial branch uses I;. The output fea-
tures of the final layer (the one before the fully connected
layer) are concatenated, and fed into the fully connected layer.
This fully connected layer produces an output vector with
a size of 3 x 1. This vector is normalized to produce an
estimated RGB illuminant vector, f.

Given a ground truth illuminant, Iy, our proposed network
is trained to minimize the following loss function:

. T, T
L(I','y) = arccos g—A) )
(P.r) (|| Tl 1]

where ||| is L, norm, and £(T, I'g) is the angular error
between the estimated illuminant and the ground truth illu-
minant. In our proposed method, subnets have a common
purpose, which is to extract deep illuminant features. The
contribution of each branch depends on the illuminant char-
acteristics of a scene. As shown in the following Ablation
study, the spatial branch is more important for illuminant esti-
mation in simple and monotonous illuminant environments,
whereas the temporal branch plays a more important role for
rather complex illuminant environments (mixed AC lights).
This indicates that the proposed network adaptively learns
illuminant features using the illuminant characteristics of a
scene.
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An input image can be corrected using the estimated
illuminant. The proposed method applied the von Kries
model [48], which scales the channel values of each pixel
using the corresponding values of the normalized estimated
illuminant.

V. DATASET

The proposed method exploits the high-speed video cap-
tured under AC light sources. The datasets commonly used
in previous methods such as SFU Laboratory [53] and
Gehler-Shi datasets [54] are composed of single shot images,
thus they are not suitable for the proposed method. Recently,
the INTEL-TAU dataset [55] has been published. It contains
7022 images in total, which is the largest number of images
for a color constancy study. The dataset of [25] satisfies the
requirements of the proposed method, but it was obtained in
a closed environment using a matte cloth. Thus, the effect
of external ambient light was not considered, and its scenes
were monotonous and simple. To reflect the complex illu-
minant environments in the real world, the dataset of [25]
was extended by adding the scenes of open spaces cap-
tured in the indoor environment. An additional dataset was
constructed using a Sentech STC-MCS43U3V high-speed
camera at 150 fps and an exposure time of 1/300, which is
identical to the setting in [25]. As white balance is generally
applied immediately after demosaicking in the image signal
processing pipeline, the raw video is first linearized, and
then demosaicked using the camera software provided. The
demosaicked images are resized from 740 x 540 to 240 x
180 to reduce the computational cost.

The total number of scenes in the dataset is 225, i.e.,
150 scenes (66.7%) for training and 75 scenes for evaluation
(33.3%). The set is categorized into two groups: one consist-
ing of scenes captured in closed environments (33.3%), and
the other consisting of scenes captured in public open indoor
environments (66.7%). The number of frames in our video is
30, which is much more than the number of frames we use in
the proposed method (7" = 5). To the best of our knowledge,
this is the first video-based dataset in color constancy studies
that is captured under AC light sources.

With regard to the first group, the scenes are captured using
a set-up identical to that used in [25], i.e., the external ambient
light is completely blocked using a matte cloth. Thus, it is a
simple and ideal environment. Two types of AC lights, i.e.,
incandescent and fluorescent lights, are used to produce equal
numbers of scenes. The top row of Fig. 5 shows the sample
scenes of the first group. The number of objects in a scene
is at least three to guarantee the performance of the statistical
methods. These scenes include various objects, such as metal,
rubber, textile, stone, and plastic objects.

In contrast, the scenes in the second group are captured
in indoor public places, such as a library, cafe, hotel and
museum. These types of scenes are not included in the dataset
of [25]. These scenes are mostly captured under ambient
light, such as primary AC light with daylight or secondary
AC lights. Although such scenes are challenging with regard
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FIGURE 5. Some samples from the proposed dataset. To reflect the
complex illuminant environments of the real world, the dataset is
composed of various scenes under ambient light. The number of colors in
a scene is more than four to guarantee desirable performance of the
existing methods to a certain extent.

to illuminant estimation, they are very common in practical
scenarios. As shown at the bottom of Fig. 5, these scenes are
affected by the mixture of various light sources, including
the sun (daylight). We expect that the illuminant estimation
performance can be evaluated more practically using this
proposed dataset.

Note that all the scenes are captured additionally with a
color checker for measuring the ground truth illuminant. The
proposed method is evaluated and analyzed using this dataset.
The details of these studies are described in the following
section.

VI. EXPERIMENTAL RESULTS

The experiments are performed on a computer powered by
an Intel 17-8700 CPU with 16GB RAM and two NVIDIA
GTX 1080 Ti GPUs. The Adam optimizer is used for training
the network at a learning rate of 0.001. We use five frames
from a video input; thus, 7 = 5. We concatenate consecutive
video frames as the network input of the temporal branch.
The details of the experimental results are described in the
following subsections.

A. COMPARISON WITH CONVENTIONAL METHODS

Table 1 compares the proposed method with conventional
state-of-the-art methods. The performance is measured using
L (f, I'g). The con-
ventional color constancy methods can be categorized into
four groups: statistics-, gamut-, physics-, and learning-based
method. Physics-based methods generally use the dichro-
matic reflection model. While IIC [19] and ICC [21] rely on a
dichromatic line estimated from spatial samples on specular
regions, Yoo and Kim [25] estimated a dichromatic plane
for more accurate illuminant estimation by exploiting the
AC pixels on the temporal axis. Note that Bianco et al. [39]
and FC4 [33] are deep learning-based methods, whereas fast
Fourier color constancy (FFCC) [52] learns filter parameters
using UV histograms. For fair comparisons, the performances
of the single-image-based methods are averaged for five
frames (which is the same as the proposed method). Further,

the angular error given by e =
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TABLE 1. Angular error comparisons of various conventional methods.

Method Mean | Median | Trimean | Best-25% | Worst-25% | Closed | Ambient

Gray world 4.08 3.42 4.20 1.27 8.34 6.28 297

Max-RGB [49] 13.22 13.62 12.20 5.92 20.65 14.85 12.40

Statistics-based | Shades of gray [12] 5.56 4.40 5.11 1.40 12.61 5.65 5.12
1% order grey edge [13] 10.34 9.94 8.41 2.69 18.84 7.72 11.65

2M order grey edge [13] 12.39 12.12 9.18 3.65 22.06 9.59 13.79

Grey pixels [14] 8.17 6.41 6.10 1.79 17.88 7.19 8.65

Pixel gamut [50] 8.62 7.59 5.48 2.71 16.36 9.30 8.28

Gamut-based 1% order gradient gamut [51] 10.69 9.48 9.25 3.95 18.06 12.10 9.99

2" order gradient gamut [S1] | 10.54 10.36 8.93 2.24 19.54 12.73 9.44

1IC [19] 4.25 3.28 2.93 1.03 9.08 3.94 441

Physics-based | ICC [21] 3.47 2.72 4.92 1.10 7.53 5.17 2.61
Yoo et al. [25] 4.60 3.75 4.60 1.59 8.91 3.65 5.07

Bianco et al. [39] 1.79 1.12 1.20 0.36 442 1.44 1.97

Learning-based FFCC [52] 1.42 0.68 0.22 2.52 1.04 0.19 2.04
FC4 [33] 2.26 2.05 2.00 0.76 4.17 2.30 2.25

Proposed 1.00 0.43 0.40 0.26 2.57 0.56 1.22

the learning-based methods are trained in the same way as the
proposed method.

Table 1 presents the performances of the color con-
stancy methods using several statistical angular errors: mean,
median, trimean, best-25%, and worst-25%. Furthermore, the
results of the mean angular error are further classified as
those obtained for closed environments and those for ambi-
ent environments to evaluate the robustness against practical
illuminant environments. As listed in Table 1, the proposed
method achieves the lowest angular error with regard to both
the mean and median. Fig. 6 shows the training curve of the
loss function for the proposed network. The proposed method
effectively learns illuminant features with a small number of
epochs.

18
16
14
12
10

Angular Error (deg.)

SN b N

0 200 400 600

Epoch

800 1000

FIGURE 6. Training curve of the proposed loss function. As both the
spatial and temporal branches share an identical angular loss function,
the proposed network adaptively learns illuminant features with a small
number of epochs.

B. ABLATION STUDY

To demonstrate the effectiveness of the proposed network,
we conduct several experiments to determine the contribu-
tions of spatial and temporal information to the overall per-
formance. As presented in Table 2, we index the ablation
experiments from 1 to 5, where 5 corresponds to the proposed
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TABLE 2. Ablation study using various inputs.

Total image Closed | Ambient
Ablation study Mean [ Median Mean
1. Image 2.64 1.45 2.56 2.68
2. Video 1.24 0.45 0.61 1.56
3. Wvideo 1.15 0.37 0.90 1.27
4. Image + video 1.33 0.52 0.55 1.71
5. Image + Wvideo 1.00 0.38 0.56 1.22

network. Ablation studies 1 and 2 are conducted to identify
the significance of spatial and temporal information for illu-
minant estimation. Ablation study 1 uses the spatial branch
of the network, whereas Ablation study 2 uses the temporal
branch of the network. Ablation study 4 evaluates the effect
of combining the spatial and temporal features. Finally, the
effects of temporal correlation weight (Fig. 4) for video and
image + video are evaluated in Ablation studies 3 and 5,
respectively. Note that Wvideo is an abbreviation for the
temporal-correlation-weighted video.

1) BENEFIT OF HIGH-SPEED TEMPORAL FEATURES

To confirm the advantage of high-speed temporal features,
we compare the performance obtained using a video with
that obtained using a single image input by employing an
identical network (EfficientNet-B0). Note that the only dif-
ference between the two networks for Ablation studies 1 and
2 is the channel number of the first layer. The network with
video input employs the temporal branch without the tem-
poral correlation module, and the model with a single image
input uses the spatial branch shown in Fig. 3. The results of
Ablation studies 1 and 2 (Table 2) show that learning using the
high-speed video is considerably more effective than learn-
ing single images of closed and ambient environments. This
suggests that the high-speed temporal variations exhibited by
illuminants play a vital role in illuminant estimation.

2) EFFECT OF SPATIAL FEATURES
In Ablation study 1, we experimentally confirmed that
high-speed AC flickers are an important cue for illuminant
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(a) (b)

(c) (d)

FIGURE 7. Visualization of the learned features (output of the first layer in the network) and comparison of the ablation studies in Table 2 (1 x 1 layer).
(a) Original image, (b) spatial branch in Ablation study 1, (c) temporal branch in Ablation study 2, (d) temporal branch with correlation weight in Ablation

study 5.

estimation. In Ablation study 4, we feed a single image and
video to the network. For closed environments, the result
demonstrates that the combination of ‘video + image’ is
superior to the case where only the video is used, however,
this combination is found to be inferior in the case of ambient
environments. This indicates that the spatial feature is effec-
tive for a single uniform illuminant environment. However,
it is not beneficial for complex illuminant environments. This
can be also confirmed by comparing the results of Ablation
study 3 with those of Ablation study 5. By adding spatial
features to the temporal branch with correlations, the per-
formance in closed environments is considerably improved.
However, the performance gain is marginal in the case of
ambient environments.

3) CONTRIBUTION OF TEMPORAL CORRELATION

In Section IV, we discussed the method for calculating
temporal correlations. Adding a temporal correlation to the
temporal branch makes it easy for the model to concentrate on
attentive temporal features. By comparing the results of Abla-
tion study 2 with those of Ablation study 3, we can observe
that the performance achieved using the video as the input
can be further improved by using temporal correlations. Sim-
ilarly, upon comparing the results of Ablation studies 5 and 4,
we can observe that the performance of the combined network
is considerably better. The effect of temporal correlation is

VOLUME 10, 2022

prominent for complex ambient environments, in which it
is difficult to estimate illuminant chromaticity using spatial
features only. The illuminant chromaticity can be accurately
estimated by using the dynamic temporal fluctuations of AC
bulbs and their correlations.

Fig. 7 compares the features of the first layer in the
proposed network for various inputs, i.e., (b) single image,
(c) high-speed video, and (d) temporal-correlation-weighted
high-speed video (Ablation studies 1, 2, and 3 in Table 2,
respectively). It was observed that the learned features
(b) and (c) are similar to the input image, (a). In contrast,
the pixels with temporally specular-sensitive regions are well-
captured for (d). The high-speed temporal feature corre-
sponding to AC variations is exploited for extracting strongly
illuminated regions in an image, and the consideration of the
temporal correlation plays a key role in making the model
concentrate on illuminant-attentive regions during the learn-
ing stage.

C. HIGH-SPEED VS. NORMAL VIDEO INPUT

Inspired by the minute variations of light from an AC light
source in high-speed frames, we design the proposed network
to learn temporal features for illuminant estimation. High-
speed capture is essential in the proposed method. We believe
that high-speed information can improve the optimal con-
vergence of the deep network owing to the usefulness of
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TABLE 3. Angular error comparisons using a normal video.

Total image Closed | Ambient
Mean | Median Mean
Normal 1.42 0.92 1.04 1.60
High-speed 1.00 0.38 0.56 1.22
1.1 -
? ——Normal video
§ 105k fﬁighfspged video
g ‘
i ‘ |
o
N &
= ‘
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FIGURE 8. Pixel variations with normal (25 fps) and high-speed (150 fps)
videos. By fixing the locations of camera and objects, we captured an
identical region (denoted by the red point) in normal and high-speed
videos.

the temporal features. Fig. 8 shows the variations of pixel
intensity. The locations of the camera and objects are fixed
to compare the variations of a pixel between normal and
high-speed videos. Then, an identical pixel is captured at a
normal frame rate (25 fps) and a high frame rate (150 fps).
As shown in Fig. 8, the pixel corresponding to the high-speed
case fluctuates sinusoidally, whereas the pixel corresponding
to the normal case varies irregularly. This indicates that the
variation of pixel intensity in the normal case is caused by
noise, rather than the change in the brightness of an illu-
minant. The proposed network is trained using a standard
video to demonstrate the effectiveness of high-speed AC
variations. For a fair comparison, the standard video dataset
is composed of scenes identical to those of the high-speed
video dataset. Particularly, for the standard video experiment,
the high-speed video is sub-sampled to a low frame rate.
As presented in Table 3, it is observed that the proposed net-
work with high-speed video input learns the temporal features
better than the one with the standard video input. In other
words, the high-speed sinusoidal variation is an extremely
important cue for illuminant learning.

D. COMPLEX MOTION VIDEO

There would be complex motion scenes in real environments.
To verify that the proposed method is robust to motion
changes, 11 additional test scenes with moving objects were
captured. Additional test scenes cover various moving situa-
tion, dynamic movements such as working and running, and
small movements such as hand shaking. Table 4 compares
the proposed method with the learning-based SOTA meth-
ods [33], [39], [52] using moving dataset. Compared with
the result of static dataset, the performance of the proposed
method is slightly inferior to FFCC. As the proposed tem-
poral correlation concentrates on the varations of AC pixels,
extreme motions can disturb estimating meaningful temporal
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TABLE 4. Angular error comparisons in the complex motion scenes.

Bianco et al. [39] | FFCC [52] | FC4 [33]
5.30 3.65 4.49 3.74

Proposed

Angular
error

correlation weight. However, the proposed network not only
uses temporal correlation weight, but also uses temporal fea-
ture (high-speed video) and spatial feature (a single image).
Furthermore, the frame rate of high-speed camera is 150fps,
which is significantly faster than normal cameras. Therefore,
even if the movement in the scene is complex, the difference
between frames is relatively small compared to normal video,
so its influence is also reduced. Therefore, the proposed
method can achieve meaningful performance in the complex
motion scene.

VIl. CONCLUSION

We proposed a deep spatio-temporal network for performing
illuminant estimation using a high-speed video as an input.
Using this high-speed video, we could capture the minute
temporal variations of AC light. We used these variations
as an important cue for illuminant estimation. The proposed
network comprises temporal and spatial branches for the effi-
cient extraction of spatial and temporal features. We adopted
temporal correlations and included them in the temporal
branch to effectively concentrate on temporal features. As the
existing dataset is insufficient to reflect real-world scenarios,
we extended the conventional dataset by adding real-world
scenes that were captured in complex illuminant environ-
ments. The experimental results showed that the proposed
method performed robustly under various illuminant environ-
ments and that its performance was better compared with that
of other state-of-the-art methods. In future work, the use of
the deep spatio-temporal network can be extended not only
for color constancy, but also for other tasks that can exploit
the temporal characteristics of illuminants such as highlight
removal.
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