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ABSTRACT Scene change detection is an essential process of frame rate up-conversion (FRUC). The
performance of FRUC highly dependents on the accuracy of scene change detection. This paper proposes
a new scene-change detection method that uses analysis of luminance level of the histograms for FRUC.
The histogram luminance level refers to the statistical average luminance value obtained from the generated
histograms for each region. Existing histogram-based scene changemethods calculate the difference between
optimal threshold values using an automatic thresholding technique or extract the difference between the
histogram shape to detect the scene change. The automatic thresholding method uses iterative operations—
the difference between the histogram shape is simply a method of calculating the luminance difference for
the current and previous frames. Thus, it requires many computational resources and incorrectly detects
a scene change because calculating the histogram shape cannot reflect regional image characteristics.
The proposed method addresses these problems using histogram luminance levels for each region in the
given frames. It calculates the level differences between the previous and current frames to detect the
initial scene change regions. Moreover, the proposed method refines the initial scene change regions by
analyzing the distribution of surrounding detected regions and uses refinement to enhance scene-change
detection accuracy. In the experimental results, the proposedmethod increased the average F1 score to 0.4816
(a 122.51% improvement) compared with the benchmark methods. The average computation time per pixel
of the proposed method also decreased to 13.5323 µs (a 87.06% reduction) compared with the benchmark
methods.

INDEX TERMS Frame rate up-conversion, histogram luminance level, scene-change detection, motion
estimation.

I. INTRODUCTION
Frame rate up-conversion (FRUC) is a technique that
increases the frame rate of original videos by insert-
ing interpolated frames between two consecutive frames
[1]–[4]. Interpolated frames are generated using motion vec-
tors (MVs), which is the displacement of an object between
consecutive frames. FRUC has been used for various appli-
cations, including film-to-video conversion to increase the
frame rate of films at 24 frames per second (fps) to 50 or
60 fps [5], motion blur reduction in hold-type displays
such as liquid crystal displays (LCDs) [6], and TV standard
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FIGURE 1. Basic illustration of FRUC based on the frame interpolation
scheme.

conversion with different frame rates [7]. FRUC is an essen-
tial technique to match the fps of the input video and display
system.

FRUC consists of three primary steps [1]–[4]: motion
estimation (ME), MV smoothing (MVS), and motion-
compensated interpolation (MCI). ME calculates MVs of
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FIGURE 2. Comparison of interpolated frames: (a) previous frame, (b) current frame, and (c) interpolated frame without
scene-change detection.

FIGURE 3. Overall architecture of frame rate up-conversion (FRUC).

an object, a displacement between two consecutive frames.
MVS corrects the outliers in a set of MVs called by an
MV field. MCI generates a new interpolated frame between
two original frames using the calculated MVs, as depicted
in Fig. 1.

ME is the most important of these steps because the perfor-
mance of FRUC is highly dependent on the accuracy of the
MVs calculated by the ME, assuming that the same object
exists in the consecutive frames. Conventional FRUC often
fails to estimate MVs accurately when an object does not
exist within the consecutive frames due to a scene change,
so the interpolated frames with poor quality are generated,
as depicted in Fig. 2. Therefore, the scene-change detec-
tion process—which considers both a local scene change,
a partial change between consecutive frames, and a global
scene change, which is the entire change between consecutive
frames—is essential for FRUC to correct the MVs to improve
the quality of interpolated frames.

For decades, several scene-change detection methods
have been proposed. The MV-based scene-change detec-
tion method [5] calculates the block-based MV difference
between the previous and current frames to detect the scene
change. Motion residual ratio-based scene-change detec-
tion [6] was proposed to increased scene-change detection
accuracy. This method uses the ratio of the sum of the
absolute difference MVs and motion residuals between the
previous and current frames to detect the scene change.

An optical flow-based scene-change detection method was
proposed [7] to improve scene-change detection accuracy.
This method uses the statistical properties of optical flows—a
valuable and effective method to track the motion of an object
between consecutive frames—to find the MVs in the con-
secutive video frames. The optical flow-based scene-change
detection method can detect the rapid scene changes in the
video frames by analyzing the variation in optical flows.

The histogram-based scene-change detection method
detects a scene change using the difference between the
histogram shape between the previous and current frames.
The conventional scene-change detection methods described
previously only considered a global scene change between
consecutive frames. However, the local scene change should
be considered to improve the quality of an interpolated frame
by correcting the wrongly calculated MV in the local scene
change region during the FRUC process.

Therefore, a block-based histogram-based method [8] was
proposed to consider local scene change for FRUC applica-
tion. In this method, a histogram of the block region corre-
sponding to each consecutive frame was generated, and the
difference between the block-based histograms was calcu-
lated to detect the local scene change. However, because this
method calculates the difference between the histogram shape
of the corresponding regions for the current and the previous
frames, it is difficult to calculate an accurate difference value
between the two regions.

Consequently, a scene-change detection method [9] that
can automatically determine the threshold value was pro-
posed to solve this problem. It generates the histograms for
each block between consecutive frames and analyzes the his-
togram distribution using the Otsu method [10] for automatic
thresholding to determine the scene change. However, this
method requires significant computation because iterative
operations are required to calculate the threshold.

A histogram shape-based scene-change detection
method [11] was proposed. This method extracts the shape
of the histogram for previous and current frames. It then
determines the scene change for each block by calculating
the point-based distance using the extracted histogram shape.
This method also uses block merging and block smoothing
to improve scene-change detection accuracy. This method
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accumulates the difference between the luminance values
corresponding to the same position of the current frame and
the previous frame, so it is vulnerable to fast-moving objects,
camera motion, and image noise components. Accordingly,
there is an opportunity to improve the performance of scene-
change detection by accurately extracting the region charac-
teristics of the corresponding frames.

FIGURE 4. Block diagram of the proposed scene-change detection
method and result images generated by each proposed step.

Most recently, owing to the great success of the deep
neural network (DNN), in the field of computer vision
task, scene change detection methods using DNN have also
been proposed. A deep graph matching network-based scene
change detection method that establishes object correspon-
dence between an image pair is proposed [12]. This method
can detect object-wise scene changes using the object match-
ing technique without precise image alignment. For object
detection, they use Faster R-CNN [13] with ResNet-101 [14]
to define the bounding boxes for each of the input images. For
determination of scene changes, scene classification-based
method was proposed [15]. Two convolutional modules are
used to extract the deep representation of bi-temporal input
frames. CorrFusion module consists of fully connected layer
and batch normalization which are employed to project bi-
temporal features into a lower dimensional feature space

and normalize the features. To obtain the final scene clas-
sification, this method uses the softmax layers. To detect
the scene change in a target domain using prior knowledge
learned from multiple source domains, a selective adver-
sarial adaptation-based scene change detection method was
proposed [16]. The adaptation between multisource and tar-
get domains is performed by two domain discriminators.
Adversarial learning is used to align the distribution of
selected source and target samples. A classification method
by adding depth information to assist the sematic information
for better detecting scene changes has been proposed [17].
In this method, the depth information can be expressed
more accurately by designing themodification strategywhich
combines high-level sematic features and low-level edge sen-
sitive features. However, since the above mentioned methods
are DNN-based methods which require training process and
many computation resources for competitive performance,
they are not suitable for FRUC application. In this paper,
we focus on the development of the scene change detection
suitable for FRUC application that does not require a large
amount of computation resources and any training process.

In this paper, we propose extracting the luminance level
in the histogram-based scene-change detection method for
FRUC. The proposed method uses a new operation module
based on the previous histogram-based scene change meth-
ods [8]–[11] to improve the performance of the scene change.
We considered the statistical characteristics to reflect the cor-
responding region of the given frames more efficiently than
the existing histogram-based scene change methods [8]–[11].
In addition, the proposed method further improves the detec-
tion accuracy compared to the existing histogram-based scene
change methods [8]–[11] by combining a post-processing
that refines the initial scene change regions. Specifically,
it generates a histogram of each block for previous and current
frames. The proposed method then analyzes the statistical
characteristics of the generated histogram to extract the lumi-
nance level of each region between the previous and current
frames. It generates the block-level histograms and extracts
the luminance level by removing the meaningless pixel infor-
mation in the histogram to extract the luminance level more
accurately than calculating the average luminance value for
each block.

We determine that a scene change occurs by calculating the
difference between the extracted luminance levels in the given
consecutive frames for the corresponding region. Further-
more, the proposed method uses the correction method of the
falsely detected regions to increase scene-change detection
accuracy. The main contributions of this paper are as follows:

1) The proposed method uses the histogram luminance
level to extract the luminance characteristics for each
block of the frames—a simple yet effective method to
extract the characteristics of the corresponding region.

2) The proposed method requires minimal computation
compared to other existing scene-change detection
methods because it does not require an iterative oper-
ation. We also use a refinement method to correct the
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initial scene change regions detected using the differ-
ence in luminance levels in the previous step to improve
scene-change detection accuracy.

3) We verified the performance of the proposed
scene-change detectionmethod by comparing the inter-
polated frames generated by the conventional FRUC
algorithm [18]. Moreover, we compared the overall
performance of the proposed algorithm by identifying
the relationship between the scene-change detection
accuracy and the processing time.

The remainder of this paper is organized as follows.
Section II describes the proposed scene-change detection
method. Section III compares the scene-change detection
accuracy of benchmark methods with that of the proposed
method. Furthermore, Section III presents the quality eval-
uation of the interpolated frames generated by conventional
FRUC and the computational complexity of the proposed and
benchmark methods. Finally, Section IV concludes the paper.

II. PROPOSED METHOD
The overall FRUC architecture that uses the proposed scene-
change detection method consists of four steps (Fig. 3):
RGB-to-YCbCr conversion, ME and MV correction, MCI,
and YCbCr-to-RGB conversion. In Step 1, FRUC converts
the RGB color space to the YCbCr color space for input
frames. In Step 2, the FRUC method extracts the Y image
(i.e., the luminance). It then calculates MV information of the
current Y image for each block using the previous and current
Y images. FRUC generates the interpolated frame using the
result of the proposed scene-change detection method. When
a scene change is detected, FRUC is not applied to the first
frame after the scene change to prevent the artifacts in the
interpolated frame caused by incorrect MVs.

If the FRUC process detects the global scene change,
it replaces the interpolated frame with the previous frame,
and if it detects the local scene change, the FRUC repeats
the previous frame only for the scene change regions to pre-
vent visual artifacts of the interpolated frame. MV correction
modifies erroneously estimated MV information. In Step 3,
the MCI generates the interpolated frame in the YCbCr color
space using the modified MV information. In Step 4, the
FRUC method generates interpolated frame in the YCbCr
color space and converts it to the RGB color space for the
resultant frame.

The proposed scene-change detection method consists of
three steps (Fig. 4): block partition of the input frames, gen-
eration of the initial scene change region, and refinement of
the initial scene-change region. The detailed operations of
the proposed scene-change detection method are described
in detail as follows.

A. BLOCK PARTITION OF THE INPUT FRAMES
First, the proposed method converts the RGB color space of
input frames into the YCbCr color space. It then extracts only
the Y component among the YCbCr components to generate
the luminance image. The purpose of the proposed method

is to detect both global and local scene changes. Therefore,
we divide the input frames into several blocks of 8 × 8
pixels to consider both global and local scene changes. This
block size is the most widely used in FRUC applications
[1], [19], [20]. The block-based histogram generation is then
performed for each previous and current block in the next
step.

B. GENERATION OF THE INITIAL SCENE-CHANGE REGION
The central idea of the proposed method is that the dif-
ference between the histogram luminance levels for the
corresponding regions of the previous and current frames
is significant. Hence, the histogram luminance level dif-
fers remarkably when a scene change occurs. The proposed
method analyzes the block-based histogram to detect a local
scene change. If the scene change occurs locally, the proposed
method detects the scene change using the difference between
the region characteristics (i.e., the difference in luminance
levels).

After generating the histogram for each region, the pro-
posed method removes the meaningless values for pixels that
occupy less than 10% of the total number of pixels. We ana-
lyze the luminance level in the histogram by determining the
representative values of the generated histograms as follows:

ALi,j =
n∑

k=1

k ·
(
BHi,j(k)/Ti,j

)
,

Ti,j =
n∑

k=1

BHi,j(k), (1)

where BHi,j(k) is the histogram value of the (i, j)-th block,
k is the bin index of the generated histogram, Ti,j is the
total histogram value of the (i, j)-th block-based, and n is
the total number of bins (set to 26 based on extensive exper-
imental results). After extracting the representative values
of the histograms, we calculate the difference between the
representative values for each corresponding block for the
previous and current frames as follows:

DPi,j =
∣∣∣ALprevi,j − AL

curr
i,j

∣∣∣ , (2)

where ALprevi,j and ALcurri,j are the luminance level of the
(i, j)-th previous and current blocks, respectively, and
DPi,j is the difference in luminance levels between the
(i, j)-th previous and current blocks.
Then, the proposed method determines the initial scene

change regions through thresholding of the luminance level
difference using a predetermined threshold. In determining
the initial scene change regions, if the difference in luminance
levels for each block of the previous and current frames is
greater than a predefined threshold (T1), the corresponding
region is regarded as the initial scene change region. This
process can be defined as follows:

IBi,j =

{
1, if DPi, j > T1,
0, otherwise,

(3)
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where IBi,j is the (i, j)-th initial block where the scene change
occurs and T1 is the predefined threshold value (set to 5 based
on various experimental results).

C. REFINEMENT OF THE INITIAL SCENE-CHANGE REGION
After generating the initial change regions, we need to refine
the detected regions through the proposed refinement pro-
cess. This process determines the scene change regions by
analyzing whether a scene change occurs in the neighboring
blocks surrounding the current block. We divide the eight
neighboring blocks into four regions: top, bottom, right, and
left.

The top region (RTi,j) includes IBi,j−1, IBi−1,j−1, IBi−1,j,
IBi−1,j+1, and IBi,j+1 and the bottom region (RBi,j) includes
IBi,j−1, IBi+1,j−1, IBi+1,j, IBi,j−1, and IBi+1,j+1. The right
region (RRi,j) includes IBi−1,j, IBi−1,j+1, IBi,j+1, IBi+1,j+1, and
IBi+1,j and the left region (RLi,j) includes IBi−1,j, IBi−1,j−1,
IBi,j−1, IBi+1,j−1, and IBi+1,j. After dividing each block into
four regions, the proposed method finally determines the
corresponding region as the scene change block if the number
of initial scene change blocks is greater than a predetermined
threshold (T2) as follows:

RTi,j =
1
5

(
IBi,j−1 + IBi−1,j−1 + IBi−1,j

+ IBi−1,j+1 + IBi,j+1
)
,

RBi,j =
1
5

(
IBi,j−1 + IBi+1,j−1 + IBi+1,j

+ IBi,j−1 + IBi+1,j+1
)
,

RRi,j =
1
5

(
IBi−1,j + IBi−1,j+1 + IBi,j+1

+ IBi+1,j+1 + IBi+1,j
)
,

RTi,j =
1
5

(
IBi−1,j + IBi−1,j−1 + IBi,j−1

+ IBi+1,j−1 + IBi+1,j
)
,

FBi,j =

{
1, if (RTi,jorR

B
i,jorR

R
i,jorR

T
i,j) > T2,

0, otherwise,
(4)

where FBi,j is the (i, j)-th final block where the scene change
occurs and T2 is the predefined threshold value to deter-
mine the final scene change region. T2 is set to 0.5 in this
paper.

The central idea for refinement is that even if the current
block is not designated as the initial scene change region,
the possibility of the scene change for the current block
is high if the neighboring blocks surrounding the current
block contain scene changes (Fig. 5). Similarly, even if
the current block is designated as the initial scene change
region, the possibility of a scene change for the current
block is low if the neighboring blocks surrounding the cur-
rent block does not contain scene changes. It is reason-
able to consider splitting the eight neighboring blocks into
four portions directionally. With this refinement process,
the proposed method can accurately detect the scene-change
regions.

III. EXPERIMENTAL RESULTS
We performed various experiments to evaluate the perfor-
mance of the proposed and benchmark scene-change detec-
tion methods. First, we visually compared the quality of
the interpolated frames generated by the FRUC using the
proposed and benchmark scene-change detection methods.
We set the block size and search range size of the FRUC to
8× 8 pixels [1], [19], [20] (which is most widely used for the
FRUC applications) and 16 pixels [1], [21], respectively. The
search range size is a range that the search can be performed
around the current block.

Second, we evaluated scene-change detection accuracy for
the proposed and benchmark methods. We evaluated scene-
change detection accuracy using the most popular evaluation
metrics: Precision (P), Recall (R), and F1 score (F1) [9], [11],
[22]–[24]. These evaluation metrics are defined as follows:

P =
NTP

NTP + NFP
, R =

NTP
NTP + NFN

, F1 = 2×
P× R
P+ R

,

(5)

FIGURE 5. (a) Four surrounding regions used in refinement process of the
proposed scene-change detection method, (b) an example of the case
where the current block is finally determined as the scene change block
after refinement, and (c) an example of the case in which the current
block is finally determined as non-scene change block after refinement.

where NTP, NFP, and NFN are the number of correctly
detected as a scene change (true positives), the number of
incorrectly detected as a scene change (false positives), and
the number of incorrectly detected as not a scene change
(false negatives), respectively. The F1 score considers both
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TABLE 1. Comparison of the scene change detection accuracy of the proposed and the previous methods using precision, recall, and F1 score.
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FIGURE 6. Comparison of F1 values for all test sequences.

FIGURE 7. Comparison of the HCIL2000 interpolated frames generated
by: (a) BMSCD, ATSCD, and HSSCD, (b) OFSCD, DMSVD, and the proposed
method, (c) OFSCD, DMSVD, and HSSCD, and (d) BMSCD, ATSCD, and the
proposed method.

P and R. F1 score range is from 0 to 1, where 1 is the best
and 0 is the worst.

Third, we evaluated the computation times of the pro-
posed and benchmark scene-change detection methods to
compare the computational complexity. We used five bench-
mark methods to compare the performance of the pro-
posed method: block matching-bases scene-change detection
(BMSCD) [5], optical flow-based scene-change detection
(OFSCD) [7], automatic thresholding-based scene-change
detection (ATSCD) [9], dual-dissimilaritymeasure-based sta-
tistical video cut detection (DMSVD) [25], and histogram
shape-based scene-change detection (HSSCD) [11]. The
HSSCD method is the most recent scene-change detection
method.

For a fair performance comparison, we used the parameter
values guided by their corresponding papers to obtain optimal
performance. For the test sequences, we used Four Forces of
Flight (600 frames), Future of Transportation (250 frames),
Composited and Testing Questions (500 frames), NASA
Vision (450 frames), HCIL2000 (450 frames), Expert Panel
and Question Session (450 frames), HCIL2006 (500 frames),
Energy Motion and Proportionality (500 frames), Base-
Ball (700 frames), and Elephant Dream (400 frames)
sequences [26]. All test sequences contain both global and
local scene changes.

In the first experiment, we compared the quality of the
interpolated frames by applying the result of the proposed
and benchmark methods to the conventional FRUC algo-
rithm [18]. For the case in Fig. 7, BMSCD [5], ATSCD [9],
and HSSCD [11] could not detect the global scene change in
the given image. Therefore, when FRUC is applied, incorrect
motion information is extracted for the corresponding frame,
and interpolated frames with severe visual artifacts are gen-
erated within the global scene change (Fig. 7 (a)). For the
frameswith global scene change, the artifacts from FRUC can
be eliminated by repeating the previous frame to generate the
interpolated frame.

In contrast, OFSCD [7], DMSVD [25], and the proposed
method successfully detected the scene change in the cor-
responding image. If it is determined that the global scene
change has occurred, FRUC using these methods gener-
ates the interpolated frame by repeating the previous frame.
Consequently, interpolated frames can be generated without
visual artifacts within the global scene change (Fig. 7 (b)). For
other result images (Figs. 7 (c), (d)), the proposedmethodwas
able to generate an improved interpolated frame compared
to the benchmark methods used in this paper (BMSCD [5],
ATSCD [9], and the proposed method detected the scene
change for the given image, while OFSCD [7], DMSVD [25],
and HSSCD [11] could not).

15974 VOLUME 10, 2022



H. S. Lee, S. I. Cho: Luminance Level of Histogram-Based Scene-Change Detection for FRUC

TABLE 2. Average computation times per pixel of proposed and benchmark methods.

FIGURE 8. Comparison of interpolated frames: (a) two consecutive
original video sequence interpolated frames for composite and testing
questions test sequences generated by (b) BMSCD (OFSCD and DMSVD
produce the same results), (c) ATSCD, (d) HSSCD, and (e) the proposed
method.

Furthermore, BMSCD [5], OFSCD [7], and DMSVD [25]
could not detect the local scene-change, so the quality of
interpolated frames in the region where local scene-change
occurs is very low (Fig. 8 (b)). BMSCD [5] and OFSCD [7]
detect scene change using motion information, but it is diffi-
cult to accurately represent the characteristics of the region
only with motion information. Because ATSCD [9] and
HSSCD [11] consider the local scene change, their perfor-
mance is superior to the previous scene-change detection
methods [5], [7], [25]. However, since they [9], [11] did
not accurately reflect the characteristics of the given local
regions, FRUC using these methods also generate the result-
ing image including some artifacts in the caption boundary
regions (Figs. 8 (c), (d)).

In contrast, the proposed method could accurately detect
the local scene change, so it improved the image quality of
the caption boundary regions during the FRUC process, com-
pared with ATSCD [9] and HSSCD [11] (Fig. 8 (e)). Thus,

FIGURE 9. Comparison of average (a) P, (b) R, and (c) F1 values and
average CT obtained with the benchmark and proposed methods.

FRUC with the proposed scene-change detection method
could generate a high-quality interpolated frame when the
global or local scene change occur.

In the second experiment, we compared the accuracy of the
proposed and benchmark scene-change detection methods
using P, R, and F1 [9], [11], [22]–[24]. We countedNTP,NFP,

VOLUME 10, 2022 15975



H. S. Lee, S. I. Cho: Luminance Level of Histogram-Based Scene-Change Detection for FRUC

and NFN in the video sequences used in our experiments.
BMSCD [5] and OFSCD [7] consider only a global scene
change without considering a local scene change. Therefore,
these methods had lower F1 scores than the other benchmark
methods which consider both local and global scene changes.

DMSVD [25], ATSCD [9], and HSSCD [11] were supe-
rior to BMSCD [5] and OFSCD [7] in detecting a scene
change and maintaining high F1 scores. In general, it is more
accurate to express the characteristics of the region using
luminance information [9], [11], [25] rather than using only
motion information [5], [7]. In case of ATSCD [9], they
detected the scene change using the difference between the
threshold values based on the Otsu method [10] for automatic
thresholding. However, in this method, the threshold value
obtained from the histogram distribution analysis may not
accurately represent the region characteristics of the corre-
sponding frame.

HSSCD [11] used the shape of a 2D histogram to detect
a scene change. However, because this method is similar to
calculating the luminance difference at the same position of
the previous and current frames, the result of this method
is the same as the pixel-wise luminance difference. The
DMSVD [25] method only considers a global scene change,
so it is unsuitable for general FRUC applications. In contrast,
the proposed method improved the accuracy of the scene
change when compared to benchmark methods [9], [11],
and [25], considering both local and global scene changes
(Table 1 and Fig. 6).

The proposed method increased the F1 score by 0.4816
(a 122.51% improvement), 0.2413 (a 38.10% improvement),
0.0741 (a 9.26% improvement), 0.1073 (a 13.98% improve-
ment), and 0.1213 (a 16.10% improvement) compared to the
BMSCD [5], OFSCD [7], ATSCD [9], DMSVD [25], and
HSSCD [11] methods. The improvement was calculated by
dividing the difference between F1 between the proposed
and benchmark methods by the original F1 score for the
benchmark methods [(F1 score by the proposed method– F1
score by the benchmark method)/F1 score by the benchmark
method]. The proposedmethod used the same threshold value
for all test sequences and provided the highest accuracy of the
scene-change detection.

The performance improvement in the proposed method
could be attributed to using the statistical characteristics of the
histograms for each region in the given image to extractmean-
ingful values for scene-change detection. That is, the pro-
posed method accurately represents the characteristic value
of the given region by expressing the average level of the
luminance histogram. Moreover, the proposed method ana-
lyzed the distribution of the region surrounding the detected
regions to refine the initial scene change regions. With these
refinement processes, the proposed method could further
improve scene-change detection accuracy when compared to
the benchmark methods.

In the third experiment, we calculated the processing times
of the benchmark and proposed methods using MATLAB on
PC with an Intel i-7-9700K CPU 3.60GHz processor. For the

processing time evaluation metric, we used the computation
time per pixel (CT [µs]). The proposed method reduced
the CT by 13.5232 µs (a 87.06% reduction), 3.0959 µs
(a 60.62% reduction), 5.0553 µs (a 71.54% reduction), and
3.5283µs (a 63.70% reduction) compared to the BMSCD [5],
OFSCD [7], ATSCD [9], and HSSCD [11] methods, respec-
tively (Table 2). DMSVD [25] had the fastest operation speed
but could not detect a local scene change. Therefore, this
method had a lower F1 score than that of the proposed
method.

Finally, we compared the overall performance of the pro-
posed and benchmark methods by combining the detection
accuracy and the execution time of the scene-change detec-
tion algorithms. Fig. 9 illustrates the average P, R, and F1
values and the average CT of the benchmark and proposed
methods. The proposed method has the highest detection
accuracy for scene-change detection in terms of P, R, and F1
and the fastest operation speed compared with all benchmark
methods except DMSVD [25].

IV. CONCLUSION
In this paper, we proposed a new scene-change detection
method that uses the analysis of the luminance level in
the luminance histogram for the frame rate up-conversion
(FRUC). The proposed method divided the input frames into
several blocks and then generated luminance histograms.
It then removed the meaningless pixel in the generated
histograms and extracted the luminance level by calculat-
ing the average values in the histograms. We detected the
initial scene change regions by calculating the difference
between luminance levels for each divided region. Further-
more, we improved scene-change detection accuracy by
applying the refinement process that corrects the initial scene
change regions.

The experimental results revealed that the average F1
score of the proposed method was up to 0.4816 (a 122.51%
improvement) higher than the benchmark methods. The aver-
age processing time per pixel of the proposed method was
up to 13.5232 µs (an 87.06% reduction) lower than the
benchmark methods except for DMSVD [25]. Furthermore,
FRUC using the proposed scene-change detection method
could accurately detect local and global scene changes, gener-
ating higher-quality interpolated images than the benchmark
methods.
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