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ABSTRACT The use of Wireless Sensor Networks in industrial environments imposes critical requirements
such as low latency, high reliability, and robustness. To address these constraints, the IEEE 802.15 Task
Group 4e developed the amendment IEEE 802.15.4e with three newMAC operation modes: TSCH, DSME,
and LLDN. This paper aims to assess the feasibility of implementing the LLDN operation mode in low-cost
commercial nodes and their capacity to meet industrial applications’ timing and reliability requirements.
LLDN services were implemented in COTS nodes using C programming language with Atmel provided
stacks. In order to validate this implementation, a set of experimental scenarios was conducted and the
measurement results were compared to simulation results available in the state of the art.

INDEX TERMS IEEE 802.15.4e, LLDN, MAC, real-time systems, wireless sensor network.

I. INTRODUCTION
IoT technologies enable the transformation of data into
information and knowledge, which can be used in different
production planning and control sectors, becoming an essen-
tial pillar for Industry 4.0. In this regard, wireless sensor
networks (WSN) are considered adequate infrastructures for
implementing last-link communication for smart IoT devices.

IEEE 802.15.4 [1] is the de facto communication standard
for WSN nodes by specifying medium access control (MAC)
and physical (PHY) layers that provide low-rate and low-
power wireless communication. However, this standard has
not adequately addressed critical requirements of industrial
IoT applications such as low latency, high reliability and
robustness.

IEEE 802.15.4e amendment [2] was proposed to meet
these issues, including three MAC operation modes: Time
Slotted Channel Hopping (TSCH), Deterministic and Syn-
chronous Multi-channel Extension (DSME), and Low
Latency Deterministic Network (LLDN). TSCHmode allows
time-slotted and channel-hopping medium access, miti-
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gating the effects of collisions, multipath fading, and
interferences, aiming at deterministic latency with high net-
work throughput. DSMEmode supports frequencymultiplex-
ing and adopts a beacon-enabled multi-superframe structure
comprising a flexible Collision Free Period (CFP), allowing
pairs of nodes to allocate collision-free Guaranteed Time
Slots (GTS) for their point-to-point communication.

Although TSCH and DSME improve systems reliability
and scalability, low latency communication is one of the
challenges to be overcome in industrial applications. In order
to meet stringent low latency communication requirements,
the LLDN MAC service is timeslot-based and assumes a
star topology. The timeslots can be either reserved for a
single node or a shared-group timeslot, in which nodes con-
tend for the medium using a simplified Carrier Sense Multi-
ple Access (CSMA) algorithm to send messages within the
timeslot.

Furthermore, the superframe may be divided into four
distinct groups of timeslots whose sizes can be adjusted to
best suit each application. Because of this customization
and a newly defined MAC frame of 1-octet, LLDN can
achieve short and deterministic latencies required by the
industry [2].
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Many studies address the feasibility of using these IEEE
802.15.4e MAC services in industrial applications [3]–[9],
but few with implementation in COTS-based prototypes, and
among these, only using DSME and TSCH modes [4]–[6],
[10]. The MAC behavior of the LLDN mode was designed
according to strict time constraints imposed by industrial
environments, such as 10 milliseconds latency with up to
20 nodes [2], [11]. Thus, performing real experiments allows
us to assess these temporal characteristics, in addition to ana-
lyzing the feasibility of using commercially available WSN
nodes to ensure the proper functioning of the LLDN mode in
an industrial WSN.

This paper aims to carry out an analysis of the feasibility
of implementing the LLDN mode of the IEEE 802.15.4e
protocol in low-cost commercial nodes, assessing compliance
with the requirements imposed by the industrial environment
as well as identifying possible improvements in the mode of
operation and hardware limitations.

This paper is structured as follows: Section II presents
state-of-the-art approaches for the LLDN MAC operation
mode; Section III briefly describes the LLDNMACoperation
mode; Section IV describes an implementation of LLDN
in low-cost nodes; and Section V presents the experimental
evaluation. Finally, conclusions are drawn in Section VI.

II. RELATED WORKS
The works presented in this section were selected after
an extensive literature review in the IEEE Xplore, Science
Direct, Scopus, andWilley databases, which initially selected
113 papers (57 from indexed journals). The selected works
cover improvements in LLDN MAC mode operation, such
as network design [12]–[14], configuration of relay times-
lots [15], [16], channel evaluation [17], association pro-
cess [18], [19] and multi-hop feasibility [15], [20], [21].

In [12] a delay bound model is presented, using network
calculus in order to predict the worst-case timing perfor-
mance of LLDN. The authors concluded that LLDN is best
suitable for low latency and dense applications. In [13], the
same authors used this model to further analyze the network
throughput, varying the arrival rate and delay in the function
of number of timeslots and active nodes. They concluded that
the delay of LLDN is proportional to the number of timeslots
and nodes.

There is no definition for the number of retransmission
timeslots that should be used in an LLDN network. In this
way, [15] and [16] proposed different methods to optimize
retransmission timeslot usage. In [15], the authors proposed
a novel retransmission mode, where LLDN devices that
have a poor communication link with the coordinator have
their message retransmitted by a static and mains powered
retransmission node. The approach is validated through a
probabilistic analysis and showed an improvement in net-
work reliability and power consumption. To maximize the
retransmission timeslots available in the LLDN superframe,
Willig et al. [16] proposed four schemes. They presented

simulation assessments comparing their proposed schemes
with the LLDN standard.

To address the problem of collisions due to simultaneous
channel assessment or hidden terminals, the authors in [17]
proposed a new channel access mechanism. The mechanism
is similar to CSMA-CA. However, a new signal is defined
to act as a preamble to sense the medium and identify if
any other node is performing CCA. Thus, collisions are
avoided in the case of two nodes starting the CSMA-CA
at the same time. This method requires all nodes to have a
second antenna as one of them is dedicated to listening to
the intended signal. The authors also presented a Markov
model to analyze and to optimize the number of retransmis-
sions timeslot. Both analytical and simulation assessments
were presented, showing better performance over the stan-
dard in terms of throughput, energy consumption, delay, and
reliability.

In [18], the authors analyzed the LLDN and identified a
set of limitations that influence the network survivability.
The main problem found was the single-channel operation,
which increases the collision rate, complicating the asso-
ciation process. The authors concluded that it is necessary
to allocate channels dynamically for the uplink timeslots,
keeping the management and the bidirectional timeslots to a
single channel.

In [19], in order to decrease the Configuration State time
and increase its reliability, the authors proposed the use of
ReservedManagement Timeslots. They also proposedDown-
link Reserved Timeslots, if the bidirectional slots are enabled,
and an approach to defining the size of each type of timeslot.
Through mathematical analysis, the results demonstrated that
the modifications increase the determinism in the Configu-
ration State and lower the worst-case latency of the Online
State.

In [22], a MAC emergency communication scheme is
proposed on the LLDN to incorporate emergency commu-
nications. A mechanism to enable emergency data requests
is presented, where emergency nodes can request immediate
access to transmit. When a request is accepted by the coordi-
nator, a message is broadcast, and the scheduled communica-
tion is stopped until another message is broadcast advertising
the end of the emergency period. A mathematical model is
presented for the networkwith the proposed enhancement and
the paper conclude that the approach enables a reduction in
message delivery delay up to 90% compared to the standard
LLDN for emergency enabled nodes.

A Markov chain model of LLDN mode during an asso-
ciation process is presented in [20]. From this model, the
authors proposed the mobility-aware LLDN (MA-LLDN)
based on two principles: defining the notion of the passive
beacon used by the proxy coordinator and modifying the
LLDN superframe. They presented a detailed analysis of
the network and concluded that the proposed MA-LLDN
model was able to reduce the dissociation by 75% and
increase the coverage area through the channel hopping
mechanisms.
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In [15], it is presented a modification in the standard topol-
ogy named as a Extended Topology Mode (ETM) with a goal
of enabling nodes outside the range area of the coordinator
node to send their data. In the proposal, a relay node is
allowed to send two data packets simultaneously through
opportunistic coding. In a retransmission timeslot, the relay
of the ETM nodes can send at the same time the beacon for
the outside device, and the previously received data packet
to the coordinator. The authors presented a mathematical
analysis of energy consumption and of the probability of
losingmessages to both methods and compared themwith the
LLDN standard.

In [21], the authors proposed the priority-aware multichan-
nel adaptive framework to solve problems such as the low
scalability of the network. A novel message is proposed,
consisting of a priority field and a payload. This commu-
nication is based on a hierarchical topology so that multi-
ple sub-networks can work in parallel. After receiving the
beacon from the LLDN coordinator, each sub-coordinator
switches to its respective channel, sends a beacon to all
nodes in its channel, and receives their messages. In the
respective timeslot, the sub-coordinator changes back to the
LLDN coordinator channel and sends the received messages
by highest priority. The authors presented an analysis of the
response time, scalability and reliability of their proposed
framework.

In [23], an optimized LLDN extension is proposed for
nodes with radios with Ultra-Wideband (UWB) technology.
Despite the proposal not being compatible with the LLDN
mode, the paper presents an interesting implementation in
COTS nodes with UWB transceivers.

Analyzing the state of the art of the LLDN operation mode,
there are several works that presented mathematical analy-
ses of the protocol [12]–[15], [17], [19]–[22] or simulation
assessments [15]–[18], [21]. To the best of our knowledge, the
study in this paper is the first that provides an experimental
assessment of the complete LLDN mode (including existing
overheads in its internal state changes) using COTS WSN
nodes. None of the analyzed works showed a real experi-
ment in WSN that address the feasibility of implementation
in low-cost devices under the requirements imposed by the
industrial environments. Therefore, this paper will contribute
to the state of the art by filling this gap.

III. LLDN OVERVIEW
The industrial automation domain usually consists of a large
number of devices to monitor and control factory produc-
tion [11]. Many of these devices are allocated to robots,
machinery, and transport equipment, where it may be nec-
essary to use low-cost wireless sensor nodes. In these appli-
cation scenarios, saving energy is not an essential issue,
but they invariably require low latency. The LLDN mode
was specifically designed to meet strict time requirements.
Features like 10-millisecond latency capacity, TDMA-based
access, and retransmission timeslots ensure a deterministic

and robust network beyond the critical time requirement of
industrial applications [15], [21].

This section describes the LLDN MAC operation mode,
including the network topology, different configurations of
the superframe, and the transmission states of LLDN.

A. NETWORK TOPOLOGY
The LLDN mode assumes a star topology, in which a PAN
coordinator node is responsible for the configuration and
maintenance of the network. Two types of messages are
defined: (i) uplink messages forwarded from nodes to the
coordinator; and (ii) downlink messages sent by the coor-
dinator. In typical scenarios, nodes with only sensors can
send their data to the coordinator through uplink timeslots,
whereas actuator nodes, in addition to sending their data, can
also receive signals for actuation through downlink timeslots.

B. SUPERFRAME
The LLDN superframe was designed with a minimized and
static structure [24]. Its period is determined according to the
number of nodes already associated after Discovery and Con-
figuration transmission states. In the Discovery transmission
state, new devices scan different channels until they detect an
LLDN coordinator advertising a Discovery state. After that,
a serie of messages is exchanged to ensure communication
between the node and the coordinator. The Configuration
transmission state is responsible for allocating timeslots to
nodes and adjusting the superframe size.

The superframe structure is based on a TDMA method.
Each timeslot may have an assigned node, which is the only
device allowed to transmit in that timeslot. It is also possi-
ble to share a timeslot with multiple devices (shared group
timeslot). In these shared group timeslots, devices transmit
their messages using a simplified CSMA-CA algorithm.

Figure 1 show two examples of superframe, Group
Acknowledgment (GACK) timeslot disabled and enabled,
Figure 1a) and Figure 1b) respectively, highlighting the four
types of timeslots:
• Beacon timeslot: It is reserved for the LLDN coor-
dinator, and is always situated at the beginning of a
superframe. The beacon frame is responsible for syn-
chronizing devices, announcing to nodes the start of a
superframe. It also contains important information such
as an auxiliary security header, the presence of a GACK
timeslot, and the direction of the bidirectional timeslots.

• Management timeslots: It is comprised of two man-
agement timeslots per superframe, one for uplink and
other for downlink, allowing nodes to transmit and
receive management commands. These timeslots are
implemented as a shared group timeslot and their size
is specified in the beacon frame, being optional.

• Uplink timeslots: They are reserved for unidirectional
communication from nodes to the LLDN coordinator.
Each timeslot can be either a dedicated timeslot or a
group shared timeslot. These timeslots are also respon-
sible for retransmitting previously lost messages.
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FIGURE 1. Superframe in Online state: a) with Group ACK disabled and b) with Group ACK enabled.

• Bidirectional timeslots: Localized at the end of a super-
frame, they can be used either as uplink or downlink
timeslots. They are optional in the Online state and are
not present in the Discovery and Configuration states.

LLDN defines a bitmap to the coordinator acknowledge
messages. Each bit represents a slot in uplink timeslots,
indicating the correct reception of the previous message.
A superframe can be configured in two ways: Group ACK
timeslot enabled and disabled. With the Group ACK timeslot
disabled, Figure 1a), the acknowledgment bitmap is sent into
the beacon frame payload. A predefined number of timeslots
is reserved at the beginning of the uplink timeslots for retrans-
mitting messages (Sr ) not received by the coordinator in the
previous superframe. After all Sr messages, from Sr + 1 to
Sn where Sn represents the total number of uplink timeslots,
nodes are able to transmit their messages.

Figure 1b) illustrates the case when the Group ACK times-
lot is enabled; here, a separate frame containing the acknowl-
edge bitmap is sent in a dedicated Group ACK timeslot,
before the retransmission timeslots. The main advantage of
the GACK timeslot is the shorter time required to retrans-
mit a data packet. Considering the GACK timeslot, the
total number of transmission timeslots is: Sn−r−1 = Sn −
Sr − 1. The implementation, presented in Section IV, has
been done configuring the superframe with enabled GACK
timeslot to take advantage of this shorter time required for
retransmissions.

In the case of uplink transmission in bidirectional times-
lots, the acknowledge mechanism is the same as described
above. However, for downlink transmission, it is necessary
that the next superframe uses bidirectional timeslots in uplink
mode, so that each node can send an acknowledgment frame
to the coordinator.

C. TRANSMISSION STATES
LLDN networks operates through three transmission states:
Discovery, Configuration, and Online states. The Discovery
state is responsible for the discovery and association of new
devices. The next stage is the Configuration state, in which
new associated devices are properly configured. Finally, the
Online state allows data packets to be transmitted.

The coordinator is responsible for changing the transmis-
sion states, which are advertised to all devices operating in the
same channel through the transmission state bits of the Low

FIGURE 2. LLDN transmission states.

FIGURE 3. Discovery state (rectangles represents beacon, downlink, and
uplink management timeslots, respectively).

Latency (LL) Beacon frame. As shown in Figure 2, Discovery
and Configuration can be restart as needed, to ensure the
proper number of new nodes associated and right network
configuration. In Online state, the coordinator can change to
theDiscovery state, reconfigure the network by going through
the Configuration state or continue in the current state.

In Discovery transmission state, the superframe consists
of one beacon timeslot and two management timeslots, one
downlink, and one uplink (Figure 3). New devices search in
different channels until they find an LL Beacon frame on
the Discovery state. After receiving the beacon and synchro-
nizing with the superframe, the device sends a Discovery
Response frame with three parameters: MAC address, times-
lot duration and uplink/bidirectional type indicator. In the
next superframe, the coordinator shall send an acknowledg-
ment frame to each device. Devices that receive the acknowl-
edgment must wait until the beginning of the configuration
state; if an acknowledgment was not received, they continue
sending Discovery Response frames until the coordinator
changes the transmission state to Configuration. The state is
changed to Configuration if the coordinator did not receive a
Discovery Response frame within 256 seconds [2].
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From Discovery to Configuration state, the type of super-
frames doesn’t change (Figure 4). Devices upon receiv-
ing a beacon indicating the Configuration state, send a
Configuration Status frame in the management uplink
timeslot until they receive a Configuration Request frame.
The Configuration Status contains information about the cur-
rent configuration of the device, such as the complete and
short MAC address of the node, required timeslot duration,
uplink/bidirectional type indicator, and assigned timeslot,
if the node was previously associated. The Configuration
Request frame contains the new configuration of the device;
the information received includes the full and short MAC
address, transmission channel, the existence of management
frames, timeslot duration, and assigned timeslot. Finally, all
nodes that received the Configuration Request frame are now
ready for the Online state and send an Acknowledgment
frame to the LLDN coordinator.

FIGURE 4. Configuration state (rectangles represents beacon, downlink,
and uplink management timeslots, respectively).

As a new node must go through Discovery and Configu-
ration states for a complete association, in the experimental
evaluation presented in Section V, the time analysis measures
all results after both stages.

IV. EXPERIMENTAL SETUP
This section presents the software, hardware, the necessary
configuration and performance metrics used to assess the
implementation of LLDN in low-cost nodes.

The set of experiments used fifteen nodes built with
WM100-Duino boards [25].

This type of node features an ATMEGA256RFR2 chip
that combines an AVR microcontroller and an IEEE
802.15.4 compliant 2.4 GHz RF transceiver in a single inte-
grated circuit. It has an RF with a link budget of 103.5 dBm,
32-bit MAC symbol counter, true random number generator,
and antenna diversity support. The radio was configured to
promiscuous mode with O-QPSK PHY modulation, as spec-
ified by the standard IEEE 802.15.4 [1]. Other parameters
used in the boards are presented in Table 1.

The LLDN MAC operation mode was implemented using
C programming language with the Atmel Studio 7.0 IDE. The
implementation was divided into three components: Applica-
tion, Services, and Physical (PHY). Figure 5 shows the rela-

TABLE 1. Radio parameters used in experiments.

tionships between the components. The physical component
is composed of drivers and codes that control physical aspects
of the microcontroller, such as the radio module and timers.
The code for this component was made available by Atmel
through its IDE. The service component is an abstraction
between the physical and the application component. In this
part, the LwMesh stack was used as a base, which was
modified to properly process the frames defined by the LLDN
MAC operation mode. Finally, the application component is
where the network’s operation was programmed, according
to the LLDN protocol. Two applications were developed, one
for the coordinator and other for the nodes. The project with
the implementations carried out can be found in the repository
at [26].

FIGURE 5. Implementation components.

In all experiments, the nodes were deployed five meters
from the coordinator in a direct line of sight. This study
was divided into two stages. First, the different parameter
settings for the Association, Discovery, and Configuration
states were tested to evaluate the average association time of
a node. In the second stage, the Online status operation was
evaluated.

A. PERFORMANCE METRICS
To assess the performance of the LLDN’s operation, the
following metrics were used: the Packet Error Rate (PER),
Packet Loss Rate (PLR), and Success Rate (SR). The PER
metric (Equation 1) represents the percentage of packets
that are not received in the transmission attempt (Rxt ) and
Sn−r−1 is the total number of packets that are expected to be
received in each superframe. The PLR metric (Equation 2)
is the percentage of packets that are not received in both
the transmission and retransmission attempts (Rxt + Rxr ).
From these equations, it is possible to determine the success
rate (SR) in each case, which represents the percentage of
packets successfully received in the transmission attempt or
considering both transmission and retransmission attempts.

PER =
Rxt

Sn−r−1
× 100 (1)
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PLR =
Rxt + Rxr
Sn−r−1

× 100 (2)

B. COORDINATOR APPLICATION
Figure 6 illustrates a simplified form of the state machine
present in the coordinator’s application. Each state on the
machine represents a beacon configuration to be sent; for
example, 1st Discovery represents the first beacon in the
Discovery state. In a simplified way, ignoring the GroupACK
mechanism, the machine is always updated after sending the
beacon frame. This is done in such a way that at the end of
every superframe, the next beacon is ready to be sent.

FIGURE 6. Simplified PAN coordinator state machine.

To control the superframe period, a hardware timer was
used, without using the abstraction layer provided by the
LwMesh stack, to increase accuracy and facilitate synchro-
nization between all nodes. The coordinator is responsible for
configuring the superframe, and two different configurations
were defined, one for the Online operation state and other for
the Association states.

C. APPLICATION IN NODES
Node operations are totally controlled by the reception of
messages from the coordinator and interruptions by timers.
The application operation in each node can be seen in the
flowchart of Figure 7. Upon receiving any beacon, the node
assesses whether the state of the beacon is consistent with its
current state. If the node is associated and receives a beacon
indicating the start of a superframe in the Online state, it cal-
culates the periods for the superframe, for the GACK frame
timeslot, and for its reserved timeslot. The calculations for
the superframe period and management uplink timeslot are
also performed when the node is disassociated and receives a
beacon from the association states.

Upon receiving a Group ACK, the node verifies whether
its message was received by the coordinator. In negative
case, an algorithm is used to determine which retransmis-
sion timeslot is appropriate for its use. As in experiments is
assigned just one retransmission timeslot for each associated
node, the number of uplink timeslots may be calculated as
Sn = 2× Sr + 1 (see Figure 1).

D. TIMESLOT SIZE
Frames are processed using the LwMesh stack, and this soft-
ware inserts delays in receiving and transmitting messages.
These delays weremeasured using a hardware counter, count-
ing intervals of 16 µs. The transmission time (Ttx), that is

FIGURE 7. Simplified flowchart for application in the nodes.

the time needed for a transmission request of the application
layer to reach the radio buffer for sending, was measured as
Ttx = 0.816ms. The reception time (Trx) was also measured,
evaluating the period required for a message from the radio
reception buffer to reach the application; Trx = 0.352 ms
was obtained. For the Online state, it is also necessary to
consider a time for the application to process the message;
approximately, Tapp = 2 ms.

These three parameters have direct connection with the
timeslot size (Tts), which must respect the limitations of the
LwMesh stack and application, represented by Equation 3.

Tts ≥ Ttx + Trx + Tapp (3)

Assuming PHY layer operating at 2450 MHz with
O-QPSK modulation, as defined in IEEE 802.15.4 stan-
dard [1], Equation 4 may be used to calculate Tts [2]:

Tts = (p× sp+ (m+ n)× sm+ IFS)/v (4)

where p is the number of octets of a PHY header, sp is the
number of symbols per octet in the PHY header, m is the
number of octets of a MAC overhead, n is the maximum
expected number of octets in a data payload, sm is the number
of symbols per octet in a PSDU header, v is the symbol rate,
and Interframe Space (IFS) is a constant dependent on frame
payload.

The Tts is applied to all timeslots, except the beacon times-
lot. The uplink and bidirectional timeslots have the same
Tts size, and the management timeslots are multiples of Tts,
varying from 1 to 7 times Tts.

Based on the IEEE 802.15.4e amendment [2], and
according to equations 3 and 4, the timeslot size Tts is
assumed as 3.168 ms. This value is enough for frames with
payload up to n = 70 and will be used in the whole experi-
mental evaluation presented in the next section.

V. EXPERIMENTAL EVALUATION
This section is divided into two subsections, addressing the
association process and Online state. In the first, the impacts
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of parameter values and comparisons between the experimen-
tal results and the mathematical analysis results of [19] are
presented. The Online state section discusses the configura-
tion setup used in the superframe, as well as comparisons
between the experimental results with the simulation results
by [15]. Finally, this paper present a discussion about the the
implementation feasibility of the Online state.

A. ASSESSMENT OF ASSOCIATION PROCESS
An association cycle is assumed as comprised of one Discov-
ery state followed by one Configuration state. In both states,
the superframe is composed of one beacon timeslot and two
management timeslots; one is used for downlink and another
for uplink.

The number of nodes and the size of the management
timeslots were varied to assess their impact on the associ-
ation time. To vary the size of the management timeslots,
the parameter Number of Base Timeslots per Management
Timeslot (NBTMT) present in the Flag field of the LL Beacon
Frame was used [2]. The number of nodes asking for asso-
ciation was varied from 4 to 12 and the NBTMT parameter
from 2 to 5. More than 100 repetitions were performed for
each experiment to obtain the average association time value.

In cases where NBTMT value was equal to or greater
than 3, it was observed an excessive association time per node
The shortest time for a node association was measured when
NBTMT was equal to 2. In this configuration, it was con-
firmed that the coordinator continued to receive one message
per superframe and it was concluded that with the reduction
of the superframe period, it is possible to increase the number
of cycles without excessively impacting the total association
time, ensuring a better association rate.

In Dariz et al. [19], the authors carried out an analysis by
Monte Carlo simulation on the behavior of LLDN in the
Configuration state. Nevertheless, we performed the asso-
ciation time analysis considering the nodes’ total time to
associate the network, measuring together the Discovery and
Configuration states. Fortunately, it is possible to calculate
these times separately. Equations 5 to 7 allow the calculation
of time for the Configuration state, where tCF is the time for
the Configuration state, tD is the time for the Discovery state
and tC is the time of a cycle.

tCF = 1.5× tD (5)

tC = tD+ tCF, tC =
tCF
1.5
+ tCF (6)

tCF = 0.6× tC (7)

Equation 5 comes from the principle that the Configuration
state has 3 superframes and the Discovery state 2. In experi-
mental case with NBTMT= 2, it was measured that approxi-
mately 10 nodes managed to associate in tC = 598 ms. From
Equation 7, it is calculated that tCF = 358.8 ms. The result
found by Dariz et al. [19] is that 10 nodes managed to pass
through the Configuration state in 328ms. It may be observed
that the results of experimental evaluation using COTS nodes,
with all associated hardware and software overheads, were

TABLE 2. Online state configuration.

FIGURE 8. Percentage of superframes with PER values out of
472 superframes.

FIGURE 9. Percentage of superframes with PLR values out of
472 superframes.

close to the Monte Carlo simulation results, with a difference
of 30.8 ms.

B. ASSESSMENT OF ONLINE STATE
In order to compare the experimental scenarios with the
simulations performed by Berger et al. [15] on the stan-
dard LLDN protocol, the network was configured according
to Table 2.

It is possible to assess the performance of the network in
terms of success rate and the impact of the retransmission
mechanisms on the LLDN operation mode. All measure-
ments were performed by the coordinator node. At the end
of each superframe, the number of messages received by
the PAN coordinator were evaluated, and the PER and PLR
were calculated.

Figures 8 and 9 show the results. In both, the x-axis shows
the metric value, and the y-axis shows the percentage of
superframes that achieve the indicated packet loss rate or
packet error rate, considering 472 consecutive superframes.
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Assuming only the transmission attempt, it was observed
that in 75.21% of superframes, the PER value was equal to
zero, i.e., all transmitted messages were successfully received
in 355 superframes. In 19.7% of superframes, it was observed
that 0 ≤ PER ≤ 12.5. The average value of PER was equal
to 5.4%, with an error of ±1.36%.
In the case of PLR, 88.35% of superframes present a PLR

equal to zero, indicating that in 417 of the superframes, all
nodes successfully transmitted their messages in transmission
or retransmission attempts. The average value of the PLR
is 2.96%, with an error of ±1.11%.

FIGURE 10. Comparison between the SR only in transmission and in
transmission plus retransmission over 472 superframes.

Figure 10 shows a comparison between the SR in the
transmission step and in the transmission plus retransmission
step. In both cases, the overall SR of the network central-
ized on a value of 100%. The impact of the retransmission
mechanism of LLDN is most visible in cases where only one
message was lost in the transmission step (SR = 87.5%).
Almost 20% of the superframes measured had one message
lost in the transmission stage; however, close to half of these
superframes show that the message was later received in
retransmission timeslots. This is clear because of the decrease
of 11.23% of superframes with one message lost and the
increase of 13.14% of superframes where no message was
lost while considering both transmission and retransmission
attempts as successful.

Figure 11 shows the relation between PER and PLR in the
experiments we carried out and in the simulations carried out
by Berger et al. [15]. To find the relation in the experiments,
the PLR values were averaged given a determined PER value.
One difficulty at this stage of the experiment was to acquire a
number of samples relevant to different PER values. Figures 8
and 9 show the distribution of PER and PLR values. This
stage of the experiments validated the current implementation
of the protocol since the success rate of the network is similar
to the simulations. It is possible to observe in Figure 11 that
both the theoretical and the experimental curve approach a
line when the PER value is high. The slightly higher PLR
in the experiments may be due to the simulations’ optimistic
approach of [15] that does not account for software and

FIGURE 11. Plot of a given PER and an estimated PLR.

hardware issues such as oscillator clock drift or software
overheads.

VI. CONCLUSION
This paper carried out an implementation of the LLDNMAC
operation mode in low-cost commercial nodes, showing the
feasibility of using this protocol. The LLDN operation mode
was assessed both in the association and in the operation
states. For the states, comparing the experimental results with
the mathematical analyses performed by Daris et al. [19],
we have reached very similar times and the difference is
totally justified, given the difficulties generated by the hard-
ware. For the state of operation, we encountered great diffi-
culty in synchronizing the devices. It was necessary to control
all timers in the application layer, increasing the period of
the final superframe to incorporate the delays resulting from
this. However, the behavior of the network’s retransmission
mechanisms was similar to the behavior in simulations made
by [15], which can be seen as a good indication that, once the
synchronization problems are solved, the LLDN is a viable
protocol to be implemented in low-cost nodes.

As future work, we can highlight improvements that can
be made in the LLDN MAC operation mode. The associ-
ation process can be improved by reducing the number of
superframes required in the Discovery and Configuration
states. In the Discovery state, the Acknowledgment Frame
can be transmitted before the Configuration Status messages
from the Configuration state. Similarly, the Acknowledgment
Frame of the LLDN devices can be transmitted one super-
frame before, just after the Configuration Request messages.
By decreasing the number of Superframes, the total time of
each cycle also decreases, ensuring a faster association. Fur-
ther analysis on the impact of the number of retransmission
timeslots over both the reliability and communication latency
is also a topic for future work.
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