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ABSTRACT Frequency weighted model reduction framework pretested by Enns yields an unstable reduced
order model. Researchers demonstrated several stability preserving techniques to address this main short-
coming, ensuring the stability of one-dimensional and two-dimensional reduced-order systems; nevertheless,
these approaches produce significant truncation errors. In this article, Gramians-based frequency weighted
model order reduction frameworks have been presented for the discrete-time one-dimensional and two-
dimensional systems. Proposed approaches overcome Enns’ main shortcoming in reduced-order model
instability. In comparison to the various stability-preserving approaches, proposed frameworks provide an
easily measurable a priori error-bound expression. The simulation results show that proposed frameworks
perform well in comparison to other existing stability-preserving strategies, demonstrating the efficacy of
proposed frameworks.

INDEX TERMS Model reduction, minimal realization, Hankel-Singular values, optimal Hankel norm
approximation, frequency response error, error bound.

ACRONYMS/ABBREVIATIONS AND ELEMENTARY
OPERATORS
In this article, following acronyms/abbreviations are used:

MOR Model order reduction
ROM Reduced order model
ODEs Ordinary differential equations
PDEs Partial differential equations
m-D Multi-dimensional
1-D One-dimensional

2-D Two-dimensional
BT Balanced Truncation
HNA Hankel norm approximation
CRSD Causal recursive separable denominator
GJ Gawronski & Juang
GA Gugercin & Antoulas

The associate editor coordinating the review of this manuscript and

approving it for publication was Feiqi Deng .

The Table 1 provides some basic terminologies and their
corresponding operators used in this article.

WZ Wang & Zilouchian
GS Ghafoor & Sreeram
IG Imran & Ghafoor
LTI Linear Time In-Variant
MIMO Multi-input and multi-output
CB Campbell
VA Varga & Anderson
IP Image processing
SP Signal Processing
SDP Seismographic data processing
DSP Digital signal processing
gKYP generalized Kalman-Yakubovich-Popov

I. INTRODUCTION
A. MOTIVATION AND INCITEMENT
The MOR challenge aims to develop an alternate model for
the original large-scale stable model that is simple to measure
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TABLE 1. Elementary operators and terminologies.

and has the same responses as the original. In ROMs, the
MOR attempts to retain the key characteristics of the original
large-scale model, such as stability/passivity and input-output
response. TheMORhasmade a significant contribution to the
control system, mainly in the simulation of complex systems
such as large-scale complex integrated circuits, robotics sys-
tems, communication systems, and controller reduction, etc.,
A record of the user’s interactions with the recommendation
system [1]–[6].

A substantial amount of study in the MOR of large-scale
systems has been done recently, and various methods toMOR
have been proposed [7]–[12]. Mathematical modeling aims
to analyze dynamical systems, which is an important part
of control systems engineering. The need for more rigor-
ous mathematical models is growing as models get more
complicated. Simulation becomes computationally tedious
large-scale systems containing lumped parameter systems,
such as ODEs, distributed parameter systems, such as PDE,
etc. Dealing with these conditions is made easier with MOR.
The study of these complex and large-scale systems is a
difficult task; as a result, ROMs are needed to make the
analysis easier.

m-D systems are those models in control system theory
where several independent variables occur (like time). The
Roesser 2-D model is a sub-class of m-D systems, and it
has vast applications in control systems theory. Due to their
applications in various key areas such as IP, SP, SDP, water

steam heating, DSP filters, etc., 2-D systems have been a
continually increasing research interest area in recent years.
The Roesser 2-D model contributes in the following various
fields such as:

• Automated irrigation channels [13].
• Grid sensor network [14].
• Design of 2-D digital filters structures (i.e., FIR fil-
ter [15], IIR filter [16], Digital filter [17],H∞ filter [18],
[19]).

• Fault detection [20].
• Linear repetitive processes [21].
• Iterative learning control [22], [23].

The researcher focused on fundamental problems such as
decomposition, factorization, stability, and model reduction,
etc. As decomposition, factorization, stability, and model
reduction are not straightforward extensions for 1-D models,
the fundamental theorem of the algebra does not apply tom-D
systems directly [24]–[27].

B. LITERATURE REVIEW
The most often used MOR approach is BT [28], while using
BT [28] methods, it is necessary to balance the system,
which is equivalent to determining the system’s controllabil-
ity and observability Gramians in a unique diagonal form.
The Cholesky factors of these Gramians can be efficiently
computed as dual Lyapunov equation solutions for systems
with few inputs and outputs. BT [28] provides ROMs for
the 1-D LTI continuous and the discrete-time systems that
guarantee stability and yield error bounds. However, an entire
frequency interim is used to execute MOR operations, while
the particular frequency band is concerned only in practical
applications, i.e., the controller reduction case. Similarly,
Glover [29] used an optimal HNA to perform the MOR oper-
ation. The HNA is a model reduction method that offers the
best Hankel semi-norm approximation. These promote the
usage of frequency weights in MOR. Therefore, Enns [30],
[31] provided the frequency weighted MOR approach for the
1-D LTI continuous and the discrete-time systems by induc-
ing frequency weights (i.e., input, output and double-sided)
in BT [28] approach. However, this approach [30] generates
unstable ROMs in the case of double-sided weightings [32].
Similarly, the limited frequency interval [33] is of concern for
some applications (i.e., controller and filter reduction). The
frequency-limited intervals Gramians based MOR approach
for the 1-D LTI continuous and the discrete-time systems
were implemented by the GJ [34] and WZ [35], respectively;
however, it does often result in unstable ROMs at certain
frequency-intervals [36], [37] and there exist no a priori error
bound expressions for these techniques [30], [34], [35].

Recently, a significant amount of research has been
conducted on the MOR of large-scale systems, and a
number of different MOR approaches have been devel-
oped. [7]–[12]. In [7], second-order dynamical systems using
structure-preserving balanced truncation approaches are pro-
vided, which deals with first-order constrained balanced
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truncation approaches and apply them to second-order sys-
tems utilizing various second-order balanced truncation for-
mulas. The work presented in [8] is based on a balanced
truncation model order reduction for discrete-time systems
that preserves stability after reduction. However, due to the
iterative nature of this method, it becomes more compli-
cated when the order of the original system increases. Cor-
respondingly, [9] presents MOR based on cross Gramians;
this method [9] uses Sylvester equations rather than Lya-
punov equations as described by BT [28], Enns [30], GJ [34],
and WZ [35]. Furthermore, this method is only applicable
to bilinear systems that employ a truncated cross Gramian
projection approach. A similar work based on interpolation
is presented in [10]. It proposes adaptive techniques for
computing time delay systems’ reduced-order model. The
algorithms use greedy iterations to choose expansion loca-
tions and interpolate the transfer function. Similarly, another
interpolation-based approach is presented in [11]. It focuses
on dominated and temporal moment retention. It condenses
the large-scale complete order model into a lower order
system, allowing approximate computation denominator by
employing generalized pole clustering. The factors division
procedure yields the approximate numerator, which results
in the ROM. In [12], the MOR for 2-D discrete-time system
MOR is presented. This method ensures the stability of the
filtering error system and H∞ performance when the noise
frequency ranges are known beforehand. Using the gKYP
lemma, Finsler’s lemma, and some independent matrices
yield fewer conservative findings. The research briefly dis-
cussed above are based on cross Gramians, interpolation, and
Kalman filtering. Furthermore, to overcome the shortcomings
as appeared in Enns [30], GJ [34], and WZ [35] substantial
amount of research have been conducted over the couple of
decades [36]–[46], which are briefly discussed as follows
with their drawbacks.

To overcome the main drawback as appeared in [30],
the Lin and Chiu [38] introduced strictly proper two-sided
weights to ensure the stability of ROMs; however, this
method cannot be used in controller reduction applications
due to no pole-zero cancellation assumption required in the
method. Later on, VA [39] introduced an alternative approach
to ensure the stability of the ROM for the continuous-time
frequency weighted systems. Since the main weakness of Lin
and Chiu’s [38] technique is the requirement that no pole-zero
cancellation occurs when forming the augmented systems
(input augmented and output augmented). This prevents the
applicability of this method when solving controller reduc-
tion problems involvingweights; however, this technique [39]
is only valid for strictly proper original systems.

The instability problem in [30] is related to the indef-
initeness of the corresponding input and output matrices;
CB [40] provided the stability-preserving frequencyweighted
MOR method by ensuring the input and output matrices are
positive/semi-positive definite. As a result, some eigenvalues
have significant variations while others have slight varia-
tions. Dissimilar effects on each eigenvalue of the input and

output matrices result in a significant approximation error
in the ROM. The GS method [41] combines unweighted
balanced and partial-fraction-based frequency weighted bal-
anced reduction techniques, ensuring ROMstability but being
parameterized. The GS [42] also proposed a MOR technique
for 2-D discrete-time weighted systems. However, truncating
negative eigenvalues causes a significant approximation error
in 2-D ROM. The stability-preserving frequency-weighted
MOR approach introduced by IG [43] involves varying the
input and output matrices, but subtracting all eigenvalues
from minor eigenvalues results in zeroing the last eigenvalue,
resulting in an unequal effect to eigenvalues and a significant
approximation error in the ROM.

Together with the use of positive/semi-positive definite-
ness of input and output matrices, GA [36] established
stability preserving frequency limited Gramians based MOR
approach. However, the asymmetrical impacts on all eigen-
values cause significant approximation error [36]. By using
frequency-limited intervals, GS [41] developed ROM stabil-
ity. GS’s approach [41] produces a large approximation error
due to the significant variation in the original system. In later
work, IG [44] adjusted the eigenvalues matrix by subtracting
the least dependent negative eigenvalue from all the eigen-
values; nonetheless, the modified eigenvalues cause signifi-
cant changes to the original systems and large approximation
error. Similarly, [45] offers three techniques tomaintain ROM
stability; however, [45] is iterative, which is inefficient when
the original system’s order rises.

Similarly, to overcome the main drawback as appeared
in [35], GS [37] ensures the stability of the ROM by impro-
vising the eigenvalues matrix; however, due to the truncation
of negative eigenvalues and absolute of all the eigenvalues,
it increases a distance from the eigenvalues matrix of the
original systems, which leads to a large approximation in the
ROM. Similarly, IG [46] also introduced frequency limited
MOR approach for the discrete-time systems; however, this
approach results in significant truncation errors in the desired
discrete frequency intervals due to the significant variance
from the original system and zeroing the effect of the last
eigenvalue.

Recently, a significant amount of research has been con-
ducted on the MOR of large-scale systems based on balanced
approach [47]–[51]. In [47], weighted and limited interval
discrete-time 1-D systems are provided. The frequency lim-
ited intervals for 1-D and 2-D systems are given in [48].
Similarly, frequency weighted and limited MOR approaches
for power systems are given in [49]–[51].

The BT [28], Enns [30], GJ [34], and WZ [35] yield
unstable ROM and do not provide a priori error-bound
expressions. Further, their successive stability preserving
approaches [36]–[46] ensure stability in some conditions
and generate significant truncation error due to the sub-
stantial variation to the original systems (i.e., pole-zero
cancellation, absolute of negative eigenvalues, truncation
of all negative eigenvalues, zeroing the effect of the last
eigenvalue, etc.).
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C. MAIN CONTRIBUTION AND PAPER ORGANIZATION
A novel method for 1-D and 2-D discrete-time systems is
proposed. For 1-D and 2-D discrete-time systems, the sug-
gestedmethod offers a new discrete frequency weighted strat-
egy exhibiting small truncation error. The square root of all
eigenvalues with similar effects prevents the zeroing of the
last eigenvalues, provides an equal impact on all eigenval-
ues, and preserves the eigenvalues’ structure of some input
and output matrices. Compared to other stability-preserving
model reduction frameworks based on frequency-weighted
Gramians, the proposed method provides small variation to
the original system.

The main contributions of this paper are as follows:

• Decomposition of the discrete-time 2-D CRSD model
based on frequency weightings into two decomposed
1-D sub-models is attained by using the minimal rank-
decomposition conditions.

• Modifications to associated input and output matri-
ces are performed for 1-D models and corresponding
decomposed 1-D sub-models to assure positive and
semi-positive definiteness of associated input and output
matrices.

• The controllability and observability Gramians for 1-D
models and decomposed 1-D sub-models in the given
frequency weights are computed, corresponding to mod-
ified input and output matrices.

• Stability of ROMs are ensured incase of 1-D and 2-D
weighted systems.

• Frequency weighted a priori error bound formula for
the 1-D and 2-D systems are derived based on balance
truncation.

• Frequency weighted a priori error bound formula for the
1-D and 2-D systems are derived based on an optimal
HNA.

• Comparison among different existing frequency
weightedMOR techniques (including 1-D and 2-D) with
proposed techniques are presented.

The MOR framework based on frequency weighted
for linear time-invariant discrete-time 1-D and 2-D sys-
tems is presented in this paper. The 1-D and 2-D un-
weighted and weighted models are discussed in Section II,
and the 2-D model decomposition via minimal rank-
decomposition conditions. The balance truncation approach,
as well as frequency weighted MOR approaches, are dis-
cussed in Section III. The existing stability-preserving fre-
quency weighted balancing related techniques for 1-D
and 2-D discrete-time systems are also discussed in this
part. Section IV lays out the proposed work for 1-D
and 2-D discrete-time systems and the a priori error-
bound expressions for 1-D and 2-D cases. In addi-
tion, the numerical simulation results are presented in
section V, where a comparison is made between existing
1-D, and 2-D frequency weighted MOR techniques and pro-
posed techniques, demonstrating the proposed techniques’
efficacy.

II. PRELIMINARIES
This section presents the corresponding un-weighted and
frequency weighted 1-D and 2-D state space systems.

A. 1-D STATE SPACE SYSTEM
Here we provide a brief overview of un-weighted, and fre-
quency weighted 1-D state-space discrete-time systems.

1) UN-WEIGHTED 1-D STATE-SPACE SYSTEM
Consider a 1-D discrete time system be given as:

x[k + 1] = A∗x[k]+ B∗u[k],

y[k] = C∗x[k]+ D∗u[k],

F∗[z] = D∗ + C∗[zI − A∗]−1B∗, (1)

where {A∗ ∈ <n×n,B∗ ∈ <n×m,C∗ ∈ <p×n,D∗ ∈ <p×m} is
its nth order minimal realization with m number of inputs and
p number of outputs. The ROM is obtained as:

xr [k + 1] = Ar∗xr [k]+ Br∗u[k],

yr [k] = Cr∗xr [k]+ Dr∗u[k],

Fr∗ [z] = Dr∗ + Cr∗ [zI − Ar∗ ]
−1Br∗ , (2)

is achieved by truncating the large-scale stable original sys-
tem [28] (i.e., in the entire-frequency intervals [ω1, ω2] =
[−π, π]), where {Ar∗ ∈ <

r×r ,Br∗ ∈ <
r×m,Cr∗ ∈

<
p×r ,Dr∗ ∈ <

p×m
} with r � n.

2) FREQUENCY WEIGHTED 1-D STATE-SPACE SYSTEM
Consider a transfer function form of a stable discrete-time
input-weighting model be given as:

xi[k + 1] = Aiwxi[k]+ Biwui[k],

yi[k] = Ciwxi[k]+ Diwui[k],

Gi[z] = Diw + Ciw[zI − Aiw]−1Biw, (3)

where Aiw ∈ <(ni)×(ni), Biw ∈ <(ni)×(mi), Ciw ∈ <(pi)×(ni),
Diw ∈ <(pi)×(mi) and {Aiw,Biw,Ciw,Diw} is its nith order
minimal realization. Similarly, consider a transfer function
form of a stable discrete-time output-weighting model

xo[k + 1] = Aowxo[k]+ Bowuo[k],

yo[k] = Cowxo[k]+ Dowuo[k],

Ho[z] = Dow + Cow[zI − Aow]−1Bow, (4)

where Aow ∈ <(no)×(no), Bow ∈ <(no)×(mo), Cow ∈ <(po)×(no),
Dow ∈ <(po)×(mo) and {Aow,Bow,Cow,Dow} is its noth order
minimal realization. The input-augmented and the output-
augmented systems are given by:

F[z]Gi[z] = Cai[zI − Aai]−1Bai + Dai, (5)

Ho[z]F[z] = Cao[zI − Aao]−1Bao + Dao, (6)

where[
Aai Bai
Cai Dai

]
=

A∗ B∗Ciw B∗Diw
0 Aiw Biw
C D∗Ciw D∗Diw

,
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[
Aao Bao
Cao Dao

]
=

 Aow BowC∗ BowD∗
0 A∗ B∗
Cow DowC∗ DowD∗

.
B. 2-D STATE SPACE SYSTEMS
Here we provide a brief overview of un-weighted and fre-
quency weighted 2-D systems with its decomposition based
on minimal rank-decomposition criteria and weighted 2-D
state-space discrete-time systems.

1) UN-WEIGHTED 2-D STATE-SPACE SYSTEM
Consider a stable LTI MIMO, minimal separable denomina-
tor 2-D discrete-time Roesser’s state-space model be given
as [52]:

ẋ[i, j] = Ax[i, j]+ Bu[i, j], (7)

y[i, j] = Cx[i, j]+ Du[i, j], (8)

F[z1, z2] = D+ C[z1In
⊕

z2Im − A]−1B, (9)

where

A =
[
A1 A2
A3 A4

]
, B =

[
B1
B2

]
, C =

[
C1 C2

]
,

x[i, j] =
[
xh[i, j]
xv[i, j]

]
, ẋ[i, j] =

[
xh[i+ 1, j]
xv[i, j+ 1]

]
.

where i and j are vertical and horizontal coordinates respec-
tively, xh(i, j) ∈ <n and xv(i, j) ∈ <m are the horizontal
and vertical state vectors that convey horizontal and vertical
information, respectively, u(i, j) ∈ <p and y(i, j) ∈ <q and
{A ∈ <(n+m)×(n+m),B ∈ <(n+m)×(p),C ∈ <(q)×(n+m),D ∈
<
q×p
} is its (n+m)th order minimal realization with p number

of inputs and q number of outputs. The MOR challenge is to
determine

Fr [z1, z2] = Dr + Cr [z1Ir1 ⊕ z2Ir2 − Ar ]
−1Br , (10)

where {Ar ∈ <(r1+r2)×(r1+r2),Br ∈ <(r1+r2)×(p),Cr ∈
<
(q)×(r1+n2),Dr ∈ <(q)×(p)} with r1 � n1 and r2 � n2.
Let the minimal rank-decomposition of Roesser’s state-

space realization subject to A3 = 0 be written as:[
A2 B1
C2 D

]
=

[
B̄1∗
D̄1∗

] [
C̄2∗ D̄2∗

]
, (11)

consequently, 2-D separable denominator state-space can be
given as:

A =
[
A1 B̄1∗C̄2∗
0 A4

]
, B =

[
B̄1∗D̄2∗
B2

]
, (12)

C =
[
C1 D̄1∗C̄2∗

]
, D = D̄1∗D̄2∗ , (13)

that results F[z1, z2] = F̄[z1, z2] = F̄1[z1]F̄2[z2], where

F̄1[z1] = D̄1∗ + C1[z1I − A1]−1B̄1∗ , (14)

F̄2[z2] = D̄2∗ + C̄2∗ [z2I − A4]
−1B2, (15)

The decomposed 1-D system F̄1[z1] is a p-input/p1-output
system, and the decomposed 1-D system F̄2[z2] is a p1-
input/q-output system [52].

Similarly, the minimal rank-decomposition of Roesser’s
state-space realization subject to A2 = 0 can be written as:[

A3 B2
C1 D

]
=

[
B̂2∗
D̂2∗

] [
Ĉ1∗ D̂1∗

]
, (16)

consequently, 2-D separable denominator state-space can be
written as:

A =
[

A1 0
B̂2∗Ĉ1∗ A4

]
, B =

[
B1

B̂2∗D̂1∗

]
, (17)

C =
[
D̂2∗Ĉ1∗ C2

]
, D = D̂2∗D̂1∗ (18)

that results F[z1, z2] = F̂[z1, z2] = F̂2[z2]F̂1[z1], where

F̂1[z1] = D̂1∗ + Ĉ1∗ [z1I − A1]
−1B1, (19)

F̂2[z2] = D̂2∗ + C2[z2I − A4]−1B̂2∗ , (20)

Similarly, the decomposed 1-D system F̂1[z1] is a p-input/p2-
output system, and the decomposed 1-D system F̂2[z2] is a
p2-input/q-output system [52], where

rank
[
A2 B1
C2 D

]
= p1, rank

[
A3 B2
C1 D

]
= p2.

Remark 1: The 2-Dmodels, as in (9), generally don’t exist
in CRSD form; however, existing 1-DMOR schemes are only
applicable to the 2-D systems when it exists in 2-D CRSD
form. In addition, we need minimal rank-decomposition cri-
teria to obtain decomposed 1-D sub-models as in (14)-(15)
and (19)-(20).
Lemma 1 ([53]): Let the ROM for 2-D discrete-time sys-

tems be Fr [z1, z2] = F1r [z1]F2r [z2] obtained by using 1-D
BT [28], then the 2-D discrete-time ROMFr [z1, z2] is asymp-
totically stable. Moreover, the frequency response truncation
error is bounded by:

‖F[z1, z2]− Fr [z1, z2]‖∞

≤ 2(‖D̄1∗‖ + 2
n∑
i=1

ρ̄i)× 2
m∑

i=mr+1

ϕ̄i

+ (‖D̄2∗‖ + 2
mr∑
i=1

ϕ̄i)× 2
n∑

i=nr+1

ρ̄i.

Alternatively,

‖F[z1, z2]− Fr [z1, z2]‖∞

≤ 2(‖D̄1∗‖ + 2
nr∑
i=1

ρ̄i)× 2
m∑

i=mr+1

ϕ̄i

+ (‖D̄2∗‖ + 2
m∑
i=1

ϕ̄i)× 2
n∑

i=nr+1

ρ̄i.

where ρ̄i and ϕ̄i are the Hankel Singular-values of the decom-
posed sub-systems F̄1[z1] and F̄2[z2], respectively.
Lemma 2 ([53]): Let the ROM for 2-D discrete-time sys-

tems be Frh[z1, z2] = F1rh [z1]F2rh [z2] obtained by using
1-D an optimal Hankel norm approximation [29], then the
2-D discrete-time ROM Frh[z1, z2] is asymptotically stable.
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Moreover, the frequency response truncation error is bounded
by:

‖F[z1, z2]− Frh[z1, z2]‖∞

≤ (‖D̄1∗‖ + 2
n∑
i=1

ρ̄i)× 2
m∑

i=mr+1

ϕ̄i

+ (‖D̄2∗‖ + 2
mr∑
i=1

ϕ̄i + 3
mr∑

i=mr+1

ϕ̄i)× 2
n∑

i=nr+1

ρ̄i.

Alternatively,

‖F[z1, z2]− Frh[z1, z2]‖∞

≤ (‖D̄2∗‖ + 2
m∑
i=1

ϕ̄i)× 2
n∑

i=nr+1

ρ̄i

+ (‖D̄1∗‖ + 2
nr∑
i=1

ρ̄i + 3
n∑

i=nr+1

ρ̄i)× 2
m∑

i=mr+1

ϕ̄i.

where ρ̄i and ϕ̄i are the optimal Hankel Singular-values of the
decomposed sub-systems F̄1[z1] and F̄2[z2], respectively.

2) FREQUENCY WEIGHTED 2-D STATE-SPACE SYSTEM
The 2-D weighted discrete-time systems arrangement is
shown in Figure 1. Consider a transfer function stable 2-D lin-
ear time-invariant discrete-time input weighted system [42]
be given as:

Gi[z1, z2] = Di + Ci[z1In1i ⊕ z2In2i − Ai]
−1Bi, (21)

where

Ai =
[
A1i A2i
A3i A4i

]
, Bi =

[
B1i
B2i

]
, (22)

Ci =
[
C1i C2i

]
, Di,

where {Ai ∈ <(n1i+n2i )×(n1i+n2i ),Bi ∈ <(n1i+n2i )×(pi), Ci ∈
<
(qi)×(n1i+n2i ),Di ∈ <(qi)×(pi)} is its (n1i + n2i )

th dimensional
minimal realizationwith pi number of inputs and qi number of
outputs. Similarly, consider a transfer function stable 2-D lin-
ear time-invariant discrete-time output weighted system [42]
be given as:

Ho[z1, z2]=Do+Co[z1In1o⊕z2In2o−Ao]
−1Bo, (23)

where

Ao =
[
A1o A2o
A3o A4o

]
, Bo =

[
B1o
B2o

]
,

Co =
[
C1o C2o

]
, Do, (24)

where {Ao ∈ <(n1o+n2o )×(n1o+n2o ),Bo ∈ <(n1o+n2o )×(po),
Co ∈ <(qo)×(n1o+n2o ),Do ∈ <(qo)×(po)} is its (n1o + n2o )

th

dimensional minimal realization, po and qo are the number of
inputs and outputs respectively.

Fia[z1, z2]=Cia[z1In1+n1i⊕z2In2+n2i−Aia]
−1Bia+Dia,

(25)

Foa[z1, z2]=Coa[z1In1+n1o⊕z2In2+n2o−Aoa]
−1Boa+Doa,

(26)

FIGURE 1. Input and output weighted 2-D discrete-time system.

Furthermore, realizations {Aia,Bia,Cia,Dia} and {Aoa,Boa,
Coa,Doa} are augmented-input (i.e., F[z1, z2]Gi[z1, z2]) and
augmented-output (i.e., Ho[z1, z2]F[z1, z2]), respectively,
(see Figure 2) [42].
where

Aia =
[
Aia1 Aia2
Aia3 Aia4

]

=


A1 B1C1i A2 B1C2i
0 A1i 0 A2i
0 B2C1i A4 B2C2i
0 A3i 0 A4i

,

Bia =
[
Bia1
Bia2

]
=


B1Di
B1i
B2Di
B2i

,
Cia =

[
Cia1 Cia2

]
=

[
I 0 0 0
0 0 I 0

]
,

Aoa =
[
Aoa1 Aoa2
Aoa3 Aoa4

]

=


A1 0 A3 0

B1oC1 A1o B1oC2 A2o
0 0 A4 0

B2oC1 A3o B2oC2 A4o

,

Boa =
[
Boa1
Boa2

]
=


I 0
0 0
0 I
0 0

,
Coa =

[
Coa1 Coa2

]
=
[
DoC1 C1o DoC2 C2o

]
.

III. 1-D MODEL REDUCTION TECHNIQUES
Here we provide a brief overview of un-weighted [28] and
frequency weighted [30] model reduction techniques for the
discrete-time 1-D systems.

A. UN-WEIGHTED 1-D MODEL REDUCTION TECHNIQUE
Let the controllability Gramians Pc∗ and the observability
Gramians Qo∗ for the entire frequency interim be given
as [28]:

Pc∗ =
1
2π

∫ π

−π

(ejψ I − A∗)−1B∗BT∗ (e
−jψ I − AT∗ )

−1dψ,

Qo∗ =
1
2π

∫ π

−π

(e−jψ I − AT∗ )
−1CT

∗ C∗(e
jψ I − A∗)−1dψ,
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FIGURE 2. Auxiliary Input and output weighted 2-D discrete-time system.

that are the solution of the following Lyapunov equations:

A∗Pc∗A
T
∗ − Pc∗ + B∗B

T
∗ = 0, (27)

AT∗Qo∗A∗ − Qo∗ + C
T
∗ C∗ = 0, (28)

Let a similarity transformation matrix Tb be given as:

T Tb Qo∗Tb=T
−1
b Pc∗T

−T
b =6co=


ξ1 0 · · · 0
0 ξ2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ξn

,
where 6co = diag{6co1 , 6co2}, ξi ≥ ξi+1, i =
1, 2, 3, . . . , n − 1, ξr > ξr+1. The ROM is attained as [28],
[29]:

T−1b A∗Tb =
[
Ar∗ A12
A21 A22

]
, T−1b B =

[
Br∗
B2

]
, (29)

CTb =
[
Cr∗ C2

]
, D = Dr∗ . (30)

Lemma 3 ([28]): The ROM (i.e., Fr∗ [z]) obtained by using
BT [28] is stable and the truncation error is bounded by:

‖F∗[z]− Fr∗ [z]‖∞ = 2
n∑

i=r+1

ξi. (31)

Lemma 4 ( [29]): The ROM (i.e., Frh∗ [z]) obtained by
using an optimal Hankel norm approximation [29] is stable
and the truncation error is bounded by:

‖F∗[z]− Frh∗ [z]‖∞ =
n∑

i=r+1

ξi. (32)

B. FREQUENCY WEIGHTED 1-D MODEL REDUCTION
TECHNIQUE
Let the controllability Gramians Pai and the observability
GramiansQao for the corresponding input-augmented (5) and
the output-augmented (6) realization respectively, that satisfy
the following Lyapunov equations:

Pai =
[
PE P12
PT12 PG

]
, Qao =

[
QH QT12
Q12 QE

]
,

that satisfy the following Lyapunov equations:

AaiPaiATai − Pai + BaiB
T
ai = 0, (33)

ATaiQaiAai − Qai + C
T
aiCai = 0, (34)

Truncating 1st and 4th block of (33) and (34), respectively,
we have the following Lyapunov equations:

A∗PEAT∗ − PE + XE = 0, (35)

AT∗QEA∗ − QE + YE = 0, (36)

where

XE = BEBTE = B∗CiwPT12A
T
∗ + A∗P12C

T
iwB

T
∗

+B∗CiwPGCT
iwB

T
∗ + B∗DiwD

T
iwB

T
∗ , (37)

YE = CT
ECE = CT

∗ B
T
oQ

T
12A∗ + A

T
∗Q12BowC∗

+CT
∗ B

T
owQHC∗Bow + C

T
∗ D

T
owDowC∗. (38)

By using the eigenvalues decomposition of XE and YE we
have the following:

XE = UE

[
SE1 0
0 SE2

]
UT
E , (39)

BE = UE

[
SE1

1/2 0
0 SE2

1/2

]
= UESE 1/2, (40)

YE = VE

[
RE1 0
0 RE2

]
V T
E , (41)

CE =
[
RE1

1/2 0
0 RE2

1/2

]
V T
E = RE 1/2V T

E , (42)

where

SE1 =

s1 0 · · · 0
0 s2 · · · 0
0 0 · · · sl−1

,
SE2 =

sl 0 · · · 0
0 sl+1 · · · 0
0 0 · · · sn

,
RE1 =

r1 0 · · · 0
0 r2 · · · 0
0 0 · · · rk−1

,
RE2 =

rk 0 · · · 0
0 rk+1 · · · 0
0 0 · · · rn

,
SE1 and RE1 have (l − 1) and (k − 1) numbers of positive
eigenvalues respectively; similarly, SE2 and RE2 have (n− l)
and (n−k) numbers of negative eigenvalues respectively. Let
TE be the transformation matrix obtained as:

T TE QETE = T−1E PET
−T
E = diag{41, 42}

=


ξ1 0 · · · 0
0 ξ2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ξn

,
where 41 = diag{ξ1, ξ2, · · · , ξr }, 42 = diag{ξr+1, ξr+2,
· · · , ξn}, ξj ≥ ξj+1, j = 1, 2, . . . , n − 1, ξr > ξr+1.
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The transformation matrix TE transforms the original stable
large-scale system realization into a balanced realization. The
ROM Fr∗ [z] = D̂r∗ + Ĉr∗ [zI − Âr∗ ]

−1B̂r∗ is acquired by
truncating the transformed balanced realization.

T−1E A∗TE = Â∗=
[
Âr∗ Â12
Â21 Â22

]
, T−1E B∗= B̂∗=

[
B̂r∗
B̂2

]
,

(43)

C∗TE = Ĉ∗=
[
Ĉr∗ Ĉ2

]
, D∗= D̂r∗ , (44)

Remark 2: This technique [30] provide unstable ROMs
because input/output associated matrices XE and YE respec-
tively are indefinite (i.e., XE ≤ 0 and YE ≤ 0 ) [32] when
both-sided weights are used.

IV. EXISTING STABILITY PRESERVING FREQUENCY
WEIGHTED MOR TECHNIQUES
Here we provide a brief overview of existing frequency
weighted model reduction techniques for the 1-D [39], [40],
[43] and 2-D [42] systems.

A. EXISTING 1-D STABILITY PRESERVING FREQUENCY
WEIGHTED MOR TECHNIQUES
CB [40], VA [39], and IG [43] improvised Enns’s [30]
input and output associated matrices XE and YE , respectively,
to yield positive and positive-semi definiteness of thesematri-
ces, which consequently yield stability of the ROM. These
techniques also offer an error bounds formula. The controlla-
bility and observability Gramians Pex and Qex , respectively,
satisfying the following Lyapunov equations:

A∗PexAT∗ − Pex + BexB
T
ex = 0, (45)

AT∗QexA∗ − Qex + C
T
exCex = 0, (46)

The improvisation by CB [40], VA [39], and IG [43] intro-
duced fictitious input and output associated matrices Bex ∈
{Bex1 [40], Bex2 , [39], Bex3 [43]} and Cex ∈ {Cex1 [40],
Cex2 [39], Cex3 [43]}, respectively, can be computed as:

Bex1 = Uex1Sex1U
T
ex1 =

[
Uex11 Uex12

] [ SE1 0
0 |SE2 |

]
×

[
UT
ex11

UT
ex12

]
,

Bex2 = Uex2Sex2U
T
ex2 =

[
Uex21 Uex22

] [ SE1 0
0 0

]
×

[
UT
ex21

UT
ex22

]
,

Bex3 = Uex3Sex3U
T
ex3 =

[
Uex31 Uex32

]
×

[
SE1 − snI(l−1)(l−1) 0

0 SE2 − snI(n−l)(n−l)

]
×

[
UT
ex31

UT
ex32

]
,

Cex1 = Vex1Rex1V
T
ex1 =

[
Vex11 Vex12

] [RE1 0
0 |SE2 |

]

[
V T
ex11
V T
ex12

]
,

Cex2 = Vex2Rex2V
T
ex2 =

[
Vex21 Vex22

] [RE1 0
0 0

]
×

[
V T
ex21
V T
ex22

]
,

Cex3 = Vex3Rex3V
T
ex3 =

[
Vex31 Vex32

]
×

[
RE1 − rnI(p−1)(p−1) 0

0 RE2 − rnI(n−p)(n−p)

]
×

[
V T
ex31
V T
ex32

]
.

Let Tex ∈ {Tex1 ,Tex2 ,Tex3} a transformation matrix be
obtained as:

T TexQexTex = T−1ex PexT
−T
ex =


ξ̄1 0 · · · 0
0 ξ̄2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ξ̄n

,
where ξ̄j ≥ ξ̄j+1, j = 1, 2, 3, . . . , n − 1, ξ̄r > ξ̄r+1 where r
is the order of the ROM. The ROM Fr∗ [z] = D̄r∗ + C̄r∗ [zI −
Ār∗ ]
−1B̄r∗ is acquired as:

T−1ex A∗Tex = Ā∗=
[
Ār∗ Ā12
Ā21 A22

]
, T−1ex B∗= B̄∗=

[
Br∗
B2

]
,

C∗Tex = C̄∗=
[
C̄r∗ C̄2

]
, D∗= D̄r∗ .

Remark 3: Since XE ≤ BexBTex , YE ≤ CT
exCex ,

{A∗,Bex ,Cex}; consequently, yield minimal and stable
ROMs. These techniques offer formula for the error bounds.
Remark 4: The following error-bound expression

exists [40]:

‖F∗[z]− Fr∗ [z]‖∞ ≤ 2‖Lex‖∞‖Kex‖∞
n∑

j=r+1

ξ̄j,

with the existence of the rank conditions [37] rank
[
Bex B∗

]
= rank

[
Bex

]
and rank

[
Cex
C∗

]
= rank

[
Cex

]
, where

Lex =C∗Vexdiag(|r1|−1/2 , |r2|−1/2 , · · · , |rli|−1/2 , 0, · · · 0),

Kex = diag(|s1|−1/2 , |s2|−1/2 , · · · , |sko|−1/2 , 0, · · · , 0)

×UT
exB∗,

where li = rank [XE ], ko = rank [YE ], Uex ∈ {Uex1 [40],
Uex2 [39], Uex3 [43] } and Vex ∈ {Vex1 [40], Vex2 [39],
Vex3 [43] }.
Remark 5: Since for each input related matrix Bex ∈
{Bex1 [40], Bex2 , [39], Bex3 [43]} and for each output related
matrix Cex ∈ {Cex1 [40], Cex2 [39], Cex3 [43]} grant positive
and positive-semi definite of the original system’s input and
the original system’s output associatedmatrices, respectively;
which results into the positive and positive-semi definite of
the controllability matrices Pex ∈ {Pex1 [40], Pex2 , [39],
Pex3 [43]} and the observability matrices Qex ∈ {Qex1 [40],
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Qex2 , [39], Qex3 [43]} in a unique way. This leads to the
existence of the different transformation matrices Tex ∈
{Tex1 [40], Tex2 , [39], Tex3 [43]}. As a consequence, three
existing stability-preserving model order reduction tech-
niques are established.

B. EXISTING 2-D STABILITY PRESERVING FREQUENCY
WEIGHTED MOR TECHNIQUE
GS [42]modified Enns’s [30] matricesXE and YE and applied
these matrices for 2-D MOR case (by using minimal rank-
decomposition conditions) to grant positive and positive-semi
definite of these input and output associated matrices, which
consequently grant stable ROMs for the decomposed two
1-D systems and also yield error bounds. For decomposed
systems F̄1[z1] = D̄1∗ + C1[z1I − A1]−1B̄1∗ and F̄2[z2] =
D̄2∗ + C̄2∗ [z2I − A4]−1B2 the controllability and observ-
ability Gramians P̂ex ∈ {P̂ex1 [42], P̂ex2 [42] } and Q̂ex ∈
{Q̂ex1 [42], Q̂ex2 [42] }, respectively, satisfying following
Lyapunov equations:

AP̂exAT − P̂ex + B̂ex B̂Tex = 0, (47)

AT Q̂exA− Q̂ex + ĈT
exĈex = 0. (48)

For the systems A ∈ {A1, A4} the input and output related
matrices B̂ex ∈ {B̂ex1 [42], B̂ex2 , [42]} and Ĉex ∈ {Ĉex1 [42],
Ĉex2 [42]}, respectively, can be computed as:

B̂ex1 = Ûex1 Ŝex1Û
T
ex1 =

[
Ûex11 Ûex12

] [ SE1 0
0 |SE2 |

]
×

[
ÛT
ex11

ÛT
ex12

]
,

B̂ex2 = Ûex2 Ŝex2Û
T
ex2 =

[
Ûex21 Ûex22

] [ SE1 0
0 0

]
×

[
ÛT
ex21

ÛT
ex22

]
,

Ĉex1 = V̂ex1 R̂ex1 V̂
T
ex1 =

[
V̂ex11 V̂ex12

] [RE1 0
0 |SE2 |

]
×

[
V̂ T
ex11
V̂ T
ex12

]
,

Ĉex2 = V̂ex2 R̂ex2 V̂
T
ex2 =

[
V̂ex21 V̂ex22

] [RE1 0
0 0

]
×

[
V̂ T
ex21
V̂ T
ex22

]
.

Let T̂ex ∈ {T̂ex1 [42], T̂ex2 , [42]} a transformation matrix be
obtained as:

T̂ TexQ̂ex T̂ex = T̂−1ex P̂ex T̂
−T
ex =


ξ̂1 0 · · · 0
0 ξ̂2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ξ̂n

,
where ξ̂j ≥ ξ̂j+1, j = 1, 2, 3, . . . , n − 1, ξ̂r > ξ̂r+1 where
r is the order of the ROM. The ROM F̄1r [z1] = C1r [zI −

A1r ]
−1B̄1r∗ + D̄1r∗ and F̄2r [z2] = C̄2r∗ [zI −A4r ]

−1B2r + D̄2r∗
can be acquired as:

T̂−1ex1 A1T̂ex1 =
[
A1r A112
A121 A122

]
, T̂−1ex1 B̄1∗ =

[
B̄1r∗
B̄12∗

]
,

(49)

C1T̂ex1 =
[
C1r∗ C12

]
, D̄1∗ = D̄1r∗ , (50)

similarly,

T̂−1ex2 A4T̂ex2 =
[
A4r A412
A421 A422

]
, T̂−1ex2 B̄1∗ =

[
B2r∗
B22

]
,

(51)

C̄2∗ T̂ex2 =
[
C̄2r∗ C̄22∗

]
, D̄2∗ = D̄2r∗ , (52)

For each decomposed original systems F̄1[z1] = D̄1∗ +

C1[z1I − A1]−1B̄1∗ and F̄2[z2] = D̄2∗ + C̄2∗ [z2I −
A4]−1B2 the ROMs obtained {A1r∗ , B̄1r∗ ,C1r∗ , D̄1r∗ } and
{A4r∗ ,B2r , C̄2r∗ , D̄2r∗ } respectively are minimal and stable.
Remark 6: Since X̄E ≤ B̂ex B̂Tex and ȲE ≤ ĈT

exĈex ; conse-
quently, the realizations {A1, B̂ex1 , Ĉex1} and {A4, B̂ex2 , Ĉex2}
are minimal and stable respectively, moreover; yield minimal
and stable ROMs. These techniques offer a formula for the
error bounds.
Remark 7: Since for each input related matrix B̂ex ∈
{B̂ex1 [42], B̂ex2 , [42]} and for each output related matrix
Ĉex ∈ {Ĉex1 [42], Ĉex2 [42]} grant positive and positive-semi
definite of decomposed original system’s input and decom-
posed original system’s output related matrices respectively;
which results into the positive and positive-semi definite of
the controllability matrices P̂ex ∈ {P̂ex1 [42], P̂ex2 [42] } and
the observability matrices Q̂ex ∈ {Q̂ex1 [42], Q̂ex2 [42] } in
a unique way. This leads to the existence of the different
transformation matrices T̂ex ∈ {T̂ex1 [42], T̂ex2 , [42]} which
subsequently results in ROMs {A1r∗ , B̄1r∗ ,C1r∗ , D̄1r∗ } and
{A4r∗ ,B2r∗ , C̄2r∗ , D̄2r∗ } for the given decomposed systems
F̄1[z1] = D̄1∗ + C1[z1I − A1]−1B̄1∗ and F̄2[z2] = D̄2∗ +

C̄2∗ [z2I − A4]−1B2, respectively. As a consequence, ROMs
obtained are stable, and these techniques yield error bound
formula [42].
Remark 8: Similarly, ROMs for decomposed systems

F̂[z1, z2] = F̂2[z2]F̂1[z1] as in (19) and (20) are obtained
in similar way as in (49-50) and (51-52) respectively. More-
over, ROMs obtained are stable and also yield error bound
formula [42].

V. MAIN RESULTS
The stability preserving strategies for 1-D discrete-time sys-
tems proposed by CB [40], GS [37], and IG [46] modified
XE and YE to ensure the stability of the ROM by making
positive and semi-positive definite of the associated input
and the associated output matrices. However, these meth-
ods induce significant truncation errors in some distinct fre-
quency weights due to significant variance form the original
systems.
This paper presents a stability preserving frequency-

weighted MOR technique for discrete-time 1-D and 2-D
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systems. For the 1-D and 2-D systems, the ROM’s stability is
ensured by inserting some fictitious input and output matri-
ces. The fictitious matrices are created by square-rooting
eigenvalues that have identical effects on each eigenvalue
of 1-D and 2-D discrete-time input and output matrices to
construct stable ROMs with low truncation errors at spec-
ified frequency weights. Decomposition is performed first
for the discrete-time 2-D weighted system using the mini-
mal rank-decomposition condition as illustrated in (11,16);
then, the controllability and the observability Gramians are
computed based on modified associated input and output
matrices for decomposed 1-D sub-systems. The proposed
scheme also provides an a priori error bound expressions
by using the BT and an optimal Hankel norm approx-
imation approaches, respectively, for the 1-D and 2-D
discrete-time frequency weighted systems. A comparison
among different existing frequency weighted MOR tech-
niques (including 1-D and 2-D systems) with proposed tech-
niques are presented, which show the efficacy of proposed
methods.

A. 1-D FREQUENCY WEIGHTED MODEL REDUCTION
TECHNIQUE FOR DISCRETE-TIME SYSTEMS
Let a new fictitious controllability Gramians matrix P̄m and
the observability Gramians matrix Q̄m for 1-D discrete-time
systems are computed as

A∗P̄mAT∗ − P̄m + X̄m = 0, (53)

AT∗ Q̄mA∗ − Q̄m + X̄m = 0, (54)

where X̄m = B̄mB̄Tm and Ȳm = C̄T
m C̄m. By eigenvalues

decomposition of X̄m and Ȳm we have the following:

X̄m = ŪmŜmŪT
m , (55)

Ȳm = V̄mR̂mV̄ T
m , (56)

The new fictitious B̄m and C̄m are given as input and output
associated matrices respectively, where

B̄m=


Ūm

√
(SE − snI )1/2

sn
= ŪmŜ1/2m for sn < 0

UES
1/2
E for sn ≥ 0

(57)

C̄m=


√
(RE − rnI )1/2

rn
V̄ T
m = R̂

1/2
m V̄ T

m for rn < 0

R1/2E V T
E for rn ≥ 0

(58)

Let the similarity transformation matrix T̄m is calculated as:

6m= T̄ Tm Q̄mT̄m= T̄
−1
m P̄mT̄−Tm =


ρ̄1 0 · · · 0
0 ρ̄2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ρ̄n

,

where6m = diag{6m1 , 6m2}, ρ̄j ≥ ρ̄j+1 and ρ̄r ≥ ρ̄r+1. The
ROM Fr∗ [z] = D̄r + C̄r∗ [zI − Ār∗ ]

−1B̄r∗ is obtained as

T̄−1m A∗T̄m= Ā∗=
[
Ār∗ Ā12
Ā21 Ā22

]
, T̄−1m B∗= B̄∗=

[
B̄r
B̄2

]
,

(59)

CT̄m= C̄ =
[
C̄r∗ C̄2

]
, D= D̄r∗ . (60)

The above MOR procedure can be viewed in the context of
non-minimum phase systems.
Lemma 5 ([54]): If the nth order square discrete-time 1-D

minimal realization be given as:

F∗[z]⇔
[
A∗ B∗
C∗ D∗

]
=

Ak A2 B1
A3 A4 B2
C1 C2 D


and Ho[z] = F−1∗ [z]; then, Ai = A∗ − B∗D−1∗ C∗ has k
eigenvalues outside the unit circle. Let λl[Ai]λ̄j[Ai] 6= 1 ∀ l, j;
then, there exist a unique controllability and the observability
matrices, Pc∗ and Qo∗ , respectively, which are the solution
to the Lyapunov equation as in (27) and (ATi Qo∗Ai − Qo∗ +
CT
∗ (D

−1)TDC∗ = 0), respectively. Further,Qo∗ contain k and
n− k negative and positive eigenvalues, respectively.
Remark 9: The realization F∗[z] can be decomposed into

two sub-systems as:

F∗[z] = Fk [z]+ Fn−k [z]

where

Fk [z] ⇔
[
Ak B1
C1 D

]
,

Fn−k [z] ⇔
[
A4 B2
C2 D

]
.

The realization Fk [z] has exactly k zeros outside of the unit
disk; whereas, the rest of the zeros are inside the unit disc.

Similarly, the above MOR procedure can be viewed in the
context of unstable minimum phase systems.
Lemma 6 ([54]): If the nth order square discrete-time 1-D

realization be given as:

F∗[z]⇔
[
A∗ B∗
C∗ D∗

]
=

Ak A2 B1
A3 A4 B2
C1 C2 D


with no eigenvalues on the unit circle and let Pc∗ = PTc∗
be the solution to the Lyapunov equation as in (53) with
Pc∗ = diag{6c1 , 6c2}, where 6c1 is non-singular matrix and
6c2 > 0 is a diagonalmatrix. Then,Ak andA∗ have k unstable
poles (eigenvalues) outside the unit circle; also, Ak has no
eigenvalues inside the unit circle. Assume that F∗[π ] =
D∗ is a nonsingular and λl[A∗]λ̄j[A∗] 6= 1 ∀ l, j. Further,
Pc∗ contain k and n − k negative and positive eigenvalues,
respectively.
Remark 10: The realization Fc∗ [z] can be decomposed

into two sub-systems as:

Fc∗ [z] = Fk [z]+ Fn−k [z]
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where

Fk [z] ⇔
[
Ak B1
C1 D

]
,

Fn−k [z] ⇔
[
A4 B2
C2 D

]
.

The realization Fk [z] has exactly k poles (eigenvalues) out-
side of the unit disk; whereas, the rest of the poles are inside
the unit disc.

Furthermore, the proposed MOR procedure can be
employed for the marginally stable systems by decomposing
the original systems into sub-systems (i.e., asymptotically
stable + marginally stable).
Lemma 7 ([55]): There exists a similarity transformation

matrix Tsm that satisfies:

A∗ = Tsm

[
As 0
0 Am

]
T−1sm ,

such that the full-order-model as in (1) is marginally stable
and matrix A∗ has a full rank.
Remark 11: The decomposition as in Lemma. 7 enables

each sub-system to be reduced in a manner that preserves
its particular notion of stability. Further, the MOR for each
sub-systems are obtained in a similar way as in (59)-(60).
Remark 12: Since XE ≤ B̄mB̄Tm ≥ 0 , YE ≤ C̄T

m C̄m ≥ 0 ,
P̄m > 0 and Q̄m > 0. Therefore, the transformed-realization
{A∗, B̄m, C̄m} is minimal and the stability of the ROM is
guaranteed.
Lemma 8: The fictitious input associated matrices XE ≤

B̄mB̄Tm ≥ 0 and the fictitious output associated matrices
YE ≤ C̄T

m C̄m ≥ 0 , likewise, the controllability matrices
PE < P̄m > 0 and the observability matrices QE < Q̄m > 0.
Therefore, the transformed-realization {A∗, B̄m, C̄m} obtained
is minimal and stable which also guaranteed the ROM’s
stability in the desired frequency-intervals.

Proof of Lemma 8: we will demonstrate that the realiza-
tion

{
A∗, B̄m, C̄m

}
is minimal (i.e., controllable and observ-

able). Since the controllability Gramians matrix P̄m and the
observability Gramians matrix Q̄m are solution of Lyapunov
equations as in (53) and (54) respectively, so

B̄mB̄Tm − XE ≥ 0

P̄m − PE ≥
1
2π

∫
δω

(ejωI − A∗)−1B̄mB̄Tm

× (e−jωI − AT∗ )
−1dω

−
1
2π

∫
δω

(ejωI − A∗)−1BEBTE

× (e−jωI − AT∗ )
−1dω

=
1
2π

∫
δω

(ejωI − A∗)−1(B̄mB̄Tm − XE )

× (e−jωI − AT∗ )
−1dω

≥ 0

Since for PE ≥ 0; consequently, P̄m ≥ 0 [37]. Similarly,
for QE ≥ 0; consequently, Q̄m ≥ 0. As a consequence,

the original-system matrix A∗ is stable. Resultantly, the pair
(A∗, B̄m) is controllable and the pair (A∗, C̄m) is observable
(i.e.,

{
A∗, B̄m, C̄m

}
is minimal).

Lemma 9: [56] Since the pair (A, B̄m) satisfy the following
Lyapunov equation (53),

A∗P̄mAT∗ − P̄m = −B̄mB̄
T
m,

for P̄m ≥ 0; then, the original large-scale system is asymptot-
ically stable iff it is controllable. Suppose the original system
is not asymptotically stable. In that case, eigenvalues of the
original large-scale system (i.e., eig|A∗|) are outside of the
unit circle, not on the inside of the unit circle.

Proof of Lemma 9: The first part is obvious. To proof
the second part, let A∗ and ν∗ have eigenvalue λ and
corresponding left eigenvector respectively; then, ν∗A∗ =
ν∗λ and AT∗ ν = λ̄ν. Appropriately pre- multiplying and
post-multiplying the Lyapunov equation (53) by ν∗ and ν
respectively; consequently, gives

ν∗A∗P̄mAT∗ ν − ν
∗P̄mν = −ν∗B̄mB̄Tmν = (λλ̄− 1)ν∗P̄mν.

Since the matrix ν∗P̄mν ≥ 0 and the matrix ν∗B̄mB̄Tmν ≥
0, this results |λλ̄| ≤ 1. Furthermore, if Re|λ| 6= 0;
then, ν∗B̄mB̄Tmν 6= 0; hence, ν∗B̄m 6= 0 which results
the transformed-realization

{
A∗, B̄m, C̄m

}
is controllable and

stable.
Theorem 1: The following error-bound expression exists:

‖Ho[z](F∗[z]− Fr∗ [z])Gi[z]‖∞

≤ 2‖Ho[z]‖∞‖Lm‖∞‖Km‖∞‖Gi[z]‖∞
n∑

j=r+1

ρ̄j,

with the existence of the rank conditions rank
[
B̄m B∗

]
=

rank
[
B̄m
]
and rank

[
C̄m
C∗

]
= rank

[
C̄m
]
, where

L̄m =

{
C∗V̄mR̂−1/2m if rn < 0 exists

C∗VER
−1/2
E otherwise

K̄m =

{
Ŝ−1/2m ŪT

mB∗ if sn < 0 exists

S−1/2E UT
E B∗ otherwise

Proof of Theorem 1: Since rank
[
B̄m B∗

]
= rank

[
B̄m
]

and rank
[
C̄m
C∗

]
= rank

[
C̄m
]
, the relationships B∗ = B̄mK̄m

and C = L̄mC̄m holds: By partitioning B̄m =
[
B̄m1

B̄m2

]
, C̄m =[

C̄m1 C̄m2

]
and substituting B̄r∗ = B̄m1K̄m, C̄r∗ = L̄mC̄m1 ,

respectively, yields:

‖Ho[z](F[z]− Fr [z])Gi[z]‖∞
= ‖Ho[z](C[zI − A]−1B− Ĉr [zI − Âr ]−1B̂r )Gi[z]‖∞
= ‖Ho[z](LmCm[zI − A]−1BmKm
−LmCm1 [zI Âr ]

−1Bm1Km)Gi[z]‖∞
= ‖Ho[z]Lm(Cm[zI − A]−1Bm
−Cm1 [zI − Âr ]

−1Bm1 )KmGi[z]‖∞
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= ‖Ho[z]Lm‖∞‖(Cm[zI − A]−1Bm
−Cm1 [zI − Âr ]

−1Bm1 )‖∞‖KmGi[z]‖∞.

If {Ār∗ , B̄m1 , C̄m1} is the ROM attained after reduction of the
large-scale original transformed system {A∗, B̄m, C̄m}. Then,

‖(C̄m[zI−A∗]−1B̄m−C̄m1 [zI−Ār∗ ]
−1B̄m1 )‖∞ ≤ 2

n∑
j=r+1

ρ̄j.

Therefore,

‖Ho[z](F∗[z]− Fr∗ [z])Gi[z]‖∞

≤ 2‖Ho[z]‖∞‖Lm‖∞‖Km‖∞‖Gi[z]‖∞
n∑

j=r+1

ρ̄j.

Theorem 2: The following error-bound expression exists:

‖Ho[z](F∗[z]− Frh∗ [z])Gi[z]‖∞

≤ ‖Ho[z]‖∞‖Lmh‖∞‖Kmh‖∞‖Gi[z]‖∞
n∑

j=r+1

ρ̄j,

with the existence of the rank conditions rank
[
B̄mh B∗

]
=

rank
[
B̄mh

]
and rank

[
C̄mh
C∗

]
= rank

[
C̄mh

]
, where

L̄mh =

{
C∗V̄mhR̂

−1/2
mh if rn < 0 exists

C∗VER
−1/2
E otherwise

K̄mh =

{
Ŝ−1/2mh ŪT

mhB∗ if sn < 0 exists

S−1/2E UT
E B∗ otherwise

Proof of Theorem 2: The proof of above-mentioned The-
orem 2 is similar to the proof of Theorem 1; hence, omitted
for the brevity.
Corollary 1: Theorem 1 holds true subject to the fol-

lowing rank conditions: rank
[
B̄m B∗

]
= rank

[
B̄m
]
and

rank
[
C̄m
C∗

]
= rank

[
C̄m
]
(which follows from [57]) are

satisfied.
Remark 13: When XE ≥ 0 and YE ≥ 0; then, PE = Pex =

P̄m and QE = Qex = Q̄m; consequently, ROMs obtained
by using [30], [39], [40], [43], and suggested technique are
the equivalent. Otherwise PE < P̄m and QE < Q̄m. Further-
more, the frequency-weighted Hankel singular-values satisfy
: (λj[PEQE ])1/2 ≤ (λ̄j[P̄mQ̄m])1/2.
Remark 14: When XE ≥ 0 and YE ≥ 0; then, ROMs

obtained using Enns [30] and suggested framework are the
equivalent.
Remark 15: For the fictitious-input matrix B̄m and the

fictitious-output matrix C̄m grant positive and positive-semi
definite of the input associated matrix B∗ and the output
associated matrix C∗ respectively; consequently, positive and
positive-semi definite of the controllability Gramians matrix
P̄m and the observability Gramians matrix Q̄m. This corre-
sponds to transformation matrix T̄m, resulting in the stability
retention MOR algorithm. In addition, constants (i.e., L̄m and
K̄m) provides the relationship between the systems matrices

(i.e., B∗ and C∗) with the fictitious matrices (i.e., B̄m and
C̄m), resulting in the error-bound expression for the suggested
framework.
Remark 16 ( [58]): The ill-conditioning of the relevant

discrete-time Lyapunov equations as in (53)-(54) causes
difficulty in computing the ROM based on Gramians of
sampled-data models for smaller sampling periods. The
numerical results are distorted by errors up to a particu-
lar limit for the sampling step. To get over this limitation,
an ‘‘approximately’’ balanced realization of the sampled-data
system is obtained straight from its continuous-time counter-
part’s balanced realization. When the sample time is reduced
to zero, this realization comes ‘‘near’’ to be exactly balanced
for ‘‘extremely small’’ (i.e., δ[T ] = T2−T1 = ι) sample steps
(i.e., considerably less than the systems’ time constants),
where T is sampling time, and ι is a very small number. Sim-
ilarly, the error based on the Hankel singular values (i.e., ρ̄j)
and frequency response error will be the same. It’s also worth
noting that the bilinear mapping (i.e., z −→ (1+ s)/(1− s))
produces a balanced continuous-time equivalent system if the
original discrete-time approach was similarly balanced [29].
Theorem 3: The following Lyapunov equation for the sug-

gested framework holds:

A∗P̄(ext)AT∗ − P̄(ext) + B̄(ext)B̄
T
(ext) = 0, (61)

AT∗ Q̄(ext)A∗ − Q̄(ext) + C̄T
(ext)C̄(ext) = 0. (62)

Proof of Theorem 3: Using (39), (41), (57) and (58) we
have the following:

SE = diag[SE1 , SE2 ] = diag[(s1, .., sl−1), (sl, .., sn)],

Ŝm = diag[Ŝm1 , Ŝm2 ] = diag[(ŝ1, .., ŝl−1), (ŝl, .., ŝn)],

RE = diag[RE1 , RE2 ] = diag[(r1, .., rp−1), (rp, .., rn)],

R̂m = diag[R̂m1 , R̂m2 ] = diag[(r̂1, .., r̂p−1), (r̂p, .., r̂n)],

S̄(ext) and R̄(ext) are obtained by (Ŝm − SE ) and (R̂m − RE ),
respectively.

S̄(ext) =
[
S̄(ext)1 0
0 S̄(ext)2

]
, R̄(ext) =

[
R̄(ext)1 0
0 R̄(ext)2

]
,

where matrices B̄(ext) and C̄(ext) are obtained by (57− 40) and
(58− 42), respectively.

B̄(ext) = Ū(ext)

[
S̄1/2(ext)1

0

0 S̄1/2(ext)2

]
= Ū(ext)S̄

1/2
(ext),

C̄(ext) =

[
R̄1/2(ext)1

0

0 R̄1/2(ext)2

]
V̄ T
(ext) = R̄1/2(ext)V̄

T
(ext),

where Ū(ext) = Ūm = UE and V̄(ext) = V̄m = VE . Since,

X̄(ext) = B̄(ext)B̄T(ext) = Ū S̄1/2(ext)S̄
1/2
(ext)Ū

T

= Ū(ext)S̄(ext)ŪT
(ext) = Ū(ext)(Ŝm − SE )ŪT

(ext)

= ŪmŜmŪT
m − UESEU

T
E = X̄m − XE , (63)

Ȳ(ext) = C̄T
(ext)C̄(ext) = V̄(ext)R̄

1/2
(ext)R̄

1/2
(ext)V̄

T
(ext)

= V̄(ext)R̄(ext)V̄ T
(ext) = V̄(ext)(R̂m − RE )V̄ T

(ext)
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= V̄mR̂mV̄ T
m − VEREV

T
E = Ȳm − YE , (64)

substitute (67 and 53) in (63) and (68 and 54) in (64) we have
the following:

(A∗P̄mAT∗ − P̄m)− (A∗PEAT∗ − PE ) = −X̄(ext),

(AT∗ Q̄mA∗ − Q̄m)− (AT∗QEA∗ − QE ) = −Ȳ(ext),

A∗(P̄m − PE )AT∗ − (P̄m − PE ) = −X̄(ext),

AT∗ (Q̄m − QE )A∗ − (Q̄m − QE ) = −Ȳ(ext).

If the controllability Gramian matrix P̄(ext) = P̄m − PE and
the observability Gramian matrix Q̄(ext) = Q̄m − QE . Then,

A∗P̄(ext)AT∗ − P̄(ext) + B̄(ext)B̄
T
(ext) = 0,

AT∗ Q̄(ext)A∗ − Q̄(ext) + C̄T
(ext)C̄(ext) = 0,

Corollary 2: Theorem 3 holds true subject to the balanced-
realization {A∗, B̄(ext), C̄(ext)} is minimal (i.e., controllable
and observable) and stable.
Remark 17: For the balanced-realization
{A∗, B̄(ext), C̄(ext)} to the following Lyapunov equation:

A∗P̄(ext)AT∗ − P̄(ext) + B̄(ext)B̄
T
(ext) = 0,

AT∗ Q̄(ext)A∗ − Q̄(ext) + C̄T
(ext)C̄(ext) = 0,

where the matrix B̄(ext) ≥ 0 and the matrix C̄(ext) ≥

0 grant positive and positive-semi definite of the matrix B̄m
and the matrix C̄m respectively; consequently, positive and
positive-semi definite of the controllability Gramians matrix
P̄(ext) and the observability Gramians matrix Q̄(ext) in a way
leads to the positive and positive-semi definite of the matrix
P̄m and the matrix Q̄m.
Remark 18: Note that by applying stability robustness the-

orem [59] to the frequency weighted model reduction prob-
lem, the combine weighted systems is stable if the following
inequalities hold (see chapter 3 of [31] for more detail)

(i) ‖Ho[z](F∗[z]− Fr∗ [z])‖∞ ≤ 1.

(ii) ‖(F∗[z]− Fr∗ [z])Gi[z]‖∞ ≤ 1.

(iii) ‖Ho[z](F∗[z]− Fr∗ [z])Gi[z]‖∞ ≤ 1.

The above inequalities also provide the criteria for the choice
of weightings (i.e., input weightings and output weightings).

B. 2-D FREQUENCY WEIGHTED MODEL REDUCTION
TECHNIQUE FOR DISCRETE-TIME SYSTEMS
Let the controllability Gramians Pia and the observability
Gramians Qoa for the corresponding input-augmented (25)
and the output-augmented (26) realization, respectively,
be given as:

Pia =
[
Pia1 Pia2
Pia3 Pia4

]

=


Pia11 Pia12 Pia21 Pia22
PTia1 Pia14 Pia23 Pia24
PTia21 PTia23 Pia41 Pia42
PTia22 PTia24 PTia42 Pia44

,

Qoa =
[
Qoa1 Qoa2
Qoa3 Qoa4

]

=


Qoa11 Qoa12 Qoa21 Qoa22
QToa12 Qoa14 Qoa23 Qoa24
QToa21 QToa23 Qoa41 Qoa42
QToa22 QToa24 QToa42 Qoa44

,
that are the solution of the following Lyapunov equations:

AiaPaiATia − Pia + BiaB
T
ia = 0, (65)

AToaQoaAoa − Qoa + C
T
oaCoa = 0, (66)

Truncating (3, 3) and (1, 1) block of (65) and (66), respec-
tively, we have the following Lyapunov equations:

A4Pia41A
T
4 − Pia41 + Xε4 = 0, (67)

AT1Qoa11A1 − Qoa11 + Yε1 = 0, (68)

where

Yε1 = AT1Qoa12B1oC1 + AT1Qoa22B2oC1

+ (B1oC1)TQToa12A1 + (B1oC1)TQoa14B1oC1

+ (B1oC1)TQoa24B2oC1 + (B2oC1)TQoa23A1
+ (B2oC1)TQToa24B1oC1 + (B2oC1)TQoa44B2oC1

+ (DoC1)TDoC1, (69)

Xε2 = B2C1iPia14 (B2C1i )
T
+ B2C1iPia23A

T
4

+B2C1iPia14 (B2C2i )
T
+ A4Pia22 (B2C1i )

T

+A4Pia42 (B2C2i )
T
+ (B2C2i )P

T
ia24 (B2C1i )

T

+B2C2iP
T
ia42A

T
4 + B2C2iPia44 (B2C2i )

T

+B2Di(B2Di)T . (70)

The stability is ensured for 2-D discrete-time system by
making the input Xε2 = Bε2ε2

T
2 = Uε2Sε2U

T
ε2

(70) and the
output Yε1 = CT

ε1
Cε1 = Vε1Rε1V

T
ε1

(69) associated matrices
positive and positive semi definite. The fictitious matrices
B̄mε2 and C̄mε2 are obtained by improvising Bε2 = Uε2S

1/2
ε2

and Cε1 = R1/2ε1 V
T
ε1
, respectively.

B̄mε2 =

 Ūmε2

√
(Sε2 − snI )1/2

sn
= Ūmε2 S̄

1/2
mε2

for sn < 0

Uε2S
1/2
ε2

for sn ≥ 0
(71)

C̄mε1 =


√
(Rε1 − rnI )1/2

rn
V̄ T
mε1
= R̄1/2mε1

V̄ T
mε1

for rn < 0

R1/2ε1 V
T
ε1

for rn ≥ 0
(72)

Remark 19: When the following rank conditions holds:

rank
[
B̄mε2B2

]
= rank

[
B̄mε2

]
, (73)

rank
[
C̄mε1
C1

]
= rank

[
C̄mε1

]
; (74)
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then, the following relationship holds for the fictitious input
and the fictitious output matrices.

B2 = B̄mε2 K̄mε2 , (75)

C1 = L̄mε1 C̄mε1 , (76)

where

K̄mε2 =

{
S̄−1/2mε2

ŪT
mε2

B2 if s̄n < 0 exists

S−1/2ε2
UT
ε2
B2 otherwise

(77)

L̄mε1 =

{
C1Vmε2 R̄

−1/2
mε1

if rn < 0 exists

C1Vε1R
−1/2
ε2
∗ otherwise

(78)

Remark 20: It can be seen in [40] that (73) is always true.
It can be seen that in (70), each terms are expressed as B2[∗]
or [∗]BT2 or B2[∗]BT2 , that is same as in [40], here terms [∗]
are some matrices which doesn’t affect our analysis. So (73)
is always true. Similarly, it can also be seen in [40] that (74)
is always true. It can also be seen that in (69), each terms
are expressed as C1[∗] or [∗]CT

1 or C1[∗]CT
1 , that is same as

in [40], here terms [∗] are some matrices which doesn’t affect
our analysis. So (74) is always true.

Consider rank[B1 B2] = rank [B2] and rank
[
C1
C2

]
=

rank [C1]; then, there exists some constant matrices K̄mε1 and
L̄mε2 , such that

B1 = K̄mε1B2, (79)

C2 = C1L̄mε2 , (80)

Remark 21: Assumptions rank[B1 B2] = rank [B2] and

rank
[
C1
C2

]
= rank [C1] will always be satisfied for B2 and

C1 be full column rank and row rank, respectively.
Using (75), (76), (79) and (80), we can derive newmatrices

B̄mε1 and C̄mε2 as follows:

B̄mε1 := K̄mε1 B̄mε2 , (81)

C̄mε2 := C̄mε1 L̄mε2 , (82)

then, [
B1
B2

]
=

[
B̄mε1
B̄mε2

]
K̄mε2 := B̄mε K̄mε2 , (83)

[C1 C2] = L̄mε1

[
C̄mε1 C̄mε2

]
:= L̄mε1 C̄mε . (84)

Theorem 4: The following rank conditions are always
hold:

a)rank
[
B B̄mε

]
= rank

[
B̄mε

]
.

b)rank
[
C
C̄mε

]
= rank

[
C̄mε

]
.

Theorem 5: The realization {A, B̄mε , C̄mε ,D} is minimal,
stable, and separable denominator.

Proof of Theorem 5: The proof of above Theorem 5
follows from the minimality, stability, and separability of the
2-D discrete-time system realization {A,B,C,D}.

The minimal rank-decomposition of new realization
{A, B̄mε , C̄mε ,D} subject to A3 = 0 can be written as:[

A2 B̄mε1
C̄mε2 D̄mε

]
=

[
B̄mε1∗
D̄mε1∗

] [
C̄mε2∗ D̄mε2∗

]
(85)

that results F̄mε [z1, z2] = F̄1mε [z1]F̄2mε [z2], where

F̄mε [z1, z2] = D̄mε + C̄mε [z1In
⊕

z2Im − A]−1B̄mε ,

F̄1mε [z1] = D̄mε1∗ + C̄mε1 [z1I − A1]
−1B̄mε1∗ ,

F̄2mε [z2] = D̄mε2∗ + C̄mε2∗ [z2I − A4]
−1B̄mε2 .

D = L̄mε1 D̄mε K̄mε4 (86)

Remark 22: The equation (86) can be solvable for D̄mε iff
one of the following equivalent conditions holds [60]:

1) rank [L̄mε1 ] = rank[L̄mε1 D] and rank [K̄mε2 ] =
[
K̄mε2
D

]
.

2) There exist some matrices Yε and Zε such thatD = L̄mε1Yε
and D = ZεK̄mε2 .
Remark 23: The requirements for the existence of (86)

for strictly proper original systems is immediately met. This
requirement will be met when the full row rank L̄mε1 and the
full column rank K̄mε2 is exist. We notice that even by setting
D̄mε = 0 we can get rid of this assumption.
Remark 24: The realizations {A1, B̄mε1∗ , C̄mε1 , D̄mε1∗} and
{A4, B̄mε2 , C̄mε2∗ , D̄mε2∗} are minimal and stable.
The new controllability (P̄mε1 , P̄mε2 ) and the observability

(Q̄mε1 , Q̄mε2 ) Gramians correspond to the decomposed sub-
system (F̄1mε [z1], F̄2mε [z2]), respectively, these Gramians sat-
isfy the following corresponding Lyapunov equations
i.e., for sub-system F̄1mε [z1] = D̄mε1∗ + C̄mε1 [z1I −
A1]−1B̄mε1∗

A1P̄mε1A
T
1 − P̄mε1 + X̄mε1 = 0, (87)

AT1 Q̄mε1A1 − Q̄mε1 + Ȳmε1 = 0, (88)

where X̄mε1 = B̄mε1∗ B̄
T
mε1∗

and Ȳmε1 = C̄T
mε1

C̄mε1 . Let the
similarity transformation matrix T̄mε1 is calculated as:

T̄ Tmε1 Q̄mε1 T̄mε1 = T̄−1mε1
P̄mε1 T̄

−T
mε1

=


ρ̄ε1 0 · · · 0
0 ρ̄ε2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ρ̄ε1

, (89)

where ρ̄εj ≥ ρ̄εj+1 and ρ̄εr ≥ ρ̄εr+1 . The ROM F̄1mεr [z1] =
D̂mε1r + Ĉmεr [z1I − Â1εr ]

−1B̂mεr∗ is obtained as:

T̄−1mε1
A1T̄mε1 = Â1ε =

[
Â1εr Â1ε12
Â1ε21 Â1ε22

]
, (90)

T̄−1mε1
B̄mε1∗ = B̂mε1∗ =

[
B̂mεr∗
B̂mε22∗

]
, (91)

C̄mε1 T̄mε1 = Ĉmε1 =
[
Ĉmεr Ĉmε22

]
, (92)
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D̄mε1∗ = D̂mε1r , (93)

i.e., for sub-system F̄2mε [z2] = D̄mε2∗ + C̄mε2∗ [z2I −
A4]−1B̄mε2

A4P̄mε2A
T
4 − P̄mε2 + X̄mε2 = 0, (94)

AT4 Q̄mε2A4 − Q̄mε2 + Ȳmε2 = 0, (95)

where X̄mε2 = B̄mε2 B̄
T
mε2

and Ȳmε2 = C̄T
mε2∗

C̄mε2∗ . Let the
similarity transformation matrix T̄mε2 is calculated as:

T̄ Tmε2 Q̄mε2 T̄mε2 = T̄−1mε2
P̄mε2 T̄

−T
mε2

=


ῡε1 0 · · · 0
0 ῡε2 · · · 0

· · · · · ·
. . . · · ·

0 0 · · · ῡε1

, (96)

where ῡεj ≥ ῡεj+1 and ῡεr ≥ ῡεr+1 . The ROM F̄2mεr [z2] =
D̂mε2r + Ĉmεr∗ [z1I − Â4εr ]

−1B̂mεr is obtained as:

T̄−1mε2
A4T̄mε2 = Â4ε =

[
Â4εr Â4ε12
Â4ε21 Â4ε22

]
, (97)

T̄−1mε2
B̄mε2 = B̂mε2 =

[
B̂mεr
B̂mε22

]
, (98)

C̄mε2∗ T̄mε2 = Ĉmε2∗ =
[
Ĉmεr∗ Ĉmε22∗

]
, (99)

D̄mε2∗ = D̂mε2r (100)

Remark 25: The realizations {Â1εr , B̂mεr∗ , Ĉmεr , D̂mε1r }

and {Â4εr , B̂mεr , Ĉmεr∗ , D̂mε2r } are stable and minimal. Fur-
thermore, the 2-D discrete-time weighted ROM F̄mεr [z1, z2]
= D̄mεr + C̄mεr [z1Inr

⊕
z2Imr − Âεr ]

−1B̄mεr of an original
2-D discrete-time F[z1, z2] = D + C[z1In

⊕
z2Im − A]−1B,

where

Amεr =
[
Â1εr B̂mεr∗ Ĉmεr∗
0 Â4εr

]
, (101)

Bmεr =

[
B̂mεr∗ D̂mε2r

B̂mεr

]
K̄mε2 := B̄mεr K̄mε2 , (102)

Cmεr = L̄mε1

[
Ĉmεr D̂mε1r Ĉmεr∗

]
:= L̄mε1 C̄mεr ,

(103)

Dmεr = L̄mε1 D̂mε1r D̂mε2r K̄mε4 = D. (104)

Algorithm 1: Given a discrete time 2-D system F[z1, z2]
with input and output frequency weights Gi[z1, z2] and
Ho[z1, z2]. The ROM F̄mεr [z1, z2] for 2-D discrete-time sys-
tems are obtained by using the following steps:

1) Compute the controllability Gramians Pia and the
observability Gramians Qoa by using (65) and (66),
respectively.

2) Compute Yε1 and Xε4 by using (69) and (70), respec-
tively.

3) Decompose Yε1 and Xε4 by using singular-values
decomposition as: CT

1 C1 = Vε1Rε1V
T
ε1

and B2BT2 =

Uε2Sε2U
T
ε2
, respectively, to compute C̄mε1 = R̄1/2mε1

V̄ T
mε1

and B̄mε2 = Ūmε2 S̄
1/2
mε2

by using (72) and (71), respec-
tively.

4) Compute constants K̄mε2 , L̄mε1 , K̄mε1 , and L̄mε2 by
using (77), (78), (79) and (80), respectively.

5) Compute B̄mε1 and C̄mε2 by using (81) and (82), respec-
tively.

6) Compute P̄mε1 , Q̄mε1 , P̄mε2 , and Q̄mε2 by using (87),
(88), (94) and (95), respectively.

7) Compute the transformation matrices T̄mε1 and T̄mε2 to
satisfy (89) and (96), respectively.

8) Compute the realizations {Â1ε , B̂mε1∗ , Ĉmε1 , D̄mε1∗} and
{Â4ε , B̂mε2 , Ĉmε2∗ , D̄mε2∗} by using (90-93) and (97-
100), respectively, to obtained corresponding ROMs
F̄1mεr [z1] and F̄2mεr [z2].

9) Compute 2-D discrete-time systems ROMs by
using (101-104):
where
Amεr ∈ <

(nr+mr )×(nr+mr ), Bmεr ∈ <
(nr+mr )×p,

Cmεr ∈ <
p×(nr+mr ), Dmεr ∈ <

(q×p),

and nr < n,mr < m

Remark 26: For the only input weighting, the realization
based on frequency weighted becomes {A, B̄mε ,C,D}; con-
sequently, C2 replaces C̄mε2 in (85).
Remark 27: For the only output weighting, the realization

based on frequency weighted becomes {A,B, C̄mε ,D}; con-
sequently, B1 replaces B̄mε1 in (85).
Remark 28: Notice that also in Remark (23) we can get rid

of this assumption by setting D̄mε = 0, then settingDmεr = D
into (8) the appropriate dimensions. However, this comment
might not be helpful if we use 1-D singular perturbation
approximation for the method of 2-D MOR.
Remark 29: While it is expressly indicated for bal-

anced truncation, the above algorithms can be easily
expanded/defined for almost all 1-D reduction schemes, such
as the Hankel norm approximation and singular perturbation
approximation, etc.
Theorem 6: The 2-D ROM obtained with this procedure is

stable.
Proof of Theorem 6: The proof follows directly from

the stability of the un-weighted approximation and is thus
excluded.
Remark 30: For the 2-D discrete-time 2-D system

F̄[z1, z2] = F̄1[z1]F̄2[z2], the corresponding decomposed
sub-systems F̄mε [z1, z2] = F̄1mε [z1]F̄2mε [z2] are formed, the
matrices Xε2 = B2BT2 < B̄mε1∗ B̄

T
mε1∗

and Yε1 = CT
1 C1 <

C̄T
mε1

C̄mε1 ; therefore, B̄mε1∗ B̄
T
mε1∗

≥ 0, C̄T
mε1

C̄mε1 ≥ 0;
resultantly, P̄mε1 > 0, P̄mε2 > 0 and Q̄mε1 > 0, Q̄mε2 >

0. Realization {A1, B̄mε1∗ , C̄mε1 } and {A4, B̄mε2 , C̄mε2∗} are
minimal and the obtained ROMs are stable.
Remark 31: Similar to Remark (30), the 2-D discrete-time

2-D system F̂[z1, z2] = F̂2[z2]F̂1[z1], the corresponding
decomposed sub-systems F̂mε [z1, z2] = F̂2mε [z2]F̂1mε [z1] can
also be formed; consequently, their stability of ROMs are
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also ensured by making corresponding inputs (i.e., B1 and
B2) and corresponding outputs (i.e., C1 and C2) matrices
positive and positive semi definite (i.e., results in fictitious
input and output matrices B̂mε1∗ , B̂mε2 , Ĉmε1 and Ĉmε2∗ ) in a
similar way as given in equations (71,72), respectively, such
that their corresponding controllability Gramians matrices
(i.e., P̂mε1 and P̂mε2 ) and the observability Gramians matrices
(i.e., Q̂mε1 and Q̂mε2 ) are positive and positive semi definite,
which leads to two different transformationmatrices (i.e. T̂mε1
and T̂mε2 ) for their corresponding sub-systems F̂1mε [z1] and
F̂2mε [z2], respectively; subsequently, transformed-realization
correspond to F̂1mε [z1] and F̂2mε [z2] are minimal and their
ROMs are stable.
Theorem 7: Let ROMs be attained by using balanced trun-

cation, then the frequency response approximation error is
bounded by:

‖Ho[z1, z2](F[z1, z2]− Fr [z1, z2])Gi[z1, z2]‖∞

≤ 2κ(‖D̂mε2r ‖ + 2
n∑
i=1

ῡεi )2
m∑

i=mr+1

ρ̄εi

+ 2κ(‖D̂mε1r ‖ + 2
mr∑
i=1

ρ̄εi )2
n∑

i=nr+1

ῡεi ,

where κ = Ho[z1, z2]L̄mε1 K̄mε2Gi[z1, z2], ρ̄εi and ῡεi are
the Hankel singular-values of the realizations F̄1mεr [z1] and
F̄2mεr [z2], respectively.

Proof of Theorem 7:

‖Ho[z1, z2](F[z1, z2]− Fr [z1, z2])Gi[z1, z2]‖∞
= ‖Ho[z1, z2] (C[z1In

⊕
z2Im − A]−1 B

−Cr [ z1Inr ⊕ z2Imr − Ar ]−1 Br ) Gi[z1, z2]‖∞

= ‖ Ho[z1, z2] (L̄mε1 C̄mε [z1In
⊕

z2Im − A]−1B̄mε K̄mε2
− L̄mε1Cmεr [z1Inr ⊕ z2Imr − Amεr ]

−1Bmεr K̄mε2 )

×Gi[z1, z2]‖∞
= ‖ Ho[z1, z2] L̄mε1 (C̄mε [z1In

⊕
z2Im − A]−1 B̄mε

− L̄mε1Cmεr [z1Inr ⊕ z2Imr − Amεr ]
−1Bmεr )K̄mε2

×Gi[z1, z2]‖∞
≤ ‖Ho[z1, z2] L̄mε1 ‖∞‖‖(C̄mε [z1In

⊕
z2Im − A]−1 B̄mε

−Cmεr [z1Inr ⊕ z2Imr − Amεr ]
−1Bmεr )‖∞‖K̄mε2

×Gi[z1, z2]‖∞

Since {A, B̄mε , C̄mε } is the balanced realization and
{Amεr ,Bmεr ,Cmεr } is its ROM, using Lemma (2) we have the

following:

‖(C̄mε [z1In
⊕

z2Im − A]−1B̄mε

−Cmεr [z1Inr ⊕ z2Imr − Amεr ]
−1Bmεr )‖∞

≤ 2(‖D̂mε2r ‖ + 2
n∑
i=1

ῡεi )2
n∑

i=nr+1

ρ̄εi

+ 2(‖D̂mε1r ‖ + 2
m∑

i=mr+1

ρ̄εi )2
m∑

i=mr+1

ῡεi .

Therefore,

‖Ho[z1, z2](F[z1, z2]− Frh[z1, z2])Gi[z1, z2]‖∞

≤ 2κ(‖D̂mε2r ‖ + 2
n∑
i=1

ῡεi )2
n∑

i=nr+1

ρ̄εi

+ 2κ(‖D̂mε1r ‖ + 2
m∑

i=mr+1

ρ̄εi )2
m∑

i=mr+1

ῡεi .

Theorem 8: Let ROMs be attained by using optimal Han-
kel norm approximation, then the frequency response approx-
imation error is bounded by:

‖Ho[z1, z2](F[z1, z2]− Frh[z1, z2])Gi[z1, z2]‖∞

≤ 2κ(‖D̂mε2r ‖ + 2
nr∑
i=1

ῡεi + 3
n∑

i=nr+1

ῡεi )2
m∑

i=mr+1

ρ̄εi

+ 2κ(‖D̂mε1r ‖ + 2
mr∑
i=1

ρ̄εi )2
n∑

i=nr+1

ῡεi .

where κ = Ho[z1, z2]L̄mhε1 K̄mhε2Gi[z1, z2], ρ̄εi and ῡεi are the
optimal Hankel singular-values of the realizations F̄1mεrh [z1]
and F̄2mεrh [z2], respectively.

Proof of Theorem 8: The proof of above-mentioned The-
orem 8 is similar to the proof of Theorem 7; hence, omitted
for the brevity.
Corollary 3: When the only input-weighting or the only

output-weighting is present, then κ becomes
‖K̄mε2Gi[z1, z2]‖∞ or ‖Ho[z1, z2]L̄mε1 , respectively. Further-
more, when there is no weighting (i.e., input and output)
present, κ = 1.
Remark 32: For the decomposed sub-systems (i.e.,

F̄1mε [z1] and F̄2mε [z2]), the fictitious-input matrices (i.e.,
B̄mε1∗ and B̄mε2 ) and the fictitious-output matrices (i.e., C̄mε1
and C̄mε2∗ ) grant positive and positive-semi definite of the
input associated matrix (i.e., B1 and B2) and the output
associated matrix (i.e., C1, C2), respectively; consequently,

[
Amεr Bmεr
Cmεr Dmεr

]
=

 Â1εr B̂mεr∗ Ĉmεr∗ B̂mεr∗ D̂mε2r K̄mε2
0 Â4εr B̂mεr K̄mε2

L̄mε1 Ĉmεr L̄mε1 D̂mε1r Ĉmεr∗ L̄mε1 D̂mε1r D̂mε2r K̄mε4

,
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positive and positive-semi definite of the controllability
Gramians matrices (i.e., P̄mε1 and P̄mε2 ) and the observability
Gramians matrices (i.e., Q̄mε1 and Q̄mε2 ). This corresponds
to transformation matrices (i.e. T̄mε1 and T̄mε2 ), resulting in
stability retention MOR algorithm. In addition, constants
(i.e., K̄mε1 , L̄mε1 , K̄mε2 , and L̄mε2 ) provide the relationship
between the systems matrices (i.e., B1, B2, C1, and C2) and
the fictitious matrices (i.e., B̄mε1∗ , B̄mε2 , C̄mε1 and C̄mε2∗ ),
resulting in the error-bound expression for the suggested
algorithm.
Remark 33: Similarly, for the decomposed sub-systems

(i.e., F̂1mε [z1] and F̂2mε [z2]), the fictitious-input matrices
(i.e., B̂mε1∗ and B̂mε2 ) and the fictitious-output matrices (i.e.,
Ĉmε1 and Ĉmε2∗ ) grant positive and positive-semi definite
of the input associated matrices (i.e., B1 and B2) and the
output associated matrix (i.e., C1 and C2), respectively; con-
sequently, positive and positive-semi definite of the con-
trollability Gramians matrices (i.e., P̂mε1 and P̂mε2 ) and the
observability Gramians matrices (i.e., Q̂mε1 and Q̂mε2 ). This
corresponds to transformation matrices (i.e. T̂mε1 and T̂mε2 ),
resulting in stability retention MOR algorithm. In addi-
tion, constants (i.e., K̂mε1 , L̂mε1 , K̂mε2 , and L̂mε2 ) provide the
relationship between the systems matrices (i.e., B1, B2, C1,
and C2) and the fictitious matrices (i.e., B̂mε1∗ , B̂mε2 , Ĉmε1
and Ĉmε2∗ ), resulting in the error-bound expression for the
suggested algorithm.
Remark 34: Similar to the Remark 18, by applying the

stability robustness theorem [59] to the frequency weighted
model reduction problem for the discrete-time 2-D systems,
the combine weighted systems is stable if the following
inequalities hold:

(i) ‖Ho[z1, z2](F[z1, z2]− Fr [z1, z2])‖∞ ≤ 1.

(ii) ‖(F[z1, z2]− Fr [z1, z2])Gi[z1, z2]‖∞ ≤ 1.

(iii) ‖Ho[z1, z2](F[z1, z2]− Fr [z1, z2])Gi[z1, z2‖∞ ≤ 1.

VI. NUMERICAL SIMULATIONS
To highlight the comparison of existing frequency weighted
models ( [30], [39], [40], [43]), a numerical example of
a multi-input multi-output doubly-fed induction genera-
tor (DFIG) based variable-speed wind turbine (double-cage
induction generator) for the power system (current model)
is presented in Example. 1. Furthermore, the 2-D discrete-
time system is demonstrated in Example. 2. Figs. 3, 4,
and 9 depicted the frequency response error for the entire
frequency-weights of the approximated model obtained by
using existing ([30], [39], [40], [43]) and suggested frame-
works. In addition, Figs. 7 and 8 depict the original 2-D
model, and ROMs acquired using the existing and suggested
methods, in the specified frequency-weights, of the ROMs
acquired through the use of different existing ( [30], [42]) and
suggested techniques. Whereas, Figs. 5 and 6 of 2nd and 3rd

order ROMs represent the bode plot (phase and magnitude)
comparison, respectively, obtained using existing ([30], [39],
[40], [43]) and proposed methods.

FIGURE 3. Frequency-response error comparison of 2nd order ROM for
Example. 1.

FIGURE 4. Frequency-response error comparison of 3rd order ROM for
Example. 1.

A. INDUCTION GENERATOR PARAMETERS
Base voltage = 690V , Base power = 2MW , Angular veloc-
ity = 2π fm, fm = 50Hz, Stator resistance = 0.00488 p.u.,
Double-cage reactance = 0.0453 p.u.,, Stator leakage reac-
tance= 0.09241 p.u., Rotor resistance= 0.00549 p.u., Rotor
leakage reactance = 0.09955 p.u., Rotor to double-cage
mutual reactance = 0.02 p.u., Magnetizing reactance =
3.95279 p.u., Load inertia constant = 3.5, Double-cage
resistance = 0.2696 p.u..

B. DFIG CONTROL PARAMETERS
Speed limit=1800 r/min, Cut-in speed = 1000 r/min, Shut-
down Speed=2000 r/min.
Example 1: Consider a stable LTI 6th order DFIG model

(currentmodel) as given in [61], the discretized sampling time

15112 VOLUME 10, 2022



M. Imran et al.: Development of Frequency Weighted MOR Techniques for Discrete-Time 1-D and 2-D Linear Systems

is Ts = 0.001sec, with the following input weights and the
output weights:
The frequency-response error comparison is given in Figs. 3
and 4 of 2nd and 3rd order ROMs, respectively. Whereas,
Figs. 5 and 6 of 2nd and 3rd order ROMs represent the
bode plot (phase and magnitude) comparison, respectively,
obtained using existing ( [30], [39], [40], [43]) and proposed

methods. The pole locations of existing ([30], [39], [40], [43])
and proposed techniques are provided in Table. 4, it can also
be observed that [30] produces unstable 2nd and 3rd order
ROMs along with the pole locations at z = −1.12469 ±
1.5327i and z = 1.12133, 1.001579 ± 1.002044i, respec-
tively. However, in the given frequency-weights, proposed
techniques produce low frequency-response truncation error

Aiw =


−0.75 0 0 0 0 0

0 −0.75 0 0 0 0
0 0 −0.75 0 0 0
0 0 0 −0.75 0 0
0 0 0 0 −0.75 0
0 0 0 0 0 −0.75

,

Biw =


−0.33281 −0.34895
−0.15539 −0.07846
−0.02101 −0.22836
−0.30336 −0.21175
−0.22092 −0.13554
−0.12428 −0.04977

,

Ciw =


0.00377 0.05555 0.02653 0.03357 0.02709 0.09909
0.06317 0.12623 0.14361 0.05603 0.00676 0.05758
0.02762 0.11013 0.03980 0.01313 0.10848 0.09410
0.10887 0.08565 0.13869 0.09602 0.05212 0.00325

,

Diw =


0.09106 0.03833
0.08006 0.06173
0.07458 0.05755
0.08131 0.05301

,

Aow =


−0.95 0 0 0 0 0

0 −0.95 0 0 0 0
0 0 −0.95 0 0 0
0 0 0 −0.95 0 0
0 0 0 0 −0.95 0
0 0 0 0 0 −0.95

,

Bo =


−0.28072 −0.22311
−0.13737 −0.03178
−0.07214 −0.20447
−0.22917 −0.13898
−0.22780 −0.06365
−0.22219 −0.02956

,

Cow =


0.12354 0.10541 0.12138 0.05983 0.09805 0.06601
0.02625 0.02304 0.11229 0.06226 0.13989 0.03864
0.02454 0.14302 0.01803 0.02711 0.02453 0.11279
0.09990 0.08113 0.07876 0.03831 0.13816 0.03430
0.13416 0.10196 0.04888 0.00308 0.11920 0.00963
0.07748 0.00548 0.08197 0.13855 0.08661 0.11510

,

Dow =


0.06712 0.03174
0.07152 0.08145
0.06421 0.07891
0.04190 0.08523
0.03908 0.05056
0.08161 0.06357

.
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FIGURE 5. Bode plot (phase and magnitude) comparison of 2nd order
ROM for Example. 1.

FIGURE 6. Bode plot (phase and magnitude) comparison of 3rd order
ROM for Example. 1.

with stable ROMs comparable to existing stability-preserving
algorithms ( [39], [40], [43]).
Example 2: Consider a 6th order stable 2-D discrete-

time system [37]: with the desired frequency-weights as
given in [42]. Fig. 7 and 8 show the stable 2-D original
and ROMs obtained using the existing [42] and proposed
techniques, respectively. The frequency-response error com-
parison in the desired frequency-weights is given in Fig. 9.
The pole locations of [30] and proposed techniques are pro-
vided in Table. 4, it can also be observed that [30] produce
unstable 3rd dimension ROMs along with the pole loca-
tions at z1 = 1.00889, 1.14789 ± 0.00479i and z2 =
1.45781,−0.12147±0.12471i, respectively. However, in the
given frequency-weights, proposed techniques produce low

FIGURE 7. 2-D original discrete-time F [z1, z2] for example-2.

FIGURE 8. 4th order ROM comparison for example-2.

frequency-response truncation error with stable ROMs com-
parable to existing stability-preserving algorithms ([42]).

VII. ANALYSIS AND DISCUSSION
Figs. 3, 4 and 9 indicate that ROMs attained with the Enns
technique [30] provide a low-frequency response truncation
error as compared to the other methods. However, this also
yields unstable ROMs as seen in Table. 4. Whereas, Figs. 5
and 6 of 2nd and 3rd order ROMs represent the bode plot
(phase and magnitude) comparison, respectively, obtained
using existing ( [30], [39], [40], [43]) and proposed methods.
Proposed techniques, however, generates a low-frequency
response truncation error with stable ROMs as compared
with the existing stability preserving algorithms and provide
closed proximity to the original system.
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TABLE 2. Truncation error for example. 1

FIGURE 9. Frequency-response error comparison in the given frequency
weights of 4th order ROM for example-2.

TABLE 3. Truncation error for example. 2

TABLE 4. Poles locations of reduced order models.

VIII. CONCLUSION
In this work, the frequency-weighted model order reduc-
tion framework for the discrete-time one-dimensional and
two-dimensional models is proposed by using balance trun-
cation (proposed technique 1) and an optimal Hankel norm

approximation (proposed technique 2) respectively. The sug-
gested approach guarantees that some associated input matri-
ces and associated output matrices for one-dimensional and
two-dimensional discrete-time systems, which produce stable
reduced-ordermodels, are positive and semi-positive definite.
The proposed algorithm also provides frequency-response
error bound expression by using balance truncation and
an optimal Hankel norm approximation, respectively, for
the one-dimensional and two-dimensional discrete-time
weighted systems. There are comparisons between exist-
ing frequency-weighted model order reduction methods with
the proposed framework, indicating that the low-frequency
response truncation errors with stable reduced-order models
are obtained comparable to existing stability-preserving algo-
rithms, which show the efficacy of the proposed framework.
However, the proposed methodology only applies to linear
time-invariant one-dimensional and causal recursive sepa-
rable denominator two-dimensional discrete-time systems.
Furthermore, more research is required to extend the pro-
posed method to linear time-variant, descriptor, and bilinear
systems. This method can also be used to analyze continuous
systems in the time domain. Moreover, the proposed method-
ology may be expended for other variants of 2-D systems,
such as positive 2-D continuous delayed systems based on
L1-gain control design.
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