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ABSTRACT In this study, the researchers developed holographic image software for the Polaris, a non-
governmental Taiwanese oceanographic research vessel. It is a survey vessel that was codeveloped through
an industry–academia collaboration between National Kaohsiung University of Science and Technology
and Dragon Prince Hydro-Survey Enterprise Co. With a weight of 260 tons, length of 36.98 m, and width
of 6.80 m, the vessel can travel at a speed of 11 knots. It has undergone underwater rescue and exploration
operations and is therefore fairly experienced in such operations. When performing underwater exploration
missions, survey vessels are often faced with interferences caused by factors such as current velocity;
water temperature, refraction, and spectral conditions; climate; ocean current; presence of algae; and light
reflection from schools of fish. Therefore, instantaneous image analysis is imperative for marine exploration.
In accordance with the instantaneous recognition needs of the Polaris, the researchers developed artificial-
neural-network-based recognition software for rapidly recognizing the category of a detected underwater
object. Recognition of shapes in low-resolution underwater images was improved using a neural network
resulting in an average recognition rate of 95%. Analysis of variance also indicated that the neural network
yielded a significantly higher recognition rate than did manual recognition.

INDEX TERMS Image processing, moment invariants, neural network, image recognition.

I. INTRODUCTION
The Polaris is the first nongovernmental oceanographic
research and survey vessel of Taiwan. The vessel was code-
veloped through an industry–academia collaboration between
National Kaohsiung University of Science and Technol-
ogy (the Nanzih Campus) and Dragon Prince Hydro-Survey
Enterprise Co. It was constructed by Shing Sheng Fa Boat
Building Co., Ltd. and has a weight of 260 tons, length of
36.98 m, and width of 6.80 m. With a top speed of 11 knots,
the vessel has been stationed at the Innovation Incubation
Center of National Kaohsiung University of Science and
Technology since September 2008, and it is usually parked
at the jetty of the Cijin Campus. The vessel has undergone
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numerous underwater rescue and exploration operations. For
example, after the mysterious disappearance ofMalaysia Air-
lines flight MH370 on March 8, 2014, various parties were
involved in the searching operation. The Indian Ocean has
an average depth of approximately 3900 m, with the deepest
point being approximately 8000 m. The search operation
was difficult and required advanced equipment. At the time,
the Polaris was invited to assist with the salvation operation
in Australia through its underwater detection and deep tow
system; this indicated that the system’s superior quality is
recognized internationally. The internal configuration of the
Polaris is illustrated in Figure 1.(a)–(c).

The major equipment and devices on the Polaris are
an underwater remotely operated vehicle, differential satel-
lite positioning system, single-beam echo sounder, multi-
beam echo sounder, side-scan sonar, subbottom profiler,
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FIGURE 1. (a)The Polaris (b)Cabin configuration diagram (c)Data
processing center.

marine magnetometer, underwater positioning system, sed-
iment corer, and penetrometer.

With regard to the underwater imaging operations of the
Polaris, the focus is not on capturing beautiful and magnifi-
cent underwater images with high contrast, which is the pri-
mary aim for underwater photographers. The numerous disas-
ter relief and emergency salvation operations that the Polaris
has been involved in indicate that in terms of underwater
imaging, enhancement of the underwater object recognition
rate is more essential. The recognition rate is defined as the
probability of correctly identifying underwater objects (e.g.,
is it a school of fish, a torpedo, a sunken ship, or a reef rock;
what is the probability?) from captured images. Therefore,
to ensure that the Polaris recognizes objects instantaneously
and accurately, the focus of the current study was to enhance
its recognition rate.

Some of the most popular artificial neural network tech-
nologies are the back propagation neural network (BPNN),
support vector machine (SVM), and self-organizing linear
output (SOLO). Both the BPNN and SVM can be regarded as
nonlinear regression analysis techniques. However, they have
different mechanisms for deciding the form and parameter
of the regression equation. The SOLO is a linear regression
analysis technique in which nonlinear problems are described
using the concept of piecewise linearity. After considering
the rescue and detection missions that the Polaris is involved
in, the researchers decided to use the BPNN technique in
developing a system to enhance the instantaneous recognition
rate for underwater images; this system was developed on
the theoretical basis that object shape affects the manual
recognition rate [2]–[21], [24], [25].

II. IMAGE PRE-PROCESSING
A. IMAGE FILTERING AND REMOVE NOISE
After underwater images were obtained, they were subjected
to preprocessing, which involved the use of a low-pass filter
to remove noise (or high-frequency noise) from the shape
images. The method used in the current study was the average
masking method, which involves summing all the grayscale
values in the mask, obtaining an average value, and writing
the value in the corresponding pixel point. This is therefore
known as themoving average filter, and noise can be removed
using this method. In the low-pass filter, the average value is
written in the corresponding pixel at the middle of the mask.
Therefore, only the value of one pixel can be handled at a
time; the adjacent pixel is processed during the next mask

movement. Therefore, the grayscale value of a pixelmay be or
may not be the same as the grayscale value of its surrounding
pixels.

1/9 1/9 1/9
1/9 1/9 1/9
1/9 1/9 1/9

For a high-pass filter, high-frequency sharpening of char-
acter images is performed. The sum of weights of the mask
processed using a high-pass filter is 1. The purpose of high-
pass filter processing is to highlight the edge portions of an
image as well as the finer and complex areas of the image.
The image may become clearer after the processing. How-
ever, the added clarity comes with the accompanying prob-
lem of increased high-frequency noise, causing additional
uncertainty in terms of analysis and processing. Therefore,
a suitable sharpening value must be identified.

-1 -1 -1
-1 9 -1
-1 -1 -1

B. BINARIZATION
Binarization of an image involves using a threshold gray
level to segment an image into two parts. After removing
high-frequency noise using the low-pass filter (or performing
high-frequency sharpening of the image using the high-pass
filter). In order to focus on the segmentation of the image
that must be recognized. An image can be segmented into
the background and objects. In the case of the image to be
identified in this study, the target to be recognized is the
object, whereas the background is the environmental image
on the iron plane. Therefore, when identifying the object,
the background image must be filtered out first, just leaving
the objects in the image. To ease the segmentation process,
the gray level threshold value between the background and
object to be identified was selected in accordance with the
study published by J.J. Thomson Physics Lab, University of
Reading; for gray level ≥ 50, the value was set to 255; for
gray level < 50, the value was set to 0.

C. EDGE DETECTION
After the static images were subjected to image morphology
operations, the researchers performed edge detection on the
objects to be identified to ease the subsequent extraction of
eigenvalues. The Sobel method was used for this purpose.
In the Sobel method, the gradient value of each pixel along
the x and y directions is calculated on the basis of the Sobel
masks shown in the following figure; Gx andGy represent the
mask computation values obtained in the x and y directions,
respectively. Therefore, the calculation formula for the radial
vector of each pixel is G(x,y) =

√
(Gx+Gy).

-1 -2 -1 -1 0 1
0 0 0 -2 0 2
1 2 1 -1 0 1

To rapidly search for the characteristic eigendata in the
image, we made use of the concept of image interconnection,
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which involves framing the region with the maximum area
(grayscale value not equivalent to 0) in the image. The fol-
lowing figure is a mask that makes use of the interconnection
concept; e is taken as the center (i.e., the grayscale value
of e is not equivalent to 0). As long as the grayscale value
of point d, b, f, or h is not equivalent to 0, the point is
considered to belong to the same region as e. The region with
the maximum area in the image is framed using the concept
of image interconnection.

a d g
b e h
c f i

The design process for the image processing program
(C++ Builder) was as follows:

• Load the image (self-define the pathway and the format).
• Place the pixels of the image in the array of the memory
cell.

• Extract each pixel for computation or transformation by
using various filter methods.

• Once the computations are complete, paste the obtained
results back into the original memory cells.

III. ARTIFICIAL NEURAL NETWORK (BPNN)
RECOGNITION
The learning process of the algorithm consists of forward and
backward information propagation (Figure 2(a), Figure 2(b),
Figure 2(c)). In the process of forward propagation, weights
are calculated at the hidden layer through the input layer.
After transformation through the activation function, the net-
work output value is calculated and propagated toward the
output layer. The neurons in each layer only affect the status
of the neurons in the next layer. If the target output val-
ues cannot be obtained at the output layer, backpropagation
is activated; the error signal is backpropagated along the
original connection channel. The weight and bias values of
neurons in each level are modified continually until an error
value within the tolerable error range is acquired.

A. RECOGNITION MODEL
Recognition systems comprise components such as under-
water cameras, personal computers, and graphic cards. To
simulate the external appearance and structures of common
underwater objects, images of 12 basic shapes were captured
using underwater cameras. Showing a low-resolution envi-
ronment, the blurred images were used as the identification
targets (Figure 3).

The neural network model was used to replace the human
eyes and brain in recognizing the 12 target shapes. The recog-
nition program was constructed using the C++ program-
ming language, and complete target images were obtained
using image preprocessing methods (e.g., filtering, binariza-
tion, and edge detection). Finally, the invariant moment was
adopted as the main characteristic for recognition and input
unit for the neural network.

FIGURE 2. (a) Transfer direction of the BPNN. (b) Illustration of the BPNN.
(c) Image recognition processes.
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FIGURE 3. Basic shapes (12 types).

FIGURE 4. Neural network training curve.

The learning process of the algorithm consisted of forward
and backward information propagation (Fig. 2). In the process
of forward propagation, weights are calculated at the hidden
layer through the input layer. After transformation through
the activation function, the network output value is calculated
and propagated toward the output layer. The neurons in each
layer only affect the status of the neurons in the next layer.
If the target output values cannot be obtained at the output
layer, backpropagation is activated; the error signal is back
propagated along the original connection channel. Theweight
and bias values of neurons in each level are modified contin-
ually until an error value within the tolerable error range is
acquired. In the algorithm, the input value of the jth neuron of
layer n is the nonlinear function of the output value of neurons
in layer n-1:

yni = f(netnj ), netnj =
∑
i

wn
jiy

n−1
i − bnj

E = (1/2)
∑
k

(dk − yk)
2, wji = −ρ

∂E
∂wji

(1)

where y is the output value of layer n, serving as the input
value for layer 1; f is the activation function; netnj is the
accumulated weight of the output value for layer n – 1; wn

ji is
the connection weight between the jth neuron of layer n and
ith neuron of layer n-1; bnj is the bias value of the jth neuron
in layer n; E is the error function; dk is the target output value
of the kth neuron; yk is the network output value of the kth
neuron of the output layer; and ρ is the learning rate, the value
of which decides the modification magnitude of the method
of steepest descent.

Because the algorithm is a type of supervised learning
method, the purpose of learning is to reduce the differences
between the network output values and target output values.

FIGURE 5. Neural network recognition results.

TABLE 1. Parameter settings of the neural network.

TABLE 2. Normalized invariant moments of the shape images (12 types).

Therefore, the learning process of the network is minimiza-
tion of the error function E. We employed the method of
steepest descent to search for the best solution of E, or in other
words, the smallest sum of the squared errors. The network
slightly adjusted the weight each time a training data point
is input. The magnitude of adjustment and error function
were proportional to the sensitivity of the connection weight
values, as shown in the following equation. With recurring
calculation and training process, the minimum value of E was
identified when a state of convergence was achieved to obtain
the optimal recognition results.

B. EIGENVALUE SELETION
Next, the effective eigenvalues were identified and used as the
inputs for the algorithm. We trained the neural network such
that it could recognize the object to be identified based on this
eigenvalue, and the recognition results acquired using human
vision and the algorithm under various conditions could be
compared. In this study, the researchers used Hu’s moments
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TABLE 3. Weights and threshold values after completion of neural
network training.

TABLE 4. ANOVA results for human recognition of various easily
confused shapes.

TABLE 5. ANOVA analysis of human and BPNN recognition results.

TABLE 6. Parameter settings of the neural network.

theory [1] in which the absolute value of the image’s moment
is employed as the basis of object recognition (Table 2).

Many of the geometrical characteristics (e.g., size, loca-
tion, direction, and shape) of a planar surface are related

TABLE 7. Normalized invariant moments of the underwater images (eight
types).

TABLE 8. Weights and bias after completion of neural network training.

to the parameter moment. The (p+q) moment of the two-
dimensional and binary figure b in the (m,n) region is defined
as follows:

mpq =

m−1∑
m=0

n−1∑
n=0

mpnqb(m, n) p, q = 0, 1, 2, . . . ,

µpq =

m−1∑
m=0

n−1∑
n=0

(m− x̄)p(n− ȳ)qb(m, n)

x =
m10

m00
, y =

m01

m00
m00: the pixel is equal to 1 of total

m10 : the moment of the ′x′ direction

m01 : the moment of the ′y′ direction

ηpq =
µp,q

µ
(p+q+2)/2
00
(Normalize of the central moment)

(2)
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FIGURE 6. Comparison of eight original underwater images with the
corresponding grayscale images produced through image preprocessing.

The normalized second and third moments can be com-
bined and used in the derivation of seven moment invariants
8i (i= 1,2,. . . ,7), which can be used to describe the geomet-
rical characteristics related to the planar surface (e.g., shape,
size, location, and direction). First moments are related to
shape, second moments to the level of expansion of curves,
and third moments to a curve’s symmetry. The group of
invariant moments does not change under the influence of
translation, rotation, or size change during image process-
ing [1].

φ1 = η20 + η02

FIGURE 7. Neural network training curve.

FIGURE 8. Results of neural network recognition.

TABLE 9. Results of recognition by the neural network.

φ2 = (η20 − η02)2 + 4η211

φ3 = (η30 − 3η12)2 + (η03 − 3η21)2

φ4 = (η30 + η12)2 + (η03 + η21)2

φ5 = (3η30 − 3η12)(η30 + η12)[(η30 + η12)2

− 3(η21 + η03)2]

+(3η21 − η03)(η21 + η03)× [3(η30 + η12)2

−(η21 + η03)2]

φ6 = (η20−η02)[(η30+η12)2

−(η21 + η03)2]+ 4η11(η30 + η12)(η21 + η03)

φ7 = (3η21−η03)(η30+η12)[(η30+η12)2 − 3(η21 + η03)2]

+(3η12 − η30)(η21 + η03)× [3(η30 + η12)2

− (η21 + η03)2] (3)
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C. RESULTS OF THERMAL IMAGE RECOGNITION
Use Thermal-CAM to take images of objects in the process
of cooling. Among the 120 thermal images, 72 were used
for neural network training and 48 for testing and verifica-
tion. Table 1 presents the parameter settings of the neural
network; Table 2 details the normalized invariant moments of
12 types of shape image; and Table 3 presents the weights and
threshold values after completion of neural network training.
Figure 4 shows the neural network training curve, and the
neural network recognition results are displayed in Figure 5.

IV. VERIFICATION OF THE RECOGNITION RESULTS USING
ANALYSIS OF ANALYSIS OF VARIANCE (ANOVA)
The ANOVA analysis results for human recognition of the
shapes are shown in Table 4. Both the threshold value and P
value were < 0.05, indicating that shape recognition differs
slightly from human to human, and the difference is slightly
significant.

The ANOVA results for recognition performed by the neu-
ral network are shown in Table 5. The F value was much
higher than the threshold value, and the P value was much
smaller than 0.05; this indicated significantly superior results
for neural network recognition than for human recognition.

V. ANALYSIS OF THE UNDERWATER IMAGE
RECOGNITION RESULTS
Based on the eight types of underwater image captured by the
Polaris (Fig. 1), a more blurred image was produced for each
underwater image by using the Gaussian blurring method
(number of pixels = 5); this resulted in 16 raw underwa-
ter images. Next, each underwater image was rotated and
sampled at 0◦, 90◦, 180◦, and 270◦, yielding 64 raw under-
water images. Subsequently, low-resolution object identifi-
cation based on blurred images was conducted for images
captured in an underwater environment. A comparison of the
original underwater images (eight types) with the grayscale
images produced through image preprocessing is shown in
Figure 6. After low-resolution underwater image recognition
was improved using the neural network, an average recogni-
tion rate of 95% or higher could be achieved. The results are
shown in Tables 6-9. The neural network training curve and
identification results are displayed in Figure 7 and Figure 8.

VI. CONCLUSION
Regardless of the type of underwater detection vehicle be it
an oceanographic research vessel or unmanned underwater
vehicle such as a remotely operated vehicle, autonomous
underwater vehicle, or autonomous underwater glider the
ability to obtain underwater images, instantaneously identify
the objects in them, and achieve a high discrimination rate is
critical for underwater surveys.

Through image pre-processing, moment invariant fea-
tures, and thermal image simulation of underwater images,
after training the BPNN to perform the recognition model,
we successfully solved the problem of underwater image
recognition difficulties. In this study, recognition of shapes

in low-resolution underwater images was optimized using
a combination of neural network and human vision char-
acteristic techniques. After the recognition of shapes in
low-resolution underwater images had been improved using
a neural network (with 50000 iterations), an average recogni-
tion rate of 95% was achieved. ANOVA indicated that com-
pared with human recognition, recognition using the neural
network resulted in a significantly higher recognition rate.

Many of the above causes will distort and decrease the
qualities of the original images and many important infor-
mation of futures of the original images will lose. We list
8 main types of these and they are not only limited to these
8 types. So we develop the empirical novel algorithm-BPNN
to remedy this problem.

We know a lot of famous network, such as AlexNet, VGG,
Inception and ResNet, they are based on empirical intuition
to succeed, after success, people try to build the complete
theory. Neural network is a very creative, vigorous and vital
research field, any novel technological and theoretical idea
would be possible to bring new resolution. We publish our
research on this solid example maybe could intrigue many
scientists to apply our novel idea to many different research
field, so we regard it as a valuable work. And of course, in the
future, when we have enough large data set, we will compare
it with CNN and to see if any novel work we can do.

CNN is one of the effective methods for image recognition,
but when the amount of effective data is not large enough, the
CNNmodel will have an overfitting problem, that is, it cannot
grasp the features. The CNN training process uses samples
to slowly adjust the model, and the samples are too few.
In the case of CNN, this will cause CNN to only recognize
specific samples. For other pictures that have not been seen,
CNN may not be able to recognize because of the lack of
training features. To train the CNN model to be practical,
it needs considerable The number of samples is limited by
the underwater environment, so it is impossible to obtain
a large number of samples, so this article is for the study
of limited samples. Because the number of samples is too
low, CNN is not suitable. When the amount of data is large
enough, The CNN method will be used as a topic for future
research.
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