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ABSTRACT In a Global Navigation Satellite System (GNSS)-restricted area, a mobile robot navigation
system exploits surrounding environment information. For an aerial or underwater vehicle, undulating terrain
of a land or seabed surface is a valuable information resource that leads to the development of terrain-
referenced navigation (TRN) algorithms. However, due to the vast amount of a vehicle’s activity area,
surveying all the regions to obtain a high-resolution terrain map is impractical and requires simultaneous
localization and mapping (SLAM) as a highly desirable capability. This paper presents a topographic SLAM
algorithm using only a single terrain altimeter, which is low-cost, computationally efficient, and sufficiently
stable for long-term operation. The proposed rectangular panel map structure and update method enable
robust and efficient SLAM. As terrain elevation changes are inherently nonlinear, an extended Kalman filter
(EKF)-based SLAMfilter is adopted. The feasibility and validity of the proposed algorithm are demonstrated
through simulations using terrain elevation data from a real-world undersea environment.

INDEX TERMS Terrain-referenced navigation, simultaneous localization and mapping, extended Kalman
filter, topography, bathymetry, autonomous underwater vehicle.

I. INTRODUCTION
Localization is one of the most critical capabilities for
autonomous robotic vehicles. These vehicles are generally
equipped with proprioceptive motion sensors for dead-
reckoning using onboard motion sensors with no position
fixes that are susceptible to integration drift error, which
grows in time without bound and can significantly degrade
navigation accuracy. Therefore, the Global Navigation Satel-
lite System (GNSS), which provides absolute position fixes,
has been widely used for vehicle navigation and localization
in open outdoor environments.

However, GNSS signals are not always available or
reliable. The GNSS is unreliable to underwater vehicles
operating under the water surface because electromagnetic
waves that carry GNSS signals cannot penetrate more than
several centimeters of water. The GNSS may not be available
even for flying vehicles in some GNSS-restricted areas such
as forests or urban canyons and for space exploration on
other planets. Moreover, the GNSS may become unavailable
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in hostile scenarios because radio signals are vulnerable to
electromagnetic jamming and spoofing.

Terrain-referenced navigation (TRN) can be an appropriate
substitute for a GNSS in GNSS-restricted environments.
It was used before the development of the GNSS in aerial
navigation and was most widely adopted among geophys-
ical navigation systems. There are several approaches to
exploiting terrain information, such as using a terrain profile
for matching with obtained measurements or using terrain
elevation changes from moment to moment. However, the
TRN is map-based navigation, which requires surveying all
the vehicle’s activity area in advance—crucially daunting for
extreme environments such as underwater.

Hence, simultaneous localization and mapping (SLAM)
is highly desirable for navigating previously unexplored
environments. Although SLAM may not completely remove
position errors, it can bound the vehicle’s position error
relative to the generated map, and thus any point in the
map can be revisited under some position errors. Among
the vast body of literature, relatively few papers deal with
topographic SLAM; most use multibeam sensors to obtain
a terrain profile. Although it is a reasonable approach
because SLAM is a demanding technique that typically takes
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highly informative measurements (e.g., camera or Lidar),
developing a computationally efficient systemwith aminimal
sensor suite is required for a small mobile vehicle. This
demand emphasizes underwater systems, where a multibeam
echosounder (MBE) is highly cumbersome and expensive.

This paper presents a topographic SLAM algorithm using
a only single altimeter. The rectangular panel map structure
using bilinear interpolation represents undulating terrain and
enables single measurement SLAM by reducing the estimat-
ing map state relative to observation. The gradient of panel
map and altimeter measurement can determine the vehicle’s
position if the vehicle is located at a specific panel. If the
vehicle does not belong to a particular panel, it is possible
to update stochastically using weighted grid partitioning
(WGP). An extended Kalman filter (EKF) simplifies the
problem and maintains a manageable computational burden.
This paper also demonstrates that the proposed algorithm
can bound the computational complexity regardless of the
map size. Various simulations using real-world undersea
terrain data were performed, validating that the proposed
algorithm sufficiently bounds the position error and generates
an approximated terrain map, even with minimal sensor
equipment.

The rest of the paper is organized as follows. Section II
outlines existing research and related work. Section III
presents an overview of the proposed algorithm, and the algo-
rithm’s formulation is described in Section IV. In Section V,
simulation results based on the proposed topographic SLAM
algorithm are presented and discussed. Finally, the conclu-
sions from this research are drawn in Section VI.

II. RELATED WORK
Terrain-referenced (also known as terrain-relative or terrain-
aided) navigation was first introduced in the 1970s, and the
seminal terrain contour matching (TERCOM) algorithm was
successfully applied to cruise missile navigation even before
the GNSS was fully operational [1]. The operational TER-
COM algorithm used a mean absolute difference algorithm
for computational efficiency and moderate storage require-
ments. Since then, several algorithms have been developed
for terrain-relative navigation. Sandia Inertial Terrain Aided
Navigation (SITAN) is one of the early terrain-referenced
techniques incorporating the Kalman filter algorithm [2].
Terrain profile matching (TERPROM), which was initially
developed for cruisemissiles, is now used for military jets [3].

Even in the current GNSS era, terrain-based techniques
are still regarded as necessary and valuable because a GNSS
may not always be available and reliable, due primarily to its
vulnerability to electric warfare techniques such as jamming
and spoofing. Its capability for planetary landing to explore
other planets and moons has also been investigated [4].

Although not as established as in aerospace applications,
there has been some research on TRN using bathymetric
information in marine applications for underwater vehi-
cles [5]–[9]. A survey paper by Carreno et al. [10] compared
several mathematical filter models for TRN techniques for

autonomous underwater vehicles (AUVs) with a description
of the original TERCOM algorithm. The paper discussed
map-based navigation techniques for AUVs that assume the
availability of an undersea terrain map.

SLAM enables building a map and simultaneously local-
izing the observer with respect to the map. It has been
one of the more highly focused research areas in vehicle
navigation and robotics since its advent in the late 1980s
and early 1990s [11], [12]. Extensive literature exists on
various SLAM approaches. Several SLAM algorithms using
discrete landmarks as map features were developed based on
Kalman and information filters [13]. Research for applying
SLAM to aerial vehicles has also been performed [14], [15].
As a particle filtering approach, a hybrid structure based
on Rao-Blackwellization—combining an analytical filter and
a particle filter (e.g., FastSLAM)—was developed and has
been applied to various applications [13]. However, these
techniques assume that the environment can be represented
by a map of distinguishable landmark features, which may
not be justifiable in some natural environments.

The TRN approach can be extended to SLAM applications
in environments with few to no salient features and only
terrain elevation. This extension is valuable in underwa-
ter vehicle applications because a GNSS is inherently
unavailable under the water surface. Only a few papers
describe undersea bathymetric SLAM, most of which discuss
the reconstruction of subsea terrain maps through offline
computations using a substantial set of measurements from a
high-performance bathymetric sensor like anMBE [16]–[19].
Reference [16] discussed TRN in an unknown environment
based on the parametric representation of a subsea terrain
using a pre-trained neural network model and compared the
performance between the EKF and the unscented Kalman
filter (UKF). A large-scale terrain map combining several
small sub-maps obtained by multibeam sonar measurements
was created using a delayed Kalman filter in [17].

Barky et al. proposed a bathymetric SLAM algorithm
using a Rao-Blackwellized particle filter and new grid-based
map representation incorporating multibeam echosounder
measurements that can be implemented with less computa-
tional cost and data storage while maintaining the accuracy
from previous studies [20], [21]. Another approach has been
conducted that matches the bathymetric profiles to increase
association accuracy by reducing computation [22]. More
recently, Teng et al. conducted bathymetric SLAM based
on a graph structure to achieve robustness in preventing
invalid loop-closures [23]. Some research has been proposed
to reduce computation and data storage dramatically by
using only a featured area [24] or exploiting the sparce
depth measurements obtained from a Doppler Velocity
Log (DVL) [25].

However, to the best of our knowledge, existing studies
have not addressed the algorithms that can be applied
to topographic/bathymetric SLAM using a low-cost single
terrain altimeter. This study assumes that a minimal set of
sensors, including basic motion sensors and an altimeter,
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are available. This assumption requires a suitable terrain map
representation scheme, discussed in Section IV.

III. TOPOGRAPHIC SLAM
Topography is the study of mapping terrain surfaces, includ-
ing generating surface elevation data. Aerial or satellite
imagery can be used to cover a large area efficiently.
Furthermore, various types of range sensors, such as laser,
radar, and sonar, can directly measure the distance between
the vehicle and the terrain surface. Bathymetry is underwater
topography—the study of mapping underwater terrain using
a hydrographic survey measuring the depth of a body of
water (e.g., an ocean). Bathymetric information is essential
for ocean space utilization, such as ship navigation and
exploration and the development of ocean environments.
Typically, a bathymetric survey is performed using a research
vessel equipped with an MBE. The MBE is a sophisticated
bathymetric sensor that uses a swath of soundings for high-
resolution mapping. A bathymetric survey using an MBE
generally requires post-processing to create a subsea terrain
map.

A crucial requirement for terrain-relative navigation is
the availability of a reference map or a terrain elevation
model. If a map is available or given in advance, map-
based navigation can be performed. Since the advent of the
terrain-referenced techniques in the 1970s, terrain elevation
maps such as Digital Terrain Elevation Data have been
produced over vast areas on the Earth’s surface using aerial
photographs and satellite imageries. In contrast, most of
the ocean floor has not yet been explored, primarily due
to sensing difficulties—the availability of a high-precision
subsea elevation map cannot be assumed in general.

The SLAM approach is necessary and can be effective
when neither a map nor absolute position fixes are provided
from external beacon systems (e.g., GNSS and acoustic base-
line systems). Therefore, although the topographic SLAM
approach applies to navigation applications for all types of
vehicles, it may be more practical for underwater vehicle
applications because no GNSS is available underwater and
a subsea terrain map (i.e., bathymetric map) of the given area
often does not exist.

Recently, the use of AUVs has become more widespread,
and their feasibility and utility have already been well
established. Underwater localization is a crucial capability
for the reliable operation of AUVs. Onboard inertial sensors
produce drift errors in the vehicle’s position. Unfortunately,
the GNSS, which provides an ideal sensor fusion for
removing the drift errors, is not available under the water
surface. As an alternative, an underwater beacon system such
as long baseline (LBL) may be used for providing drift-
free position fixes. However, its coverage is limited and its
operation requires the pre-deployment of the beacons (or
transponders) followed by a complex and time-consuming
calibration process. This necessitates an algorithm that can
build a map and determine the vehicle’s position relative to
the map simultaneously (namely the SLAM algorithm).

FIGURE 1. An illustration of bathymetric SLAM using an AUV with an
acoustic altimeter.

Figure 1 illustrates the idea of the bathymetric SLAM
algorithm proposed in this study. This study focuses on
developing a computationally efficient algorithm assuming
that a compact, low-cost single-beam altimeter (i.e., acoustic
depth finder) is used as a bathymetric sensor instead of a
relatively bulky and expensive MBE system.

Initially, the subsea terrain profile is assumed to be
unknown or very coarsely defined based on sparse soundings.
The proposed bathymetric SLAM approach enables generat-
ing a bathymetric map using a series of depth measurements
from a single-beam terrain altimeter while estimating the
vehicle’s position along with onboard motion sensors simul-
taneously. This position estimate is calculated by combining
both motion measurements provided by onboard motion
sensors and position fixes obtained from the map that is being
built.

At the beginning of the SLAM operation, when the
bathymetric map is highly uncertain, the position estimate
relies primarily on the initial pose settings and onboard
sensor measurements. However, as the map uncertainty level
decreases, the vehicle’s position estimate can be corrected
more effectively and directly using the residual error between
the actual altitude measurement and the estimated altitude by
the map. This approach is detailed in the next section.

IV. PROBLEM FORMULATION
A mathematical description of the proposed algorithm
is described in this section. The system dynamics and
measurement equations are presented, and a terrain-map-
represented scheme based on rectangular tessellation is
described. Accordingly, the topographic SLAM problem is
formulated as a recursive estimation problem.

A. VEHICLE DYNAMICS AND MEASUREMENT EQUATIONS
The state vector to represent the vehicle’s six degrees-of-
freedom motion in state space can be expressed as

xm =
[
x y z φ θ ψ u v w

]> (1)

where x, y, and z are the positions of the vehicle in global
coordinates. φ, θ , andψ are the vehicle’s orientations in Euler
angles. u, v, and w are the vehicle’s velocities in the body-
fixed frame. The motion of the vehicle can be computed by
integrating the system dynamics model depicted in (2) over
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time.

ẋm = fm(xm,u,w) (2)

fm(·) represents the nonlinear motion model. u is the control
input vector, and w is the process noise due to environmental
disturbances. The motion model is often expressed as
kinematic equations driven by inertial sensor measurements
as the control input u, consisting of three accelerations and
three angular rates.

In this problem formulation, no explicit position informa-
tion is assumed to be provided to the SLAM filter as in
the scenario where there are no GNSS signal available. The
measurement equation is defined by Eq. (3).

z = h(xm, η, v) (3)

The measurement vector z is composed of the distance mea-
surement to the terrain surface by an altimeter and the motion
measurements provided by onboard non-inertial sensors. h(·)
is the measurement function, v is the measurement noise
vector, and η is the surface elevation measurement of the
terrain at the vehicle’s current position. η is a function of the
x and y position, and this functional dependency introduces
severe nonlinearity in the measurement model.

The surface elevation measurement also depends on the
vehicle’s vertical position. Thus, the surface elevation profile
in the global frame must be determined using the vertical
distance to the terrain surface from the vehicle and the
absolute altitude of the vehicle with respect to a specific
reference surface (e.g., mean sea level). The vertical distance
measurements can be obtained using exteroceptive sensors
such as radar or Lidar or using acoustic altimeters. Further-
more, the vehicle’s absolute (pressure) altitude relative to
the reference surface is measured by proprioceptive sensors,
such as barometers or pressure sensors measuring the static
pressure of the ambient fluid (e.g., air or water).

B. PANEL-BASED MAP STRUCTURE
A high-resolution original terrain map is not always ben-
eficial to navigation systems based on estimation filters.
Because terrain elevation is highly nonlinear, incorporating
the detailed map directly to a nonlinear estimation filter such
as EKF may induce filter divergence. Robust nonlinear esti-
mation filters, such as particle filters or point-mass filters, can
fully extract the highly informative original data, but these
are computationally too expensive for online applications.
In [26], local terrain map is fitted to a smooth function, and
TRN is operated based on a fitted function, enhancing filter
convergence and accuracy. Similarly, approximating a terrain
map can be advantageous to topographic SLAM.

The rectangular panel, which has elevations of four corner
points, can determine the elevation of any point in the panel
by bilinear interpolation as follows:

hest (x, y) =
[x2 − x x − x1]

1x1y

[
hn1 hn2
hn3 hn4

] [
y2 − y
y− y1

]
. (4)

FIGURE 2. Terrain surface representation using rectangular panels.

It is assumed that the terrain surface is fairly smooth and
varies continuously, and the panel size should be chosen to
satisfy this assumption. All the panels are stitched and share
corner points with neighboring panels, as depicted in Fig. 2.
After combining all corner points defined as nodal points, the
elevations at all nodal points are expressed in a vector form
as

η =
[
η1 η2 · · ·

]>
. (5)

The number of nodal points increases with the vehicle’s
operating region, and newly generated elevation elements are
initially set to be an arbitrary value or an approximate surface
elevation value if available (e.g., average altitude or depth
relative to the mean sea level of the area of interest).

C. SLAM FILTER IMPLEMENTATION
The unknown elevation vector in Eq. (5), consisting of
parameter states to be estimated, is introduced into the filter
dynamics, augmenting the vehicle’s state vector in Eq. (2).
The augmented state vector is represented as

x =
[
x>m η>

]>
=
[
x y · · · η1 η2 · · ·

]> (6)

where xm is the vehicle state vector, and η is the elevation
vector, where ηi is the elevation at the ith node.

State augmentation results in a state-parameter estimation
problem associated with sensor measurements. The EKF
algorithm is used in this study because the system and
measurement equations involve nonlinearities, in which non-
linear equations are linearized through a numerical Jacobian
for every step and adopted to the linear Kalman filter
form. The EKF is a commonly-used SLAM filter algorithm
due to its computational efficiency and well-established
systematic design procedure. This study also uses the EKF
filter algorithm.

In Kalman filtering, the uncertainty in the state estimate
is represented using the error covariance matrix with the
assumption that it follows a multivariate normal distribution.
This error covariancematrix is associated with the augmented
state vector in Eq. (6). Its dimensions are (n0+m)× (n0+m),
where n0 is the dimension of the vehicle’s motion state vector
and m is the dimension of the surface elevation vector (equal
to the total number of nodal points). The matrix can be
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FIGURE 3. Example of incorrect update when the panels of the actual
vehicle and estimated location differ.

partitioned as

P =
[
Pxmxm Pxmη
Pηxm Pηη

]
. (7)

D. UPDATE IN EKF-SLAM FILTER
The topographic map representation enables the new SLAM
approach combined with grid-basd SLAM and feature-
based SLAM. The proposed map structure has a similar
aspect with the grid-based map representation because it
represents the height of the terrain at regular grid spacing.
However, estimation of the terrain map state follows the
feature-based SLAM approach. In the feature-based SLAM
algorithm, data association of landmarks is a significant issue
for loop-closure, achieved by matching the updating panel
belonging to the actual vehicle. Naive implementation would
assume that the estimator can sufficiently know the vehicle’s
position, and the updated panel is chosen based on where the
estimated position of the vehicle belongs. However, invalid
data assocation involves latent instability that can lead to filter
divergence, as depicted in Fig. 3.

Dynamic grid adaptation (DGA) and WGP have been
proposed based on the state probability distribution [27], [28]
to address this data association. DGA determines the panel
size to include the area of all confidence intervals of a
vehicle’s position so that the actual vehicle must be located
in the updated panel. However, because the modeling error
from the bilinear interpolation increases when the panel size
increases, DGA should be used with a small grid-size setting,
which is daunting for long-term operation. Therefore, WGP
is adopted in this paper because of its superior applicability
regardless of the panel grid size.

The WGP method does not determine the vehicle’s
panel but instead updates all the possible states based on
the state probability distribution. The confidence interval,
representing the possible regions where the vehicle is located,
is inferred from the mean estimate and associated covariance;
panels overlapping with the confidence interval are sorted
out. State distribution is separated according to the selected
grid using the pdf truncation method. Suppose that the
probability distribution is truncated according to the grid
located at (xg, yg) with grid size (dx, dy). The inequality
constraints on the position vector are:

xg ≤ x ≤ xg + dx

yg ≤ y ≤ yg + dy. (8)

FIGURE 4. Visualization of the steady-state correlation between the
surface elevation states in the map. The error covariance matrix Pηη is
visualized as an image plot.

Applying an inequality constraint requires several
numerical techniques using Eigen decomposition and
Gram-Schmidt orthogonalization. After the truncation, each
distribution xi, Pi according to the grid belongs to a specific
panel and is independent. Consequently, they can be updated
without causing filter divergence.

E. SCALABILITY ISSUE
The dimensions of the elevation vector increase rapidly with
the increase in the size of the map (or the map resolution),
significantly increasing computational cost. This problem
can be circumvented by adaptively configuring the system’s
state vector and the associated error covariance matrix for
measurement updates.

Figure 4 illustrates the correlation in the error covariance
matrix of the elevation vector, Pηη, at steady state. Several
separated diagonal lines are observed in the plot. The
matrix elements were linearly indexed, moving from one
column to the next to transform the spatially distributed
nodes into vectors. In Fig. 4, the diagonal line represents
the self-correlation, and the off-diagonal lines suggest the
periodic cross-correlation between the neighboring nodes,
which states that the correlation effect of the selected
node is confined to some finite number of surrounding
nodes. Accordingly, it can be conjectured that the effect of
measurement update is significant only for the nodal points
close to the position where the measurement is taken.

State xη,a is selected as the possible map state where the
vehicle belongs, as depicted in Fig. 5. State xη,a surrounding
state xη,a only correlates with xη,a, and state xη,c surrounding
state xη,b correlates only with state xη,b among the farther
map states. As it continues to cover all the map states, the
covariance matrix of the map state and Jacobian matrix H are
represented as follows:

Pηη =


Paa Pab 0 0
Pba Pbb Pbc 0
0 Pbc Pcc . . .

0 0 . . . . . .

 (9)

H =
[
Ha 0 0 . . .

]>
. (10)
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FIGURE 5. Visualization of the map state division according to correlation.

The Kalman gain K and the update term dP of the
covariance matrix can be then be evaluated only using the
related variables of states xη,a and xη,b.

K =


PaaHT

a /(HaPaaH
T
a + r)

PbaHT
a /(HaPaaH

T
a + r)

0
. . .

 (11)

dP = KSKT (12)

This enables approximating the original full SLAM prob-
lem as a smaller problem involving a vector with reduced
dimensions and associated error covariance, denoted as xs

and Ps, respectively. The reduced state vector is augmented
and represented as

xs =
[
x>m ηs>

]>
=
[
x>m ηi ηi+1 · · · ηj ηj+1 · · ·

]> (13)

where ηs is the reduced elevation vector whose nodal points
are located around the estimated vehicle’s position at which
the current elevation measurement is provided. The reduced
error covariance matrix, Ps, is updated locally and registered
back to the original global map. This update scheme closely
resembles the submapping SLAM methods with partitioned
updates [29], [30]. Because the dimensions of the reduced
system are independent of the size of the mapping area, the
computational cost for each iteration remains unchanged.
This is advantageous in solving large-scale SLAM problems.

A smaller submap improves computational efficiency but
may degrade the filter’s performance, particularly in terms of
stability when the correlation is not zero. Thus, the size of the
submap must be carefully considered.

V. TOPOGRAPHIC SLAM SIMULATIONS
Simulations were conducted on a scenario where an AUV
performs a bathymetric SLAM operation in the area of
interest to verify the feasibility and validity of the proposed
SLAM approach. Actual bathymetric data were used to create
a realistic simulation environment.

A. VEHICLE DYNAMICS FOR SIMULATIONS
A simplified vehicle dynamics model is introduced based on
practical considerations to demonstrate the SLAM capability.
The altitude of the vehicle in the vertical plane is measured

using a pressure transducer, and drift-free pitch and roll
angle measurements are provided by tilt sensors. Given this
sensing capability, it is assumed that the vertical position
and the attitude in the heave, roll, and pitch modes are
stabilized through closed-loop feedback control. Further-
more, the vehicle dynamics model with no side-slip is
introduced by assuming that the vehicle’s drift is minimal.
These assumptions enable decoupling the inner-loop motion
control from the vehicle navigation problem and reducing the
state dimensions of the system dynamics model, simplifying
this SLAM filter formulation. The resulting reduced state
vector x for describing the simplified vehicle’s motion in the
horizontal plane is obtained as

xm =
[
x y ψ V

]> (14)

where x, y, and ψ are the position and heading coordinates,
and V is the longitudinal velocity. The system dynamics can
be expressed in the state-space form as

ẋm = fm(xm,u,w) =


V cosψ
V sinψ
u1
u2

+ w (15)

where w is the process noise. The control input vector is
defined as u = [u1 u2]>, in which u1 is the heading rate
control input and u2 is the longitudinal acceleration control
input.

Moreover, the measurement vector z is composed of
the yaw angle, longitudinal velocity, and vertical distance
measurement to the terrain surface from the vehicle.

z = h(xm, η, v) =

ψV
η

+ v (16)

where the v is the measurement noise. In the water, the
velocity V is often measured using a speed sensing device
such as a DVL or pitot tube. The yaw angleψ can be provided
by a compass or a gyro.

B. TERRAIN DATA AND SIMULATION SETTINGS
Actual bathymetric data near the coast of Taean in the
West Sea of Korea (Yellow Sea) (Fig. 6) were used for
the simulation study. The bathymetric data were obtained
through surveys using a high-resolution MBE mounted on
a surface vessel and then post-processed. The resulting
bathymetric map is depicted in Fig. 7.
A vehicle was assumed to carry a terrain altimeter, which

provides range measurements between the vehicle and the
terrain surface. Initially, the terrain elevations were assumed
to be unknown, and the elevations of the nodal points
were set as altitude measurement values. Both the water
depths at these nodal points and the vehicle’s position
were estimated simultaneously using a sequence of depth
measurements provided by the single altimeter sensor. The
grid dimension for reconstructing the terrain map based
on the topographic SLAM was set to be much lower than
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FIGURE 6. Survey site off the coast of Taean in the West Sea of
Korea (Yellow Sea).

FIGURE 7. Contour plots of digital elevation model (DEM) of the actual
bathymetry of the survey site.

TABLE 1. Parameter settings of the SLAM filter.

that of the original to reduce computational requirements
by approximating the continuous terrain surface as a set of
rectangular patches stitched together. A grid dimension of
30 by 10 (grid size= 10m)was used for the SLAMoperation.
The parameter settings for the simulations are presented in
Table 1. Tidal effects were not considered in this study.

This study assumes that the distance from the vehicle to
the terrain surface is measurable and the depth from the
water surface is maintained as constant via feedback control.
In the horizontal direction, the vehicle follows a lawnmower
pattern with 10-mwidths between the paths. Once the vehicle
finishes the one lawnmower pattern trajectory, it returns to the
starting point and follows a lawnmower pattern in the other
direction. At least four altitude measurements are required in

FIGURE 8. Vehicle trajectory following the repeated lawnmower pattern.
After fully estimating the covered map, the vehicle starts a new
lawnmower pattern trajectory.

one panel to estimate the elevations of nodal points, and the
places where the measurements are obtained should differ.

If the measurements are obtained in one direction, it is
possible to have multiple solutions for determining ele-
vations of nodal points, although the number of obtained
measurements is over four. Therefore, the topographic map
should be estimated precisely by revisiting the area from
the other direction. The length of one lawnmower pattern
depends on the motion sensor’s ability not to lose the
position until complete. Once the bathymetric map is fully
estimated, the SLAM algorithm operates as TRN with a
knownmap. After fully estimating themap, the vehiclemoves
to the undiscovered area to survey. This moving pattern
is adequate for surveillance and reconnaissance in real-
world applications. Fig. 8 illustrates the vehicle trajectory in
consecutive order.

Various simulations are designed to discuss the char-
acteristics of the proposed topographic SLAM. First, the
performance is compared to dead-reckoning. We performed
SLAM according to various regions in the given bathymetric
map because each region has different altitude variations.
The predicted localization accuracy increases with the
altitude variation, but not significantly. The simulations
were performed 100 times in the same environment because
the process noise and measurement noise are randomly
generated, resulting in different SLAM results each time.
The physical time duration of the simulation was set as
2,500 seconds.

Second, the vehicle is set to move in the region for a long
time after estimating the terrain to verify whether the position
estimate is bounded. The vehicle moves for 5,000 seconds
more establishing the map.

Finally, mapping accuracy according to the grid size is
investigated because it is crucial to compensate between
mapping accuracy and computation. Moreover, it is not
always suitable to have a small panel grid size because
it requires many more measurements to estimate the map
variables.

C. ESTIMATED TRAJECTORY THROUGH SLAM
To the best of the authors’ knowledge, there has been
no attempt in topographic SLAM using a single beam
acoustic altimeter, and the performance of the proposed
algorithm is demonstrated through the comparison with
the performance by dead-reckoning. In the dead-reckoning
simulation, no altitude measurement relative to the terrain
surface was provided to the navigation filter system, and drift
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FIGURE 9. Estimated vehicle trajectories of 100 Monte-Carlo simulations by dead-reckoning (top)
and topographic SLAM (bottom). The estimated dead-reckoning trajectory of the vehicle was
considerably shifted away from the desired trajectory due to drift errors. The error in the trajectory
estimate by topographic SLAM was significantly reduced in comparison with the case of
dead-reckoning.

error would accumulate. The drift error was intentionally
exaggerated in this simulation to evaluate the proposed
method by adding a slight bias to the velocity measurement.
The distinct trajectory discrepancy between the actual and
estimated values by dead-reckoning is depicted in Fig. 9.
In contrast, the position accuracy was significantly

improved in the case of using topographic SLAM.Most of the
estimated trajectories are closely consistent with the actual
trajectory, and only several cases deviate slightly from the
actual one. The proposed algorithm cannot always ensure
accurate position estimation because dynamics models have
inherent uncertainty; it must estimate the whole area within
a finite amount of noise-mixed measurements. Nonetheless,
the position error is not larger than dead-reckoning even for
the worst-case trajectory when using a topographic SLAM.

Remarkably, the position estimate in the x-direction is
more accurate than in the y-direction because the vehicle
initially follows the lawnmower pattern of the x-direction.
Before completing the map estimation, the update of the
position is not sufficiently valid, and the error and uncertainty
of the target position would increase. Consequently, the
region of the upper area in the y-direction must be estimated
with higher uncertainty in the vehicle’s position, which
produces more error.

D. LONG-TIME OPERATION
Fig. 10 illustrates the result when the vehicle follows the
same trajectory but repeats the paths after finishing the one
trajectory. In the previous scenario, the vehicle moves to
next region to survey the undiscovered area as soon as all
the visited areas are fully covered, causing a consistently

FIGURE 10. Average position error of 100 Monte-Carlo simulations
according to time by dead-reckoning and topographic SLAM. The error
graph illustrates distinctions between the terrain areas.

increasing error, although it is reduced compared with dead-
reckoning. If the vehicle moves within the boundary after
the map uncertainty converged, it performs similarly to a
map-based TRN. Even the cases that the estimated trajectory
has a discrepancy with the actual one, the estimated position
of the vehicle is bounded in the map area established at
the beginning. This implies that the topographic SLAM
algorithm may not assure the exact position estimation,
especially when discovering new regions, but it can prevent
accumulation of drift error within the map once it is fully
estimated.

The error confinement derives from the loop closure,
returning to a previously visited area. In the general feature-
based SLAM algorithm, the position estimate can converge
close to the true position by loop closure because detecting
known landmarks can directly inform the vehicle’s global
position. However, this does not occur with the proposed
algorithm because the measurement of a single altimeter
cannot be matched to a specific terrain area.

Instead, if we know that measurement comes from the
area of specific panels and the elevations of nodal points
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FIGURE 11. The topographic map (DEM) reconstructed by the SLAM filter with high-resolution and low-resolution settings. (From the top, ground truth
bathymetry, reconstructed bathymetry using 10-m grid size, and reconstructed bathymetry using 20-m grid size.)

approximating the terrain surface, the position estimate is
updated smoothly following the inclination of the corre-
sponding panels. This smooth update also benefits from its
robustness because it does not require exact data association
or distinguishable terrain landmarks as does feature-based
SLAM. Therefore, the surprising position update might
not happen in the topographic SLAM, but it still results
in suitable, stable estimation performance within the map
boundary.

E. CHANGES IN THE MAP RESOLUTION
The resolution (i.e., grid size) of the topographic map is a
crucial filter parameter that may significantly influence the
performance of the topographic SLAM operation. Additional
simulations with two unique grid resolution settings were
performed: grid size = 10 m and grid size = 20 m. The
resulting contour plots are depicted in Fig. 11.

In both cases, the physical mapping time was set iden-
tical to the previous case at 2,500 seconds. However, the
computational complexity increases with the map resolution
due to the increases in the filter’s state dimensions. The
computation time increases approximately quadratically with
the grid resolution.

A higher map resolution setting will produce a more
refined, detailed map. However, a higher resolution is not
guaranteed to improve SLAM navigation and mapping
performance, especially when the same amount of physical
survey time is given with the same survey trajectory. This
is because the map with a higher resolution involves more
unknowns to be estimated, requiring more effort for the
filter to estimate the increased number of states. Therefore,
in addition to more extensive computation for each measure-
ment update cycle, more survey time is required to achieve
satisfactory mapping performance in a high-resolution
setting.

VI. CONCLUSION
In this study, an EKF-based SLAM approach using topo-
graphic information was formulated and implemented. The
simulation results demonstrate the feasibility and utility of
the proposed topographic SLAM approach.

Although theMBE is a more commonly-used and effective
topographic sensor for seabed terrain mapping, it cannot
be easily integrated into a lost-cost small AUV due to
its weight, power consumption, and computational cost.
Therefore, this study focused on developing a computa-
tionally efficient algorithm for navigation and map-building
operations using a single-beam acoustic altimeter on a small
vehicle platform with limited sensing and computational
capabilities.

Accordingly, the topographic SLAM method was newly
formulated and applied, which greatly simplifies the map
representation for the topographic SLAM by parameteriz-
ing any given undulating terrain surface using a number
of rectangular panels. The nodal points of those panels
were introduced into the filter’s state vector and esti-
mated in the EKF framework. Based on the estimated
probability, the WGP was used for data association of
updating the panel, and the algorithm’s scalability issue was
addressed.

The simulation study was performed using actual subsea
terrain data, and its results were discussed. The SLAM results
with different terrain variations, long operation times, and
different map resolution settings were discussed. This study
demonstrated the potential benefits of the proposed algorithm
in terms of both navigation and map-building.
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