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ABSTRACT Interest in chatbot development is on the rise. As a usability evaluation is an essential step
in chatbot development, the number of experimental studies on chatbot usability has grown as well. As a
result, we think a systematic mapping study is opportune. We analyzed more than 700 sources and retrieved
28 primary studies. By aggregating the research questions and examining the characteristics andmetrics used
to evaluate the usability of chatbots in experiments, it is possible to identify the state of the art in chatbot
usability experimentation. We conducted a systematic mapping study to identify the research questions,
characteristics, and metrics used to evaluate the usability of chatbots in experiments. Most experiments
adopted a within-subjects design. On the other hand, few experiments provided raw data, and only one
of the identified papers was part of a family of experiments. Effectiveness, efficiency, and satisfaction
are usability characteristics used to identify how well users can learn and use chatbots to achieve their
goals and how satisfied users are during the interaction. Generally, the experimental results revealed that
chatbots have several advantages (e.g., they provide a real-time response and they improve ease of use)
and some shortcomings (e.g., natural language processing, which is rated as the weakness most in need of
improvement). This research offers an overview of chatbot usability experimentation. The increasing interest
in this area is very recent, as works did not start to be published until 2018. Chatbot usability experiments
should be more replicable to improve the reliability and transparency of the experimental results.

INDEX TERMS Usability, chatbots, experiments, family of experiments, systematic mapping study.

I. INTRODUCTION
A chatbot, also known as chatterbot, is domain-specific text-
based software that supports human users with specific ser-
vices [1], [2]. Joseph Weizenbaum developed the first dialog
system (ELIZA) in the 1960s. ELIZA is considered to be
the first chatbot [3]. Remarkable advances in deep learn-
ing, natural language (NL) processing, and machine learning
are causing a seismic shift. Thus, chatbots are now better
at interpreting a natural language phrase by the user and
sending back the response in a similar way to users [4].
In turn, this has created unlimited possibilities and pro-
ductive and useful experiences based on chatbots that can
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access and interact with digital services in many different
applications [3], [5], [6].

In the current on-demand, real-time world, users expect
the information they want to be only a click away. Chat-
bots have always played the role of information or service
provider, especially in the e-commerce business world [4].
In recent years, chatbots have been pervasive, as e-commerce
demand (e.g., online consulting, online payment) has grown
and barriers to chatbot creation (like advanced techni-
cal expertise) have receded. People can create their own
chatbot on social media platforms like Facebook Messen-
ger, Twitter, and WeChat without sophisticated program-
ming knowledge and other highly specialized technical
skills. Some sites, like ChatBot (chatbot.com) or appypie
(appypie.com/chatbot/builder), help novices develop simple
chatbots using drag-and-drop interfaces.
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Currently, chatbots are being applied in a range of differ-
ent contexts, where they (i) help TV viewers interact with
their TVs [7], (ii) recommend music [8], and (iii) perform
collaborative modeling as part of the software development
process [9]. In other words, chatbots have more or less infi-
nite applications in many fields aimed at facilitating inter-
action. We are interested in exploring the state of the art of
experimentation to evaluate chatbot usability. Therefore, our
research does not place any limits on the context of use, since
chatbots can potentially exist in any area.

Not all users are ready to place their trust in chatbots
in preference to other communication channels, like email,
due to their perceived poor understanding and quality of
response [10]. In this context, the chatbot is still far from
reading users’ minds. Therefore, it is necessary for better
integration between usability evaluation and the chatbot [11].

Usability evaluation, a growing field that is still being
defined, refers to how well users can learn and use soft-
ware to meet their requirements and addresses how satisfied
users are during the process [12]. In software engineering
(SE), usability is commonly considered to be one of many
non-functional requirements and quality characteristics [13],
where it has come to be recognized as a crucial tool for
success in the competitive commercial world [14]. The right
choice of evaluation methodology must be applied for the
current research question or issue [12]. Apparently, chatbot
usability evaluation is not yet a mature field [11].

In general, a chatbot usability evaluation learns and
borrows experience from experimentation in software engi-
neering (ESE). In order to explore chatbot usability experi-
mentation, we conducted a preliminary survey, which failed
to find any previous studies or literature reviews providing
a consolidated view. As a result, we conducted a system-
atic mapping study (SMS) with the aim of: (i) explor-
ing the state-of-the-art on chatbot usability experimentation,
(ii) identifying the research questions that were investigated
in experiments about chatbot usability, and (iii) defining the
metrics used in experiments to measure chatbot usability in
SE. Finally, our findings address the research questions and
topics raised in this research in order to pinpoint the topics
requiring future work. This research provides an informative
review of the status quo of chatbot usability experimen-
tation. Our contribution is designed to provide a map of
everything that has been published, since we included all
reported references in the literature of our SMS on chatbot
usability experimentation. This map includes the usability
characteristics used to measure the results and the cate-
gorization of the metrics used to evaluate the experimen-
tal results, the sample size of the experiment, the types
of subjects participating in the experiment, the experimen-
tal design and procedure, the implemented tasks of the
experiment, measurement instruments and statistical tech-
niques, as well as any replications carried out. With this
information, researchers interested in conducting experi-
ments and/or replications related to chatbot usability will
have access to a baseline accounting for all the aspects

that they should consider (such as experimental design).
Our research is a practical step towards a better understanding
of chatbot usability experimentation, and its primary audi-
ence is researchers in the areas of human-computer interac-
tion (HCI), SE, and chatbot development.

The paper is organized as follows. Section 2 outlines
the main concepts of usability, and related work about
chatbot usability evaluations and families of experiments.
In Section 3, we explain the research method, the research
questions of our study and the search strategies that were used
in this article. In Section 4, we present the answers to each
of the research questions. Section 5 provides a discussion of
the results. We discuss the threats to validity of this study in
Section 6. Finally, we outline the conclusions of our study
and future work in Section 7.

II. BACKGROUND
To conduct the SMS, we referred back to a baseline
study [11]. Ren et al. [11] found that chatbots and their
respective usability evaluation were popular topics by 2015.
This was when the number of publications started to grow,
and many articles have been published every year since then.
However, findings with respect to the ideal usability experi-
ment were inconclusive in [11].

A. CHATBOT USABILITY EVALUATIONS
Usability is a common concern in SE. The International Orga-
nization for Standardization ISO 9241-11:1998 put forward
a generalized definition of usability as ‘‘the extent to which
a product can be used by specified users to achieve specified
goals with effectiveness, efficiency, and satisfaction in a spec-
ified context of use’’ [15]. The ISO/IEC 25010:2011 software
quality model categorized usability as a sub-characteristic of
system/software product quality properties. It was defined as
a subset of quality in use consisting of effectiveness, effi-
ciency, and satisfaction, for consistency with its established
meaning [16].

Below we review and explore the differences between
the five existing research papers on the usability aspects of
chatbots [17]–[22] and our research.

Abd-Alrazaq et al. [17] discussed the technical metrics
used to evaluate healthcare chatbots. They started by describ-
ing the 65 studies that they included addressing detailed
features (e.g., study design). They then categorized the tech-
nical metrics used to measure healthcare chatbots into four
groups: global metrics, metrics related to response genera-
tion, metrics related to response understanding, and metrics
related to esthetics. Their scoping review findings show that
usability is the most commonly assessed aspect of healthcare
chatbots.

Hobert [18] conducted a literature review to investigate
which methods are suited for evaluating pedagogical chatbots
in interdisciplinary research domains. While they declared
25 papers as the case base, they did not detail the number
of papers that were left at the end of each screening pro-
cess. Their findings revealed that many different evaluation
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approaches were adopted in research on educational
conversational agents. Besides, they pointed out that
researchers tended to analyze specific aspects in terms of
their discipline. They concluded that comprehensive evalu-
ations that analyzed pedagogical conversational agents from
different perspectives were usually missing. They suggested
that future research needs to test whether evaluating multi-
ple goals in one research study is practicable and provides
adequate contributions.

Rapp et al. [19] conducted a systematic literature review
on how users interact with text-based chatbots. After apply-
ing the grounded theory literature review method on three
electronic databases, they included 83 studies published
from 2010 to 2020 in the review. They firstly discussed the
features of the identified research in terms of publication
venues, research methodologies, and chatbot characteristics.
They concluded that experiments were the most commonly
used methods to evaluate text-based chatbots. Secondly, they
described the themes (e.g., chatbot user experience (UX)) and
sub-themes. Note that although usability and UX have a lot
in common, UX may be seen as an extension of usability.
They singled out five main research themes in 83 studies.
They then analyzed and identified the main methodological
methods used in these papers.

Following the phenomenological method and Cooper’s
taxonomy of literature reviews, Tariverdiyeva and Borsci [20]
conducted a literature review to explore aspects that influence
a user’s perception of the chatbot. They proposed a list of
27 key factors that affect users’ perceptions of usability,
including, but not limited to, response time, perceived ease
of use, user privacy and ethical decision making.

To comprehensively review the quality attributes of chat-
bots and identify appropriate quality assurance approaches,
Radziwill and Benton [21] conducted a literature review
covering 32 conference papers and 10 journal articles. They
outlined the quality attributes organized in terms of efficiency,
effectiveness and satisfaction according to the concept of
usability. Based on the analytic hierarchy process, they then
synthesized the approaches across primary studies to recom-
mend a compound technique.

In the knowledge that voice-based conversational agents
had advanced over recent years and voice-related publica-
tions had increased correspondingly over the last 5 years,
Seaborn and Urakami [22] conducted a rapid review of quan-
titatively measured voice-based system (including chatbot)
UX through experiments. After reviewing the published full
user studies based on ACM Digital Library and IEEE Xplore
databases, they analysed independent variables (IVs), depen-
dent variables (DVs) and the relationship between the IVs
and DVs. They found that there is little consensus, and most
user studies are lab-based studies. They also found that many
studies adopted and focused on usability measurements, and
usability is well-represented in both IV categories and DV
categories. In view of their findings, they concluded that there
is a solid foundation of usability research, and voice-based
systems appear to satisfy basic usability criteria.

Taken together, a growing body of literature has investi-
gated chatbot usability, including investigations on a specific
types of chatbots [17]–[19], a qualitative study of critical
factors that affect users’ perception of chatbots [20], a dis-
cussion on chatbot quality attributes [21], and a quantitative
user experience research on voice-based chatbots [22]. To the
best of our knowledge, however, there is no work specifically
investigating chatbot usability experimentation. Therefore,
our research should fill this gap.

B. FAMILY OF EXPERIMENTS
As mentioned above, ESE plays a role in chatbot usability
evaluation, and the experimental process could be used as
a checklist and guideline. Once the experiment has been
conceived, the general steps of the experimental process
are: scoping, planning, operation, analysis and interpreta-
tion, presentation, and packaging, after which the chatbot
usability experimental report can be drafted [23]. These steps
were adopted in [9], for example, to evaluate a chatbot
named SOCIO. SOCIO is a collaborative modeling tool to
construct models or meta-models through social networks.
This study employed a two-sequence, two-period within-
subjects crossover design. The usability of chatbot SOCIO
was determined by the attributes of efficiency, effectiveness,
satisfaction, and the quality of the results. By comparison
with Creately, a tool serving a similar purpose, the statistical
results showed that chatbot SOCIO performance was superior
in terms of efficiency and satisfaction and some aspects of
diagram quality.

Nevertheless, the scientific community unanimously
agrees that, with few exceptions, single experiments are
of limited value. The accuracy of the baseline experiment
results can only be established by replicating and contrasting
results [24]. A family of experiments is a set of experimental
replications where the experimental design and protocol is
known. A family of experiments provides access to the data
(raw or aggregated) for each experiment and contains at least
three experiments with at least two different technologies
testing the same response variable [25]. Families of exper-
iments provide greater statistical power due to the higher
number of experimental subjects [26].

More and more families of experiments are being run in
SE [25]. As Basili et al. [27] stated in 1999, ‘‘families of
experiments refer to a group of experiments that pursue the
same goal and build a body of knowledge by combining and
generalizing the result’’.

Families of experiments are necessary to investigate the
effects of alternative values for important attributes of the
experimental models, vary the strategy with which detailed
hypotheses are investigated, and make up for certain threats
to validity that often arise in realistically designed exper-
iments [26]. However, they are not infallible. SE families
of experiments share common limitations: they tend to be
comprised of fewer studies than those usually gathered in
systematic literature reviews (SLRs) and usually study fewer
response variables than SLRs, etc. [25].

12432 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

In particular, families of experiments provide software
engineering researchers with some advantages for evaluat-
ing the effectiveness of SE tools [28]–[32]: (i) families of
experiments provide access to raw data so that researchers
can apply consistent measurements and analysis techniques
to analyze the experiments, and, hence, increase the statistical
power of the findings; (ii) researchers conducting families of
experiments may opt to reduce the number of changes made
throughout the experiments, which can increase the internal
validity of joint conclusions, and (iii) families increase the
reliability of the findings, since joint conclusions are not
affected by already published results. Due to the strengths
of families of experiments, we pay special attention to the
adoption of families of experiments in chatbot usability
evaluation.

III. RESEARCH METHOD
The secondary study reported in this paper has been
developed following the guidelines established by
Kitchenham et al. [33] and Petersen et al. [34] to perform a
literature review using a SMS in the fields of SE and HCI.
To conduct the research, the first SMS phase is dedicated
to identifying the need and corresponding databases for the
review, including goals and research questions, and also the
search strategy as detailed below.

A. OBJECTIVES AND RESEARCH QUESTIONS
A SMS in SE is a type of secondary study designed to give
an overview of a research area by classifying and catego-
rizing published research reports and results and providing
a visual summary or map [34]. Since the field of our study
is relatively unexplored, a SMS is a good option for this
study [23].

The main objective of this study was to map the chatbot
usability experiments with respect to aspects of publication
status, investigated research questions and metrics measured
in the experiments. This gave rise to the following research
questions (RQ):

RQ1: What is the state of the art of chatbot usability
experimentation?

RQ2:What research questions did chatbot usability exper-
iments investigate?

However, experimental research in SE has not yet been
standardized [35]. In view of this, we propose a third research
question, namely:

RQ3: How do experiments evaluate chatbot usability?

B. SEARCH STRING SELECTION
We identified the search string keywords as part of a previous
study [11]. We ran a pilot study testing different combina-
tions of keywords and analyzing the results for the differ-
ent databases used. This study was defined in [11]. Finally,
we selected the search string (see Table 1) that optimized
both the quantity of hits and the share of each database in
the process.

TABLE 1. Selected keywords.

C. DATABASES AND SEARCH PROTOCOL
The IEEE Xplore, ACM Digital Library, SpringerLink,
Scopus, and ScienceDirect academic databases (DBs)
were used in the SMS process. Following the advice of
Kitchenham et al. [33], we used more than one database to
prevent any possible database-derived bias [36]. The search
fields used were determined by the options provided by each
DB. Table 2 summarizes the search fields used for each DB.

TABLE 2. Search fields by databases.

The selection criteria used to retrieve the primary studies
are summarized below.

Inclusion criteria:
• The abstract or title mentions an issue regarding chatbots
and usability OR

• The abstract mentions an issue related to usability engi-
neering or HCI techniques OR

• The abstract mentions an issue related to user experience
AND

• The paper describes a chatbot usability experiment.
Exclusion criteria:
• The paper does not report an evaluation or an experiment
related to chatbot usability OR

• The paper does not report any issue related to chatbots
and usability OR

• The paper does not report any issue related to chatbots
and user interaction OR

• The paper does not report any issue related to chatbots
and user experience OR

• The paper is written in a language other than English.

D. SEARCH PROCESS
We reviewed papers about experiments describing chatbot
usability published from January 2014 to June 2021. The
search was conducted in three phases. The first search phase
was run in October 2018, including papers published from
January 2014 to October 2018. The second search phase
was run in June 2020 and contained papers published from
November 2018 to June 2020. The third search phase was
run in June 2021 and contained papers published from
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July 2020 to June 2021. Since most databases were not
searchable based on post month, we searched based on post
year (e.g., 2018 to 2020) during the second and third phases
and then eliminated duplicate results with previous SMS.
Additionally, we searched for publications in the tables of
contents of the proceedings of HCI conferences and HCI
journals from 2014 to 2021. We have uploaded the lists
of HCI conferences and HCI journals that we searched to
supplementary material (shorturl.at/dxMR5).

Once we had identified the search strings and defined the
search fields (Table 2), we started our search process. A total
of 718 papers (referred to as retrieved papers) were found
in the different DBs, HCI conferences, HCI journals or were
recommended by external HCI experts. In particular, external
HCI experts recommended 5 journal articles, 10 conference
papers and 8 papers, which account for the 23 papers from
other sources.

Then, the duplicate papers were removed from the
retrieved papers, 560 papers were filtered to the group of non-
duplicate retrieved papers. A peer review was carried out on
these 560 papers applying the inclusion and exclusion criteria
to the title and abstract. Discrepancies were resolved through
discussion. As a result, we identified 113 candidate papers.

To determine if the candidate papers were relevant to chat-
bot usability and the execution of chatbot usability exper-
iments, we reviewed each candidate paper again using the
inclusion and exclusion criteria. However, this time we read
the papers in full (i.e., a full-text review). The results were
cross-checked by two experts from the HCI and ESE fields.

Finally, a total of 28 were selected as the experiment papers
used in this study. Of the experiment papers, seven were
sourced from outside the database: two were retrieved from
HCI conference, and fivewere recommended by external HCI
experts (our search did not identify these papers due to the
defined search strings). These papers were included as other
sources in Figure 1 and Table 3. During the search process,
we were not able to review one of the candidate papers. As it
was not downloadable, it was discarded from this analysis.
The results of the selection were assessed by two of the
authors who are experts in HCI and ESE, and any disagree-
ment was discussed and resolved. The steps for conducting
the review are shown in Fig. 1. Table 3 reports the number of
papers taken from each group: most experiment papers were
taken from the Scopus database. The 28 experiment papers
used in the analysis and extraction of the results are shown
in Appendix A.

With the aim of solving disagreements between researchers
in the primary study selection process, we evaluated
inter-rater reliability by applying two assessments [37]:
(i) percentage agreement [38], and (ii) Cohen’s Kappa coef-
ficient (k) [39]. For the first assessment, the observed per-
centage agreement was 87%, indicated by the total number
of papers on which both researchers reached an agreement
(488 papers), divided by the total number of reviewed papers
(560 papers) (see Table 4). This is considered acceptable.

FIGURE 1. Diagram of the steps for the selection of experiment papers.

TABLE 3. Number of studies remaining after filtering the database results.

TABLE 4. Agreement matrix for nominal variable.

For the second assessment, k = 0.66. According to [40], this
is indicative of substantial agreement.

IV. RESULTS
This section reports the results of the SMS and responses to
the research questions.
RQ1: What is the state of the art of chatbot usability

experimentation?
To answer this research question, we analyzed 28 papers.

They are mostly quantitative, and they performed con-
trolled experiments by comparing chatbots with extended
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FIGURE 2. Mapping showing the experiment papers according to
usability characteristics, including publication type and year.

versions of chatbots or other software with similar functions.
Fig. 2 presents an overview of the identified primary studies.

As shown in Fig. 2, the results have been segmented into
two areas. The left-hand side consists of two scatter (XY)
plots (top and bottom) with bubbles at the junctions of the
year-type of publication categories (top left-hand side) and
usability characteristic-type of publication categories (bottom
left-hand side). The types of publications were conferences,
journals, and book chapters. The size of each bubble was
determined by the number of experiment papers that had
been classified into each category. The right-hand side of
Fig. 2 illustrates the number of primary studies published per
year. As the top right-hand side of Fig. 2 shows, the interest
in chatbot usability experimentation is increasing and is very
recent, with the earliest papers dating from 2018. Considering
that the search end date was June 2021, the number of papers
identified by our SMS for 2021 is rather high. Satisfaction
is the most widely used usability characteristic (bottom left-
hand side) as it was measured in each and every experiment.
Note that the number of papers at the bottom of Fig. 2 does
not match the number of papers at the top. The reason is that
the same paper can discuss several usability characteristics.

Table 5 indicates the publication source of selected papers
and type of publication (J = journal, C = conference, B =
book chapter). In terms of the type of publication, 46.4% (13)
of publications are conference papers, 35.7% (10) are journal
articles, and 17.9% (5) are book chapters.
RQ2: What research questions did chatbot usability exper-

iments investigate?
Table 6 summarizes the research objectives of the selected

papers, including information like the references, the goals

TABLE 5. Publication source.

of the experiment, the stated or modified research questions
and hypotheses of the experiment, the respective responses,
whether the experimental raw data were provided and chatbot
types.

Note that some papers defined the research question
implicitly or stated multiple research questions. In the first
case, we opted for the research question addressed by the
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TABLE 6. Summary of research questions.

usability experiment based on their experiments (identified
in Table 6 with an asterisk). In the second case, we selected
the research questions related only to usability.

The raw data (fifth column, Table 6) were poorly reported.
We found that only one paper provided access to experiment

raw data and three provided some of the experiment raw data
as textual records. The chatbot types are listed in the sixth
column of Table 6. We found that many chatbots are used in a
number of real-life scenarios: 67.9% of the chatbots reported
in our primary studies are deployed as personal assistants

12436 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TABLE 6. (Continued.) Summary of research questions.
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TABLE 6. (Continued.) Summary of research questions.
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TABLE 6. (Continued.) Summary of research questions.
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TABLE 6. (Continued.) Summary of research questions.
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TABLE 6. (Continued.) Summary of research questions.
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TABLE 6. (Continued.) Summary of research questions.

[PS2], [PS4], [PS5], [PS6], [PS7], [PS10], [PS11], [PS13],
[PS14], [PS16], [PS17], [PS18], [PS20], [PS21], [PS22],
[PS23], [PS24], [PS26], [PS28] and more and more chatbots
are being deployed in the healthcare domain [PS5], [PS7],
[PS14], [PS21], [PS23], [PS25].

Chatbots have the potential to be at the patients’ side any-
time and anywhere, which is, obviously, out of the question
for doctors and care workers, leading researchers to develop
chatbots to support healthcare. Even though the demand for
measuring the performance of healthcare chatbots is increas-
ing, the evaluation methods for healthcare chatbots appear to
be wide-ranging and arbitrary [17].

Additionally, some chatbots act as e-commerce tools
[PS9], [PS12], [PS27], collaborative tools [PS8], emotionally
aware conversational agents [PS1], astrophysics assistants
[PS15], tourist guides [PS11], [PS20] and recommenders
[PS3], [PS19].
RQ3: How do experiments evaluate chatbot usability?
From the perspective of HCI, various usability techniques

were employed in these experiments, and it is patent that
the most employed usability technique was questionnaires,
followed by interviews (Table 7).

Compared with [11], we found that, on top of SUS and ad-
hoc methods, a broader range of questionnaires were adopted
to investigate chatbot usability. In [PS2], the AttrakDiff2
questionnaire was used, which measures how attractive a
product is based on its hedonic and pragmatic qualities. The
Likert scale was the most used metric in the questionnaires
across the whole range of papers [PS3], [PS6], [PS9], [PS12],
[PS21] and [PS23].

TABLE 7. Usability techniques.

Throughout the usability evaluation process, pre-test and
post-test questionnaires were combined for use in [PS5]
and [PS10] in order to round out the result of evaluation
with demographic information. We also noticed that papers
seldom discuss the rationale used to select the technique.
It should be noted that the selected technique may have an
impact on the effectiveness and reliability of the experimental
result.

The columns of Table 8 show the metrics used to evaluate
the experiment results, specifying whether the results corre-
spond to a family of experiments (F = ‘‘Is the experimenta-
tion composed of a family of experiments?’’), the number of
experiments (ES = experiment size), the experiment sample
size (SS= sample size), the types of subjects participating in
the experiments (TS= type of subjects), experimental design
and procedure, the implemented tasks of the experiment,
usability characteristics used to measure the results, measure-
ment instruments (MI), and statistical technique (ST).

Our topic cuts across the fields of HCI and ESE. There-
fore, we considered the indicators to measure the experiment
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from both sides, as the software development process is very
dependent on the defined tasks and user skills and characteris-
tics [13], and the task and users matter to the HCI community.

We also observed a growing interest in experimentation
and have taken note of recent calls for replication in SE [24].
Thus, we considered investigating replication in chatbot
usability experimentation. We mainly followed the reporting
structure for SE experiment reports proposed by Jedlitschka
and Pfahl [41]. As the defined tasks and user skills and
characteristics have a profound impact on the software devel-
opment process [13], the task and users matter in HCI. For
the above related reasons, we decided to use the indicators
shown in Table 8 to measure each experiment.

We noticed that chatbot developers always acted as evalu-
ators in these experiments. Only six experiments were con-
ducted by third-party researchers or experts who evaluated
the usability of the chatbots [PS8], [PS13], [PS17], [PS18],
[PS26], [PS28].

A. THE REPLICATION OF EXPERIMENTS
Of the usability experiments that we reviewed, there is only
one study [PS6] that conducted replications of an experiment
with a consistent experimental design but different participant
region or background. We consider the study reported by
Huff-Jr et al. as a family of experiments, which uses a within-
subjects mixed-method design [PS6] using qualitative con-
tents and a multilevel linear model to analyze data. The total
sample size of the replication was 35, although the authors
did not report the respective sample size of each replication.

To the best of our knowledge, a family of experiments
should include at least three experiments [25], whereas [PS6]
replicates a single experiment—that is, this paper reports
a set of two experiments. However, since two experiments
can aggregate the data to evaluate the effect of chatbots,
we classified the two experiments as a family of experiments.

It should be noted that there is a study [PS22] that
conducted two different experiments in controlled laboratory-
based and real-world environments to comprehensively eval-
uate the usability of their chatbot. Since the experimental
designs are different, we do not consider this study to be a
family of experiments.

B. SAMPLE SIZES
Regarding the sample size of experiments (fourth column of
Table 8), althoughwe acknowledge that the sample size varies
for different usage and developmental phases, the sample
sizes of published usability experiments for chatbots are rel-
atively small. Of the experiments, 42.9% (12) included fewer
than 30 subjects, 42.9% (12) included between 30 subjects
and 80 subjects, and 10.7% (3) contained more than 90 but
fewer than 500 subjects. One experiment [PS11] did not detail
the sample size.

C. TYPES OF SUBJECTS
In terms of the types of subjects involved in experiments
(fifth column of Table 8), 35.7% (10) of the experiments

included students, while most of the researchers placed no
constraint on academic background and academic program.
The remaining experiments included experienced users or
experts, company employees, farmers, children, residents,
and patients. However, 25% (7) of experiments did not define
the subject types. Only two studies compared groups: grad-
uates versus undergraduates [PS8] and native vs. non-native
English-speakers [PS26].

D. EXPERIMENTAL DESIGN AND PROCEDURE
Regarding the experimental design and procedure, 53.6%
(15) were defined as within-subjects experiments. As the
sample sizes of the identified experiments are relatively
small, the within-subjects design has better statistical power
since it doubles the data points. In SE, experimental design
plays a role in controlling for extraneous variables: mature
experiments are run with pre-established protocols defining
the experimental settings and the set of procedures that must
be strictly adhered to during the execution and analysis of the
experiments. By contrast, many chatbot usability experiments
are set up without any a priori plan or experimental design
definition.

Furthermore, prior experience and technical knowledge
have an impact on the global usability of conversational
agents [PS13], [PS26], while some experiments [PS1] did
not appear to measure the pre-user experience or knowledge
related to chatbots.

Generally, chatbot usability was rated positively in most
experiments, while only one chatbot was given a negative
evaluation compared with the control tool [PS6]. Despite this,
it was pointed out that chatbots still need to be improved
in some respects. The NL interaction was the most fre-
quently mentioned improvement within these experimental
results.

The result for [PS3] shows that the performance of NL
interaction with the chatbot CoRS is poorer than the button
and mixed interfaces. In [PS8], several participants suggested
an improvement in natural language processing (NLP) as the
chatbot SOCIO does not understand some phrases. Aside
from these, researchers also suggested voice-based natural
language recognition should be improved to support varieties
of English accents [PS26].

Besides, chatbot personalization does not always satisfy
all users and experts. In [PS1], the users commented that the
automatic adaptation strategies need to be further improved
to reach the level of personalization desired by the users
compared to manual adaptation.

There are some other problems that remain. In [PS8], the
control outperforms the chatbot SOCIO in terms of recall and
perceived success. A Shakespearean-styled chatbot increased
user engagement as well as perceived product value, but
user satisfaction decreased [PS9]. As for chatbot use for
online shopping, the researchers found that the participants’
expressed re-use intentions and the level of recommendation
to others were not as high as expected [PS24].

VOLUME 10, 2022 12443



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

A
ll

m
ea

su
re

d
m

et
ri

cs
of

ex
pe

ri
m

en
ts

.

12444 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

VOLUME 10, 2022 12445



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

12446 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

VOLUME 10, 2022 12447



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

12448 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

VOLUME 10, 2022 12449



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

12450 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

VOLUME 10, 2022 12451



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

12452 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

VOLUME 10, 2022 12453



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

TA
B

LE
8.

(C
on

tin
ue

d.
)A

ll
m

ea
su

re
d

m
et

ri
cs

of
ex

pe
ri

m
en

ts
.

12454 VOLUME 10, 2022



R. Ren et al.: Experimentation for Chatbot Usability Evaluation: Secondary Study

E. TASKS
Regarding the implemented experimental tasks, 35.7% (10)
of the experiments contained between two and six tasks,
42.9% (12) contained only one task, three experiments
required participants to perform 10 tasks, 12 tasks and
13 tasks respectively [PS26], [PS28], [PS2], and two experi-
ments did not specify the number of tasks [PS13], [PS15].

F. USABILITY CHARACTERISTICS
In terms of usability characteristics used to measure the
results, the surveyed experiments measured usability based
on effectiveness, efficiency, and satisfaction. Of the exper-
iments, 32.1% explored all three aspects [PS2], [PS3],
[PS5], [PS8], [PS12], [PS17], [PS18], [PS19], [PS25],
32.1% explored efficiency and satisfaction [PS4], [PS7],
[PS9], [PS10], [PS11], [PS15], [PS16], [PS21], [PS24], 25%
explored only satisfaction [PS1], [PS6], [PS14], [PS22],
[PS23], [PS26], [PS27], and three studies explored effective-
ness and satisfaction [PS13], [PS20], [PS28].

We follow the definition of satisfaction given in ISO/IEC
25010 [16]: ‘‘The degree to which users’ needs are satisfied
when a product or system is used in a specified context of use.’’
Satisfaction is the usability characteristic of most concern
to researchers since it was evaluated most often. The mea-
sures of satisfaction primarily include ease-of-use, context-
dependent questions (or inconsistency), satisfaction before
and during use, complexity control, the physical discomfort
of the interface, pleasure, the willingness to use the chatbot
again (or intent to use the chatbot again), and enjoyment
and learnability. Of the measures of satisfaction, ease of use,
pleasure, and willingness to use the chatbot again were the
most frequently measured, as shown in Table 9.

We found that in recent years more chatbot designers are
inclined to evaluate the usability of the chatbot in order to put
it into use in real life or in industry rather than for research
or scholarly purposes. In [PS3], chatbot developers wanted
to know if participants have a willingness to pay or know the
price they are willing to pay. In [PS3], [PS9] and [PS12], they
investigated whether participants intend to use their chatbot
in real life.

It is obvious that more chatbots can afford more com-
plex functions: the chatbot in [PS3] is equipped with a
sentiment analyzer as it discovers items that best fit users’
needs. Effectiveness is defined as the accuracy and complete-
ness with which users achieve specified goals in the HCI
field [16], [42]. From Table 10, we find that task completion
and error rate are the effectiveness measures of most concern.

Efficiency is defined as the resources expended in rela-
tion to the accuracy and completeness with which the users
achieve their goals in the HCI field [16], [42]. From Table 11,
we find that more research focuses on measuring task com-
pletion time.

In [PS3], they measure detailed time spent per question
and the number of concepts the user can introduce for each
message from the chatbot. We discovered that the hedonic

TABLE 9. Measures of satisfaction.

TABLE 10. Measures of effectiveness.

TABLE 11. Measures of efficiency.

quality of conversation is relevant to the chatbot’s efficiency
since the effort required for users to understand and answer
a chatbot request is frequently measured. In conclusion, it
is clear that researchers have sought to understand chatbot
reaction time and clarity of speech.

G. MEASUREMENT INSTRUMENTS
Measurement instruments refer to the instrument used
to measure the experiment result quantitatively. Of the
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TABLE 12. Descriptive statistics representation.

experiments, 92.9% (26) adopted questionnaires to measure
chatbot usability, and almost all the usability questionnaires
have undergone some type of psychometric evaluation [43],
57.1% (16) adopted software platforms to record partici-
pants’ interaction or input information objectively, 21.4% (6)
adopted interviews to record participants’ answers to open-
ended questions, and three experiments used video recording.
Of themeasurement instruments, questionnaires and software
platforms were most frequently combined. We also observed
that one experiment used the questionnaire without recording
quantitative data. It is important to note that usability is not
a one-dimensional software property: usability is a concept
that includes effectiveness, efficiency, and satisfaction.

Usability techniques are different from measurement
instruments. Measurement instruments are methods to mea-
sure and collect experimental data, whereas usability tech-
niques refer to HCI techniques used in the usability evaluation
process to raise the usability level of the software product.
They could be methods of inspection, inquiry, or testing.

H. STATISTICAL TECHNIQUES
The statistical techniques used in the experiments are catego-
rized from four perspectives: descriptive statistics, inferen-
tial statistics, a general linear model (GLM), and qualitative
research. Descriptive statistics (Table 12) are representation
methods that visually integrate multiple datasets to contextu-
alize the data and improve reader understanding.

Of the 28 experimental results on chatbot usability,
descriptive statistics tables and textual description were the
most used presentation formats. Descriptive statistics tables
and frequency distribution tables were used to understand
the collected data in numerical form. Textual description
always reports the effect size and confidence interval. Box
plots were used to report the sample dispersion and skew-
ness [23] (e.g., task completion rates of two compared
tools [PS2]). There is one experiment that has not yet been
executed [PS11].

Inferential statistics (Table 13) were used to analyze
18 experiment results. Inferential statistics deals with the
process of using data analysis to deduce properties of an
underlying probability distribution [44]. Inferential statistics
methods are classified into parametric statistics and nonpara-
metric statistics.

TABLE 13. Inferential statistics methods.

In general, parametric statistical tests, like Pearson cor-
relation, paired t-test, and z-test, assume that some of the
parameters are normally distributed. The Pearson correlation
analysis is conducted in order to describe how ameasurement
of A is related to a measurement of B [23]. As the result of the
analysis, the researchers in [PS2] claim that therewas a partial
correlation between the results of the physiological measure-
ments and the UX quality evaluation results. In most cases,
the z-test is an inference on a population of known variance,
while the t-test is adopted if variance is not known. Non-
parametric tests, such as the Wilcoxon and Mann−Whitney
tests, were used in six experiments when experiments have
one factor and two treatments. Note that the authors of [PS13]
and [PS3] did not specify which of the t-tests and Wilcoxon
tests they used, respectively.

I. LINEAR MODELS
The GLM category of methods are parametric tests used to
describe the concept of the model. A GLM ensures that the
estimated values provide the best possible linear fit to the
data, minimizing the error with the least square method [45].
The analytical methods are ANOVA and regression, which
are variations of GLM [46]. In terms of regression, 5 studies
in Table 14 used linear regression (e.g., the Durbin–Watson
test), and logistic regression and mixed effect models were
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each used once. ANOVA and MANOVA were also used in
7 experiments. In [PS3], they conducted a MANOVA statis-
tical test on all the accuracy and cost of interaction metrics
of usability experiments, whereas two-way ANOVAs were
used to investigate the interaction effect between prior expe-
rience and technical knowledge on overall chatbot usability
in [PS13].

TABLE 14. General linear model.

Qualitative research (Table 15) was conducted in 39.3% of
experiments. The researchers analyzed the contents, specifi-
cally recording interviews and answers to open-ended ques-
tions, whereas [PS16], [PS23] and [PS27] adopted thematic
analysis to analyze recorded interviews and user utterance
data, respectively.

TABLE 15. Qualitative research.

Additionally, most researchers did not explain the motiva-
tion behind technique adoption or indicate the challenges or
advantages of adopting the technique. Some analysis deci-
sions within chatbot usability experiments were affected or
driven by previous examples from other researchers and per-
sonal preferences [PS2].

V. DISCUSSION
The mind map in Fig. 3 shows a summary of the five
main aspects associated with chatbot usability experimen-
tation, which are identified in the literature of our SMS:
(i) measures, (ii) types of chatbots, (iii) usability techniques,
(iv) descriptive statistics representation, and (v) inferential
statistics methods.

The center of Fig. 3 corresponds to our research topic
(Level 0 of the mind map). Five branches that point away
from the center of the mind map symbolize the five above-
mentioned aspects (Level 1). Another three hierarchical
values—effectiveness, efficiency, and satisfaction— (Level 2)
associated with the measured values branch off. At Level 3
of the mind map, values correspond to each item of the
immediately preceding branch.

Continuingwith our example, themeasured values of effec-
tiveness are accuracy, expert and user assessment, number
of errors/error rate, precision, and task completion. Finally,
at Level 4 of the mind map, experiment papers report the

characteristics of the previous branch. Continuing with our
example, the experiment reported in paper [PS3] corresponds
to accuracy.

When conducting an SMS, the search strings should pro-
vide a broad overview of the research area [34]. Considering
that chatbot usability experimentation is a relatively small
field, we chose search strings that consisted of two compo-
nents —synonyms of the terms ‘‘chatbot’’ and ‘‘usability’’—
that helped to identify as many relevant papers as possible.
We experimented with more than one synonym of the terms
that formed different search strings to choose the best search
string. Although our goal is to conduct an analysis of chatbot
usability experimentation, we noticed that the interfaces of
most current chatbots take the form of a NL dialog: the devel-
opment of chatbots has become standardized because many
platforms built for different goals and usages (e.g., Google’s
NLP platform and Dialogflow) have been widely used [PS1],
[PS6], [PS10].

Of the initial 718 papers selected from well-known elec-
tronic research databases, 28 studies were selected following
a rigorous screening process during which disagreements
found during the selection process were resolved. The com-
parison of two or more treatments and the randomization of
the subjects were key points for identifying whether the study
described an experiment [23] when we reviewed each paper.

Regarding theoretical models, a few of the 28 experiments
discussed theories that inspired research questions. In paper
[PS11], we learned that self-determination theory was used
to propose a research model to study the factors that affect
chatbot satisfaction. On the other hand, most usability ques-
tionnaires assessed usability at the end of a study [43]. Self-
designed questions [PS12], [PS14], [PS15], [PS18], [PS24]
and standardized questionnaires are the two main usability
scales used. However, the adoption of usability scales varies
a lot in chatbot usability experiments, because it mainly
depends on the research goal and chatbot type.

Researchers developed multiple questions for self-
designed questionnaires according to their research topics
and measurements. For example, researchers developed,
based on the SUS questionnaire, the Voice Usability Scale
for speech-based systems, as SUS does not comprehen-
sively account for several characteristics that are unique to
a voice environment [PS18]. Most experiments used stan-
dardized usability scales (like Affective Slider [PS1], ResQue
model [PS3], [PS19], SUS [PS6], [PS8], [PS14], [PS17],
SUMI [PS13], Adjective Rating Scale [PS18], Usefulness,
Satisfaction, and Ease of use questions [PS23], User Engage-
ment Scale [PS25]), whereas scales cited in national and
international standards (SUS and SUMI) were adopted in
only five experiments.

The chatbot usability experiment correlates to chatbot
development. In general, evaluations of chatbot usability
were considered as a part of the software development pro-
cess. However, there are two experiments related to a usability
experiment on an advanced or modified version of a chatbot
[PS12], [PS15].
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FIGURE 3. Main aspects of the research on chatbot usability experimentation.
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For experimental results to be reliable, all the treatment
aspects (except for factor manipulation) should be similar
across all groups, as irrelevant variables pose a threat to
validity.

We found that many studies did not clearly state extraneous
variable control in their experimental designs. For example,
they did not discuss the possible learning effects between
different sessions [PS6], [PS10], if there was a short break
between the different experiment sessions to avoid participant
fatigue [PS1], [PS3], or whether the experimental environ-
ments were consistent in different sessions [PS4], [PS5].

We observed that most chatbot experiments were based on
some specificities—including relatively small sample sizes,
subjects coming from a specific background, preset tasks,
and whether it was the users’ first contact with a chatbot—
as the expansion of the experimental results to an industrial
setting was very limited. Besides, there was research that
had not published the experimental results as of our search
date. The proposed experimental setting in [PS11] included
the procedure, type of subject, measurements, and analysis
methods, but the sample size and experiment result were not
provided.

VI. THREATS TO VALIDITY
The first threat to validity of this research is the bias in
the paper selection process. Although the selection crite-
ria and results have been double-checked and accepted by
other authors, the publications were evaluated and classified
based on our criteria and experience, and other researchers
may have evaluated the publications differently. To improve
the inter-rater reality, we provide percentage agreement and
Cohen’s Kappa statistics to evaluate disagreement between
researchers (see Section 3).

The second point is related to the type of studies included
in this investigation. We expanded the search scope by using
search strings that identified a wider range of publications:
the paper retrieval steps were as shown in Fig. 1 and the
selected papers were grouped according to different dimen-
sions as shown in Table 8. On the one hand, this systematic
study was developed using five popular databases (IEEE
Xplore, ACMDigital Library, SpringerLink, Scopus and Sci-
enceDirect), as they are regarded as the most complete and
most used databases in SE. On the other hand, this search
only includes papers written in English. Nonetheless, the final
number of studies focusing on exploring chatbot usability
is relatively small—relevant papers produced by additional
databases or resources or written in other languages or using
other synonyms of chatbot could have been overlooked.

VII. CONCLUSION AND FUTURE WORK
This section reports the final conclusions of the study based
on the research questions stated above.
RQ1: What is the state of the art of chatbot usability

experimentation?
Chatbot development usability testing is not a new concept,

but chatbot usability experimentation has emerged recently.

Our SMS found that researchers started to evaluate the usabil-
ity of chatbots through experimentation in 2018 (Fig. 2).

Several usability techniques have been used to col-
lect usability data: questionnaires, interviews, think-aloud
and direct observation. Of these techniques, questionnaires
(applying various scales and types) are the most used tech-
nique. With regard to publication venue, half of the reviewed
papers in our SMS were published at conferences.

In summary, chatbot usability experimentation tends to
have the following characteristics: (i) very few raw data were
provided (see Table 6); (ii) there was a range of chatbot
types due to their usage scenarios, where a total of 67.9% of
the experiments investigated chatbots pertaining to personal
assistants, especially in the healthcare domain (Table 6);
(iii) most experiments did not clearly define the research
questions, hypotheses, or provide original data (Table 6), that
is, they did not apply ESE methods to set up the experimental
design [23], whichmay lead toweak experiment replicability;
(iv) satisfaction, efficiency, and effectiveness were the main
evaluated chatbot usability measures in most experiments
(Tables 9, 10 and 11), and (v) parametric tests were the infer-
ential statistics commonly used to analyze the experimental
results in most studies (see Table 13).
RQ2: What research questions did chatbot usability exper-

iments investigate?
Table 6 lists all the research questions used in the selected

studies from five perspectives: (i) the goals of the experi-
ment, (ii) the stated, selected or supplemented research ques-
tions, (iii) experiment hypotheses, (iv) answers to respective
research questions and hypotheses, (v) provision of the exper-
imental raw data, and (vi) chatbot types.

Regarding the treatment applied in these experiments,
we found that control tools are commonly applied in exper-
iments, and relatively few studies used the web or a real-
life product [PS1], [PS2], [PS5], [PS8], [PS17], [PS18],
[PS26], [PS28]. To determine whether the chatbot was able
to provide a similar experience to the user, some developed
different versions of chatbots with different functions or
expression [PS3], [PS9], [PS10] to identify user preferences
and how to operate differently depending on different user
populations.

In general, most studies investigate not only usability fac-
tors but also the quality of the interaction or chatbot per-
formance [PS3], [PS7], [PS8], [PS10], [PS28] in order to
understand chatbot usability comprehensively. Also, some
studies investigated the relationships between usability and
other factors (e.g., acceptability, interface workload, and
similarity) [PS5], [PS10], [PS14].

Most experiments did not provide access to raw data. The
raw data may be withheld from the public domain either
because they are confidential or because the researchers
want to continue publishing data analyses sometime in the
future [25]. However, this situation prevents rigorous peer
review and stops third-party researchers from reanalyzing
data using aggregation techniques that may be better suited
than the original method [25].
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FIGURE 4. Research gaps and future direction.

RQ3: How do experiments evaluate chatbot usability?
As for chatbot usability experiments, we analyzed the

evaluation metrics from nine perspectives, shown in Table 8:
(i) whether the experiment is part of a family of experi-
ments; (ii) the number of experiments; (iii) the experiment
sample size; (iv) the types of subjects participating in the
family; (v) experimental design and procedure; (vi) the imple-
mented experimental tasks; (vii) usability characteristics used
to measure the results; (viii) measurement instruments; and
(ix) statistical techniques.

After reviewing the chatbot usability evaluations, we found
that: (i) the families of experiments have seldom been used
in this field so far since we found only one experiment
replication; (ii) within-subjects experiments are generally the
most popular design in chatbot usability experimentation;
(iii) a total of 42.9 per cent of the experiments included a
small sample size (under 30 subjects) and subjects are mostly
students, and (iv) the number of tasks is relatively small,
as most of the experiments applied fewer than six tasks.

The evaluation results revealed some common problems
that existed within these chatbots. NL interaction (or natural
mode of interaction) was the most cited problem. In general,
chatbots satisfied and surprised users in basic interactions by
using NL. However, chatbots required more effort from users
in complex or flexible interaction and cannot yet compete
with to human−human interaction. Chatbot personalization

was the second issue mentioned, especially with respect to
chatbots designed to target people with special needs, like
students who require special mentorship or children with a
specific disease. These chatbots should be highly adjustable,
efficient, attractive in appearance and even have a physical
embodiment. The experimental results show that personaliza-
tion still needs improvement.

In terms of usability characteristics, satisfaction is of more
concern than efficiency and effectiveness. The overall user
experience, ease of use, and pleasure are the most frequent
metrics used to measure satisfaction. Various studies assessed
different aspects of satisfaction, complicating direct compar-
ison. Some of this variation (e.g., adaptability [PS3], helpful-
ness [PS15], context-dependent question [PS4], and hedonic
quality [PS2]) may be due to the individual characteristics
of chatbot implementations and their distinct use cases [47].
On the other hand, task completion and number of errors/error
rate are the effectiveness characteristics of most concern and
have been measured a total of 9 times. With regard to effi-
ciency, task completion time was measured most frequently.

Questionnaires and software platforms were the most pop-
ular measurement instruments. Questionnaires were com-
monly used for opinion polls [23], and software platforms
were employed to record information for statistical analy-
sis. Then, the collected information could be arranged in a
quantitative or qualitative manner [23], and most researchers
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counted measurable values or analyzed the contents (e.g., the
record of the interview, the answers to the open-ended ques-
tions), or ran parametric (e.g., t-tests) or nonparametric
(e.g., Wilcoxon, Mann−Whitney tests) statistical tests
depending on the experimental design type.

The research gaps shown in Figure 4 are used to identify
experimental features associated with chatbot usability. They
include defining each response variable clearly during the
process of experimental design. In order to clearly report
the execution of a chatbot usability experiment, factors like
blocked variables, number of experimental sessions, factors
per session, and the number of treatments in each session
need to be properly specified in the design of the experimental
execution. The clarification of responsibilities and division
of labor for experimenters also helps in understanding the
experimental process. Further, we encourage the measure-
ment of usability characteristics whenever possible in order
to gain a comprehensive understanding of chatbot usability.
With regard to the data analysis and aggregation process, not
enough raw data are provided, and families of experiments or
experiment replications have seldom been reported to date.
In view of this, we encourage future researchers to: (i) pro-
vide access to full raw data to guarantee the replicability of
the experiment and the transparency of results to promote a
better measurement of usability characteristics and a greater
understanding of chatbot usability; (ii) clearly indicate the
required characterization of chatbot usability experiments by
including effect sizes, operationalization, design of the exper-
imental execution, the experimenters; (iii) consider families
of experiments or the possibility of conducting replications
of the baseline experiment to consolidate the experimental
results and increase the statistical power, and (iv) measure
as many usability characteristics as possible to provide a
thorough understanding of chatbot usability.

Future research may use and include the results of this
SMS, especially the characteristics of chatbot usability exper-
iments identified in this investigation, as a basis for conduct-
ing more studies to investigate this topic. Considering that
the research is limited by search date, databases, and search
strings, this study could be replicated in a future study. This
is certainly an open research problem that requires further
investigation. Based on the result of this research, we plan to
conduct a family of experiments to evaluate the usability of a
chatbot with an advanced version to fill the gaps and explore
the topic further.

APPENDIX A
PRIMARY STUDIES
This appendix lists the references of the primary studies used
for the mapping study described in this paper.

[PS1] S. Katayama, A. Mathur, M. Van den Broeck,
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