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ABSTRACT Decoding communication signals in a non-cooperative environment has always been a
challenging task. Even after the estimation of various transmission-related parameters, the unknown received
signal still cannot be decoded without the correct classification of the incorporated line coding scheme.
In this paper, a robust short-sample feature-based approach is presented which recognizes line coding
schemes in a sequential manner by an in-depth examination of linked characteristic features. The proposed
approach provides an overall correct classification accuracy higher than 90 percent with an input of
just 13 bit-waveforms whereas perfect classification accuracy (100 percent) is achieved with just 30 bit-
waveforms of the unknown received signal. A detailed comparison considering noiseless as well as noisy
channel environment is also carried out vis-à-vis existing approach based on extensive simulation results.
Additionally, the paper bridges the gap between theory and simulations to justify the obtained accuracy
results for conventional line codes under consideration. The substantial increase in classification accuracy
for a smaller number of input bit-waveforms shall aid effective decoding of the unknown received signal even
at the initial stages of reception. In general, it can benefit many practical spectrum surveillance applications,
where proactiveness is paramount.

INDEX TERMS Line codes, short-sample recognition, characteristic features, feature-based approach.

I. INTRODUCTION
The process of encoding a digitized message signal using
electrical waveforms for transmission over the channel is
commonly referred as line coding. Various line coding
schemes have been introduced for different transmission
environments [1]–[3]. The desirable attributes of line code
schemes include, small transmission bandwidth, power effi-
ciency, built-in error detection and correction capability,
noise immunity, favorable power spectral density (zero dc
value), self-synchronization and transparency [4]. Due to
these advantageous properties linked to the line codes, it is
mostly certain for a message signal to be encoded with a
particular line coding scheme before transmission. Techni-
cal standards such as Inter-Range Instrumentation Group
(IRIG) [5], have regulated the use of conventional line
coding schemes for telemetry and telecommand signals.
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These conventional schemes include unipolar, polar, bipolar
and Manchester signaling.

Fast decoding of telemetry, telecommand and telecom-
munication signals in a non-cooperative environment is rec-
ognized as a pivotal source of information for undertaking
timely precautions against unforeseen circumstances. The
information signal intercepted in a non-cooperative context
shall not contain transmission related parameters required by
the receiver for decoding purposes. Therefore, estimation of
transmission parameters is the only viable solution.

Several methods for estimation of various transmis-
sion related parameters have sprung up in the recent
past. In [6]–[10], likelihood-based methods for recogni-
tion of digital modulation techniques are discussed whereas
feature-based methods identifying different modulation
schemes using respective characteristic constellations are
presented in [11]–[15]. A survey of modulation classification
methods based on both traditional approaches is covered
in [16]. Classification of channel codes in a non-cooperative
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FIGURE 1. Plots of conventional line coding schemes for an arbitrarily selected 10-bits binary sequence. It can be clearly seen that unipolar
signaling has no negative polarity present in the signal, whereas Manchester and polar NRZ lacks the presence of zero signal level. The
maximum possible count of consecutive high, zero, and low constant level minimum intervals can also be visualized for each scheme by closely
observing the nature of the respective encoded signal.

context is discussed in [17], [18], and particularly, recogni-
tion of space-time block codes and turbo codes is presented
in [19], [20] and [21], [22], respectively. Blind estimation
of interleaver parameters has been addressed in [23]–[26],
moreover, methods to estimate convolutional and block inter-
leaver parameters are discussed in [27]–[30] and [31], [32],
respectively.

It is pertinent to highlight here that even after the estimation
of various transmission-related parameters discussed above,
the unknown received signal still cannot be decoded with-
out the correct classification of the incorporated line coding
scheme. Moreover, early extraction of hidden information
in the unknown received signal, which is of crucial impor-
tance for the performance of many spectrum surveillance
applications, demands from these classification / estimation
algorithms to not only be accurate but fast as well. To the
best of our knowledge, research specific to classification
of line coding schemes is still a pending task. No litera-
ture except [33] (discussed later) is available in this regard.
This paper therefore contributes to this field by proposing
a robust approach to recognize conventional line coding
schemes using relevant characteristic features. Our classifi-
cation algorithm takes unknown received signal as input and
identifies the incorporated line coding scheme in a sequential
manner based on short-sample bit waveform characteristic
features.

Themain contributions of our work are summarized below:
1. A robust feature-based approach is proposed to recog-

nize conventional line coding schemes with an aim to

assist effective decoding of unknown received signal at
initial stages of reception.

2. The shortcomings of the most recent related approach
presented in [33] are first highlighted and subsequently
resolved using simple but effective techniques.

3. Classification accuracy with respect to received num-
ber of unknown bit-waveforms in noiseless as well
as noisy environment is recorded and analyzed using
extensive simulation-based results.

4. The theoretical foundation behind the obtained
simulation-based classification accuracies is estab-
lished in order to show coherence between theory and
simulations.

5. Our proposed approach outperformed the existing
state-of-the-art algorithm by achieving perfect classi-
fication accuracy with significantly reduced number of
input bit-waveforms of the unknown received signal.

II. RELATED WORK
The only existing state-of-the-art approach with regards to
feature-based classification of line codes is given in [33],
where Janghoon Oh et al. have presented a sequential
classification algorithm, which classifies conventional line
coding schemes based on characteristic features. The algo-
rithm achieves a correct classification probability higher
than 90 percent, provided, more than 30 bit-waveforms of
the unknown signal are received. Our feature-based approach
proposed in this paper is inspired by the work presented
in [33].
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The rest of the paper is organized as follows; Section 3
briefly presents the details of classification algorithm pre-
sented in [33]. Section 4 explains the proposed approach.
Section 5 describes the methodology used for evaluation
whereas Section 6 carries out detailed comparison between
both approaches by highlighting the obtained results. Finally,
Section 7 offers conclusion.

III. PREVIOUS APPROACH
In [33], four characteristic features inherent to respective line
codes have been utilized in order to classify conventional line
coding schemes. All conventional schemes based on polar,
unipolar, bipolar and Manchester signaling along with their
Non-Return-to-Zero (NRZ) andReturn-to-Zero (RZ) variants
are considered for classification purposes. Fig. 1 refers to the
signal dynamics for each of the respective line coding scheme
considering an arbitrarily selected same binary sequence.
The simplest of all is the unipolar / on-off scheme which
represents bit 1 as a high voltage pulse (>0) and bit 0 with
zero signal level or no pulse. The polar scheme encodes bit 1
same as the unipolar case but bit 0 as a low voltage pulse
(<0). With equally likely bit states (1 or 0) in the message
signal, the power of DC component in polar signaling is zero.
When polar signaling is used with modified pulse shapes
which encode bit 0 and 1 with low to high and high to low
voltage transitions, respectively, with a zero crossing at half
of pulse width, the resulting signal is known as Manchester
line code. Besides zero DC component, it provides valuable
information for receiver bit synchronization irrespective of
bit states. Finally, the bipolar scheme also known as alternate
mark inversion (AMI) encodes bit 0 as no pulse and bit 1 as
an alternating high or low voltage pulse based on whether
the pulse representing preceding bit 1 is of the low or high
voltage, respectively. The characteristic features of the above
discussed conventional line codes include:

A. PULSE POLARITY
This feature detects the presence of negative polarity in the
unknown received signal. As unipolar signaling does not
incorporate negative polarity in the transmitted signal, thus
this feature distinguishes unipolar signaling from rest of the
conventional schemes.

B. DETECTION OF ZERO LEVEL
The feature is responsible for identifying schemes that incor-
porate zero amplitude level in the message signal. As by
design virtue, polar NRZ and Manchester scheme does not
incorporate zero signal level, hence both of these schemes can
be separated from others using this simple feature.

C. NUMBER OF CONSECUTIVE CONSTANT LEVEL
MINIMUM INTERVAL (CLMI)
This feature counts the maximum number of consecutive
high constant level minimum interval (CLMI) and zero
constant level minimum interval (CLMI) present in the
unknown received signal. As the count for maximum possible

TABLE 1. Characteristic features of conventional line coding schemes.

consecutive high CLMI for the message signal incorporated
with Manchester signaling cannot exceed 2, hence this fea-
ture assists in distinguishing the already separated group of
Manchester and polar NRZ line coding schemes. Similarly,
the count for maximum possible consecutive zero CLMI
provides distinctiveness to certain line codes which results
in ease of identification of that particular scheme using the
unknown received signal only.

D. PEAK-TO-AVERAGE-POWER-RATIO (PAPR)
PAPR is the ratio of peak power to average power. It depends
on the number of 1’s (marks) and 0’s (spaces) present in the
signal which makes this feature a probabilistic one in con-
trast to deterministic features discussed above. Intuitively, the
probability that PAPR value for RZ and NRZ pulse becomes
equal is approximately negligible. Hence this feature can
be utilized to distinguish RZ and NRZ sequences of the
same signaling source. It therefore assists in differentiating
respective RZ and NRZ counter parts of unipolar and bipolar
signaling.

FIGURE 2. Block diagram of algorithm presented in [33] for classification
of conventional line coding schemes.
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The features discussed above are consolidated in Table 1.
Each one of the four features are computed for all con-
ventional line coding schemes, respectively. The first three
features are generic and deterministic, no matter what binary
sequence the input signal carries as can be validated using
plots in Fig. 1. The last feature is probabilistic in nature
and computes the inverse of respective PAPR value which
normalizes the output between 0 and 1, thus, rendering the
extracted PAPR feature independent of the amplitude, the
received signal carries. The values of PAPR depicted in
Table 1 are for a message signal with a mark ratio of 0.5.
Thus, these values may change depending upon the change
in 1’s and 0’s the message signal carries.

The sequential algorithm presented in [33] is shown in
Fig. 2. It takes the received unknown signal as input and
carries out the pulse polarity check. If no negative signal
polarity is found in the message signal, then it distinguishes
between unipolar RZ and NRZ signaling based on PAPR
threshold. In case negative pulse polarity is present, then
the input is checked for the presence of zero signal level.
If no zero amplitude is found, then Manchester and polar
NRZ schemes can be separated by counting the maximum
number of consecutive high CLMI, which inManchester case
cannot exceed 2. Lastly, if both the checks above are true then
the search is narrowed down to remaining three choices that
include bipolar RZ and NRZ along with polar RZ scheme.
The algorithm distinguishes between bipolar RZ and NRZ
sequences based on PAPR threshold as discussed, whereas
polar RZ is separated using the count for maximum number
of consecutive zero CLMI which is always equal to unity for
this scheme. The PAPR−1 threshold for distinguishing the
unipolar and bipolar RZ / NRZ counter parts, respectively,
is modestly assumed in [33] to be 0.375 which is the median
of the PAPR values depicted against these schemes in Table 1.

The algorithm presented in [33] achieves classification
accuracy higher than 90 percent, provided that more than 30
bit-waveforms of the unknown signal are received. The
results shall be further discussed in Section 6.

IV. PROPOSED APPROACH
In the previous approach, unipolar RZ and NRZ schemes
were distinguished based on PAPR threshold which is a
probabilistic parameter. The authors in [33] have reported no
unique difference information between these schemes consid-
ering the first three robust features due to which they had to
rely on probabilistic PAPR value for distinguishing purposes.
As correct classification probability using robust features is
bound to be better than when using probabilistic features,
hence the classification accuracy of RZ and NRZ schemes
for unipolar and bipolar signaling, suffered a lag period in
convergence which demanded a greater number of input bit-
waveforms (discussed later). If we observe closely the nature
of signal in case of unipolar RZ signaling as shown in Fig. 1,
it can easily be visualized that the count of maximum number
of consecutive high CLMI in the received signal can never
exceed unity. This is because the RZ pulse has to return to

FIGURE 3. Block diagram of proposed robust recognition algorithm.

zero level before initiating response for the subsequent mes-
sage bit. Thus, irrespective of the binary sequence contained
in the message signal, the pulse has to return to zero after
representing the respective message bit. This insight proved
to be very useful, as unlike [33] it has given us the opportunity
to separate unipolar RZ and NRZ schemes based on the
robust feature of No of consecutive high CLMI instead of the
probabilistic PAPR value.

In order to disassociate the bipolar RZ and NRZ coun-
terparts from PAPR threshold-based discrimination we have
here exploited the inherent relationship between bipolar
and unipolar schemes which allows us to convert a bipolar
encoded signal to a unipolar encoded signal just by applying
a simple absolute value or modulus function. The modulus
function provides the non-negative value of signal amplitude
irrespective of the sign it carries which enables us to adopt
same discrimination standards for separating bipolar NRZ
and RZ schemes as declared for the unipolar case. Thus,
the absolute valued bipolar NRZ and RZ schemes can now
be distinguished using the characteristic feature of No of
consecutive high CLMI.

The proposed robust classification algorithm is shown in
Fig. 3. The algorithm operates in a similar manner as in [33],
except now the unipolar and bipolar cases are distinguished
based on robust feature of No of consecutive high CLMI
instead of probabilistic PAPR value. Thus, the proposed algo-
rithm is less volatile in nature. The results obtained using the
proposed robust classification approach for conventional line
coding schemes depicted a significant improvement in correct
classification probabilities of unipolar and bipolar signaling.
This resulted in an overall increase in classification accuracy
even for short-sample of received signal bit-waveforms. The
details of the obtained numerical and simulation results along
with comparisons are presented in Section 6.

As discussed earlier our approach distinguishes unipo-
lar counterparts using the feature of No of consecutive
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high CLMI. We have also already established that there is
no possibility for the existence of consecutive high CLMI in
the received signal encoded with unipolar RZ scheme. Our
algorithm checks for the presence of consecutive high CLMI
in the received signal and then classifies the underlying line
code as appropriate. Although the algorithm is classifying
the line code as unipolar / bipolar RZ in the absence of
consecutive high CLMI, there still exists the probability of
misclassification for the cases where the received signal is
encoded with unipolar / bipolar NRZ scheme and contains
no consecutive bits. In short, we are interested in finding
the probability of consecutive high CLMI in the signal with
respect to the received number of bit-waveforms. This will
assist us in theoretically validating the classification accuracy
of the proposed algorithm.

Suppose we have N received signal bits and we are inter-
ested in the probability of consecutive ones, P(N). We shall
be adopting a reverse approach in which we initially will
work our way to find the probability of no consecutive ones,
P∗(N), in aN-bit sequence, whichwill subsequently lead us to
the desired probability. It is well-known that a set containing
N-bit sequences and avoiding consecutive ones is enumerated
by generalized Fibonacci sequence, [34]–[36], given as

FN = FN−1 + FN−2, (N > 2). (1)

Basically, the cardinality of the set containing binary strings
of length N with no consecutive ones follows the same recur-
sive relation as of Fibonacci sequence. This can easily be
proved as follows.

Consider Sk (N − 1) to be the count of binary sequences
of length N− 1 without consecutive ones and starting with k ,
where k ∈ {0, 1} . Then, the total count of N−1 bit sequences
without consecutive ones can be given as

S(N− 1) = S0(N− 1)+ S1(N− 1).

Utilizing the binary tree in Fig. 4, it can be observed that
the count of binary strings of length N which contain no
consecutive ones and with left-most bit 1, exactly equals the
count of preceding binary sequences of length N− 1 without
consecutive ones but with 0 as the initial digit. Similarly,
the count of N-bit sequences starting with 0 but without
consecutive ones, exactly equals the total count of preceding
N − 1 bit sequences without consecutive ones. This can
mathematically be written as,

S1(N) = S0(N− 1) (2)

S0(N) = S0(N− 1)+ S1(N− 1) = S(N− 1) (3)

S(N) = S0(N− 1)+ S(N− 1) (4)

where (4) is obtained by adding (2) and (3). Using (3), we can
write S0(N− 1) = S(N− 2), which can be substituted in (4)
to get the desired recursive relation same as (1).

S(N) = S(N− 1)+ S(N− 2), (N > 2) (5)

From Fig. 4, we have two outcomes with no consecutive
ones for N = 1 whereas for N = 2 we have three such

FIGURE 4. Binary tree for N > 0, where each subsequent level is obtained
by prefixing 0 and 1 respectively, to the outcomes of preceding level.

outcomes out of 2N = 4 total possibilities in the sample
space and so on in accordance with (5). Thus, looking at the
Fibonacci sequence (1, 1, 2, 3, 5, 8, 13 . . .), we can say that
the number of outcomes without consecutive ones for a N-bit
sequence essentially equals (N + 2)th Fibonacci term. The
generalized expressions for the probability of no consecutive
ones in a N-bit sequence, and the desired probability of
consecutive high CLMI can then be given as

P∗(N) =
FN+2
2N

and

P(N) = 1− P∗(N), (6)

respectively.

V. EVALUATION METHODOLOGY
To evaluate our algorithm’s performance, we simulated ran-
dom bit sequences, where each bit can be equally likely 1
or 0. Each randomly generated bit sequence was represented
using conventional line codes under consideration. These line
coded signals were then individually given as input to the
proposed algorithm to obtain classification results in a non-
cooperative context. In principle, without the knowledge of
bitrate associated with the incoming unknown signal, it is
not possible to recognize the presence of consecutive high,
low, or zero CLMI’s. Due to this limitation, a normalized unit
bitrate was assumed for the entire evaluation process.

To facilitate performance comparison with existing
approach in [33], we varied the number of bit-waveforms in
the simulated signal from 5 to 100 with a step size of 5 for
noiseless environment. Secondly, to analyze the performance
of the proposed approach in noisy environment, we incorpo-
rated additive white Gaussian noise (AWGN) in the incoming
unknown signal and assumed a fixed number of received
bit-waveforms to only focus on evaluating classification
performance vis-à-vis signal-to-noise-ratio (SNR). Lastly,
we set high and low CLMI values of the input signal as 1 and
−1, respectively and adopted thresholding with ε = 0.5 for
initial signal-level decision in noisy channel environment as
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FIGURE 5. Simulation results highlighting the correct classification
probability using the proposed approach for the conventional NRZ
schemes versus the theoretically derived probability of consecutive 1s.

given by level = 1, 1− ε < x(t) ≤ 1+ ε

level = 0, −ε ≤ x(t) ≤ ε

level = −1, −1− ε ≤ x(t) < −1+ ε

 .

During the entire evaluation process, the correct classifica-
tion probability was recorded using Monte-Carlo simulations
involving 100,000 iterations.

VI. RESULTS AND COMPARISON
Intuitively, P(N) derived in Section 5 shall directly dictate the
correct classification probability of the proposed algorithm in
case of NRZ signaling. This is because the algorithm relies

on the presence of consecutive ones in received signal to
separate the NRZ scheme from its RZ counterpart. We simu-
lated the conventional NRZ schemes (unipolar, bipolar and
polar) following the evaluation methodology discussed in
previous section. Fig. 5 highlights the simulation results in
combinationwith the theoretical results given in (6). As all the
curves are strictly following each other, thus, the coherence
between the theoretical and simulation results has been estab-
lished which justifies the classification accuracy achieved by
our proposed algorithm.

Next, to carry out detailed performance comparison, the
previous and proposed algorithms presented in Fig. 2 and
Fig. 3, respectively were validated under same noiseless test
scenario using again comprehensive Monte-Carlo simulation
results involving 100,000 iterations as shown in Fig. 6. The
graphs clearly highlight the substantial improvement in clas-
sification accuracy introduced by the proposed algorithm.
The unipolar and bipolar NRZ schemes which previously
required more than 100 bit-waveforms are now converging
to 100 percent accuracy with just 30 bit-waveforms of the
unknown signal. This significant increase in terms of clas-
sification accuracy is credited to the disassociation of these
schemes from the PAPR based probabilistic feature for dis-
tinguishing purposes. Moreover, the unipolar RZ signaling is
offering a perfect classification accuracy with just 5 signal
waveforms. This is because, the proposed algorithm shall
classify the underlying line code as unipolar RZ, only if no
consecutive ones are present in the received signal, which
shall always be the case if the signal is encoded with the
RZ scheme. The Manchester and polar signaling have shown
a classification accuracy approximately similar to previous
algorithm as no change in the classification procedure of
these schemes has been introduced in the proposed algorithm.

FIGURE 6. Estimated correct classification probability over 100,000 iterations of Monte-Carlo simulations versus received number of bit-waveforms in a
noiseless environment. The number of input bit-waveforms is varied from 5 to 100 with a step size of 5. Common legends have been assigned to each
conventional line coding scheme in both graphs for ease of comparison: (a) Previous approach, (b) Proposed approach.
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FIGURE 7. Correct classification probability vis-à-vis signal-to-noise-ratio
(SNR) for 50 input bit-waveforms considering AWGN channel.

Thus collectively, the proposed approach offers an overall
classification accuracy higher than 90 percent for all con-
ventional line coding schemes with the intake of just 13 or
more signal bit-waveforms as compared to more than 30
bit-waveforms required by the previous approach presented
in [33]. It is pertinent to highlight here that the previous
approach required more than 100 bit-waveforms for perfect
classification accuracy (100 percent), which the proposed
approach offers in just 30 bit-waveforms of the unknown
received signal, thus, three to four times more efficient than
its predecessor.

In case of noisy channel environment, subsequent to the
signal-level decision using thresholding criterion defined
in previous section, the classification of conventional line
codes can be carried out using the noiseless framework
already discussed in Section 4. We recorded accuracy statis-
tics with respect to SNR for an input signal encompassing
50 bit-waveforms and passing through an AWGN channel as
shown in Fig. 7. In comparison to [33], where the correct clas-
sification probability for unipolar and bipolar NRZ signaling
considering 50 input bit-waveforms resulted into conver-
gence around 0.97 even in the high SNR region (>25 dB) due
to PAPR based separation, the proposed approach achieves
perfect classification accuracy for all conventional line cod-
ing schemes considering same number of bit-waveforms
with a significantly lowered SNR of 18 dB. However, the
graph also highlights that decreasing the received signal SNR
degrades the performance of the proposed approach, thereby
the classification accuracy is very limited under a noisy
channel environment. Due to this, the prerequisite of a good
SNR value (>15 dB) for the unknown received signal can
be viewed as a limitation for achieving high classification
accuracy using the proposed approach.

VII. CONCLUSION
In this paper, a robust short-sample feature-based approach
for recognition of conventional line coding schemes is

proposed which showed significant improvement in classi-
fication accuracy with respect to received bit-waveforms.
By highlighting the characteristic difference in unipolar NRZ
and RZ schemes, the paper initially addressed the conver-
gence lag issue of classification probability, encountered by
unipolar and bipolar NRZ schemes in the existing approach
due to PAPR based separation. The highlighted difference
acted as sufficient evidence for rejecting probabilistic PAPR
feature as a potential candidate for distinguishing unipolar
and bipolar signaling. Revealing the inherent relationship
based on modulus function between unipolar and bipolar
signaling allowed for the mutual sharing of the already estab-
lished short-sample classification procedure among these
sister schemes. The performance of existing and proposed
approaches was subsequently put through validation process
using extensive simulations under same test scenario. Sig-
nificant improvement in the overall classification accuracy
with respect to the received number of input bit-waveforms
was observed for all targeted line coding schemes considering
both noiseless and noisy environments, respectively.

The substantial increase in classification accuracy for
smaller number of bit-waveforms shall aid effective decoding
of the unknown received signal even at the initial stages
of reception. Early extraction of the information contained
inside the unknown received signal can provide an unparal-
leled edge to many practical spectrum surveillance applica-
tions where split-second decisions matter.

REFERENCES
[1] J. D. Gibson, ‘‘Line coding,’’ in The Communications Handbook, 2nd ed.

Boca Raton, FL, USA: CRC Press, 1999.
[2] B. Sklar, ‘‘Formatting and baseband modulation,’’ in Digital Communica-

tions: Fundamentals and Applications, 2nd ed. Upper Saddle River, NJ,
USA: Prentice-Hall, 2006.

[3] R. E. Ziemer and W. H. Tranter, ‘‘Principles of baseband digital data
transmission,’’ in Principles of Communications: Systems, Modulations
and Noise, 6th ed. Hoboken, NJ, USA: Wiley, 2009.

[4] B. P. Lathi and Z. Ding, ‘‘Principles of digital data transmission,’’ in
Modern Digital and Analog Communication Systems, 4th ed. London,
U.K.: Oxford Univ. Press, 2009.

[5] Telemetry Standards, Standard 106-13. Part 1, I. Standard, New Mexico:
Secretariat Range Commanders Council US Army White Sand Missile
Range, 2013, pp. 106–113.

[6] H. A. Ara, M. R. Zahabi, and A. Ebrahimzadeh, ‘‘Blind digital modulation
identification using an efficient method-of-moments estimator,’’ Wireless
Personal Commun., vol. 116, no. 1, pp. 301–310, 2020.

[7] G. J. Phukan and P. K. Bora, ‘‘Parameter estimation for blind classification
of digital modulations,’’ IET Signal Process., vol. 10, no. 7, pp. 758–769,
Sep. 2016.

[8] E. Soltanmohammadi and M. Naraghi-Pour, ‘‘Blind modulation classifi-
cation over fading channels using expectation-maximization,’’ IEEE Com-
mun. Lett., vol. 17, no. 9, pp. 1692–1695, Jul. 2013.

[9] J. Tian, Y. Pei, Y. D. Huang, and Y.-C. Liang, ‘‘Modulation-constrained
clustering approach to blind modulation classification for MIMO sys-
tems,’’ IEEE Trans. Cogn. Commun. Netw., vol. 4, no. 4, pp. 894–907,
Dec. 2018.

[10] J. L. Xu, W. Su, and M. Zhou, ‘‘Likelihood-ratio approaches to automatic
modulation classification,’’ IEEE Trans. Syst., Man, Cybern. C, Appl. Rev.,
vol. 41, no. 4, pp. 455–469, Jul. 2011.

[11] A. Hazza, M. Shoaib, S. A. Alshebeili, and A. Fahad, ‘‘An overview of
feature-based methods for digital modulation classification,’’ in Proc. 1st
Int. Conf. Commun., Signal Process., Their Appl. (ICCSPA), Feb. 2013,
pp. 1–6.

VOLUME 10, 2022 11815



M. I. Siddiqui et al.: Robust Feature-Based Approach for Recognition of Line Coding Schemes

[12] G. Jajoo, Y. Kumar, A. Kumar, and S. K. Yadav, ‘‘Blind signal modulation
recognition through density spread of constellation signature,’’ Wireless
Pers. Commun., vol. 114, no. 4, pp. 3137–3156, 2020.

[13] G. Jajoo, Y. Kumar, S. K. Yadav, B. Adhikari, and A. Kumar, ‘‘Blind
signal modulation recognition through clustering analysis of constellation
signature,’’ Expert Syst. Appl., vol. 90, pp. 13–22, Dec. 2017.

[14] G. Jajoo, Y. K. Yadav, and S. Yadav, ‘‘Blind signal digital modulation
classification through k-medoids clustering,’’ in Proc. IEEE Int. Conf. Adv.
Netw. Telecommun. Syst. (ANTS), Dec. 2018, pp. 1–5.

[15] S. Majhi, R. Gupta, W. Xiang, and S. Glisic, ‘‘Hierarchical hypothesis
and feature-based blind modulation classification for linearly modulated
signals,’’ IEEE Trans. Veh. Technol., vol. 66, no. 12, pp. 11057–11069,
Dec. 2017.

[16] M. A. Abdel-Moneim, W. El-Shafai, N. Abdel-Salam, E. M. El-Rabaie,
and F. E. A. El-Samie, ‘‘A survey of traditional and advanced automatic
modulation classification techniques, challenges, and some novel trends,’’
Int. J. Commun. Syst., vol. 34, no. 10, Jul. 2021, Art. no. e4762.

[17] R. Moosavi and E. G. Larsson, ‘‘A fast scheme for blind identification of
channel codes,’’ in Proc. IEEE Global Telecommun. Conf. (GLOBECOM),
Dec. 2011, pp. 1–5.

[18] R. Moosavi and E. G. Larsson, ‘‘Fast blind recognition of channel codes,’’
IEEE Trans. Commun., vol. 62, no. 5, pp. 1393–1405, May 2014.

[19] Y. A. Eldemerdash, O. A. Dobre, M. Marey, G. K. Karagiannidis, and
B. Liao, ‘‘An efficient algorithm for space-time block code classifica-
tion,’’ in Proc. IEEE Global Commun. Conf. (GLOBECOM), Dec. 2013,
pp. 3329–3334.

[20] W. Yan, Q. Ling, and L. Zhang, ‘‘Novel algorithm for blind classification
of space-time block codes in cognitive radio,’’ in Proc. Int. Conf. Swarm
Intell., Cham, Switzerland: Springer, 2019, pp. 152–163.

[21] Y. G. Debessu, H.-C. Wu, and H. Jiang, ‘‘Novel blind encoder param-
eter estimation for turbo codes,’’ IEEE Commun. Lett., vol. 16, no. 12,
pp. 1917–1920, Dec. 2012.

[22] R. Swaminathan and A. S. Madhukumar, ‘‘Blind parameter estimation of
turbo convolutional codes: Noisy and non-synchronized scenario,’’ Digit.
Signal Process., vol. 95, Dec. 2019, Art. no. 102577.

[23] C. Choi and D. Yoon, ‘‘Enhanced blind interleaver parameters estimation
algorithm for noisy environment,’’ IEEE Access, vol. 6, pp. 5910–5915,
2018.

[24] C. Choi and D. Yoon, ‘‘Novel blind interleaver parameter estimation in
a noncooperative context,’’ IEEE Trans. Aerosp. Electron. Syst., vol. 55,
no. 4, pp. 2079–2085, Aug. 2019.

[25] M. Jang, G. Kim, Y. Kim, and D. Yoon, ‘‘Blind estimation of inter-
leaver parameter with a limited number of data,’’ IEEE Access, vol. 8,
pp. 69160–69166, 2020.

[26] Y. Jeon, C. Choi, and D. Yoon, ‘‘Blind detection of interleaver parameter
using error-less symbols,’’ in Proc. Int. Conf. Inf. Commun. Technol.
Converg. (ICTC), Oct. 2017, pp. 561–563.

[27] L. Gan, D. Li, Z. Liu, and L. Li, ‘‘A low complexity algorithm of blind
estimation of convolutional interleaver parameters,’’ Sci. China Inf. Sci.,
vol. 56, no. 4, pp. 1–9, 2013.

[28] L. Gan, Z. Liu, H. Liao, and L. Li, ‘‘Blind estimation of the parameters of
convolutional interleave,’’Dianzi Xuebao Acta Electronica Sinica, vol. 39,
no. 9, pp. 2173–2177, 2011.

[29] Y.-Q. Jia, L.-P. Li, Y.-Z. Li, and L. Gan, ‘‘Blind estimation of convolutional
interleaver parameters,’’ in Proc. 8th Int. Conf. Wireless Commun., Netw.
Mobile Comput., Sep. 2012, pp. 1–4.

[30] Y. Kim, G. Kim, andD. Yoon, ‘‘Estimation of convolutional interleaver in a
non-cooperative context,’’ in Proc. 22nd Int. Conf. Adv. Commun. Technol.
(ICACT), Feb. 2020, pp. 228–230.

[31] J. Jeong, Y. Jeon, and D. Yoon, ‘‘Blind estimation of block interleaver
parameters using statistical characteristics,’’ in Proc. Adv. Sci. Technol.
Lett., Nov. 2016, pp. 51–56.

[32] J.-W. Jeong, S.-H. Choi, D.-W. Yoon, C.-S. Park, and S.-B. Yoon, ‘‘Effi-
cient blind estimation of block interleaver parameters,’’ J. Korean Inst.
Commun. Inf. Sci., vol. 37, no. 5C, pp. 384–392, May 2012.

[33] J. Oh, J. Jeong, Y. Jang, J. Lee, and D. Yoon, ‘‘Blind classification of line-
coding schemes based on characteristic features,’’ IEEE Access, vol. 5,
pp. 9562–9567, 2017.

[34] A. Bernini, ‘‘Restricted binary strings and generalized Fibonacci num-
bers,’’ in Proc. Int. Workshop Cellular Automata Discrete Complex
Syst. Milan, Italy: Springer, 2017, pp. 32–43, doi: 10.1007/978-3-319-
58631-1_3.

[35] S. Klavžar, ‘‘Structure of Fibonacci cubes: A survey,’’ J. Combinat. Optim.,
vol. 25, no. 4, pp. 505–522, May 2013.

[36] T. C. Scott and P. Marketos, ‘‘On the origin of the Fibonacci sequence,’’
MacTutor History Math., pp. 1–46, Mar. 2014.

MUHAMMAD IBRAHEEM SIDDIQUI received
the B.S. degree in avionics engineering from the
College of Aeronautical Engineering, National
University of Sciences and Technology, Pakistan,
in 2015, and the M.S. degree in avionics engineer-
ing from the Institute of Avionics and Aeronautics,
Air University, Pakistan. He is currently appointed
as a Lecturer at the College of Aeronautical Engi-
neering, National University of Sciences and Tech-
nology. His research interests include communi-

cation systems, ad-hoc networks, computer vision, pattern recognition, and
related applications of deep learning.

ADNAN HANIF (Graduate Student Member,
IEEE) received the B.S. degree in avionics
engineering from the College of Aeronautical
Engineering, National University of Sciences and
Technology, Pakistan, in 2010, and the M.S.
degree in avionics engineering from the Insti-
tute of Avionics and Aeronautics, Air Univer-
sity, Pakistan. He is currently pursuing the Ph.D.
degree in electrical engineering with The George
Washington University. His research interests

include statistical signal processing, compressed sensing, image processing,
computer vision, and deep learning.

MUHAMMAD ZAKWAN received the B.S.
degree in electrical engineering from Air Uni-
versity, Pakistan, in 2007, the M.S. degree in
communication and information systems from
Northwestern Polytechnic University, China,
in 2010, and the Ph.D. degree in electrical and elec-
tronics engineering from Koç University, Turkey,
in 2017. He is currently appointed as an Assistant
Professor at Air University. His research interests
include silicon photonic integrated circuits (Si-

PIC), communication systems, artificial intelligence, mobile ad-hoc net-
works, and sensor networks.

MILOŠ DOROSLOVAČKI (Member, IEEE)
received the B.S. and M.S. degrees in electri-
cal engineering from the University of Belgrade,
in 1979 and 1984, respectively, and the Ph.D.
degree in electrical engineering from the Univer-
sity of Cincinnati, in 1994. Since 1995, he has been
with the Department of Electrical and Computer
Engineering, The George Washington University,
where he is currently an Associate Professor. His
research interests include adaptive signal process-

ing, communication signals and systems, and discrete-time signal and system
theory.

11816 VOLUME 10, 2022

http://dx.doi.org/10.1007/978-3-319-58631-1_3
http://dx.doi.org/10.1007/978-3-319-58631-1_3

