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ABSTRACT Synthetic datasets are gradually emerging as solutions for data sharing. Multiple synthetic data
generators have been introduced in the last decade fueled by advancement in machine learning and by the
increased demand for fast and inclusive data sharing, yet their utility is not well understood. Prior research
tried to compare the utility of synthetic data generators using different evaluation metrics. These metrics
have been found to generate conflicting conclusions making direct comparison of synthetic data generators
very difficult. This paper identifies four criteria (or dimensions) for masked data evaluation by classifying
available utility metrics into different categories based on the measure they attempt to preserve: attribute
fidelity, bivariate fidelity, population fidelity, and application fidelity. A representative metric from each
category is chosen based on popularity and consistency, and the four metrics are used to compare the overall
utility of four recent data synthesizers across 19 datasets of different sizes and feature counts. The paper also
examines correlations between the selected metrics in an attempt to streamline synthetic data utility.

INDEX TERMS Data utility, privacy enhancing technologies, synthetic data generators.

I. INTRODUCTION

The technological advances of recent years led to the collec-
tion and storage of huge amounts of data. A recent report
by IBM titled “10 key marketing trends for 2017 stated
that more than 2.5 quintillion bytes of data is being created
daily [1]. These large volumes of data have the potential
to solve real world problems across multiple domains, and
to enrich our lives with new technologies [2]-[5]. However,
the data is generally not accessible to the broader research
community due to privacy concerns. One particular domain
where data sharing is challenging is healthcare. The avail-
ability of healthcare data for widespread research is limited
by privacy laws, fears of data breaches, as well as adminis-
trative strategies seeking to benefit from the assumed value
of the data [6]—[8]. A recent report from the US Government
Accountability Office identifies data availability as a main
barrier to the application of artificial intelligence (AI) in
healthcare [9]. The report reveals that a lot of effort goes into
accessing and curating data to make it usable for machine
learning applications, thus severely delaying the pace of
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research and creating a barrier to data profit and progress in
health care.

An increasingly popular way to overcome issues of data
availability is the use of fully synthetic data. Synthetic
data (SD) is artificial data that is simulated from real data
to mimic its statistical properties. It is considered a safe
approach for the wider release of sensitive data as it contains
no identifiable information about the dataset it was generated
from [10]-[12]. The exploitation of SD is at an early stage yet
moving very fast. In a recent WSJ article, Gartner predicts
that, 60% of the data used for AI and analytics will be
synthetically generated by 2024 [13].

Various synthetic data generators (SDGs) were developed
in the last decade, fueled by advances in machine learning
and by the increasing demand for fast and inclusive data-
sharing. However, empirical evidence of their utility has not
been fully explored. Synthetic data is still in the experimental
stage and is currently used to carry out exploratory analyses
and to generate preliminary models, with the final analysis
almost always obtained from the original dataset [14]. Utility
of the synthetic data generators will determine whether syn-
thetic data will be used outside the exploratory phase. Few
research papers tried to investigate the utility of synthetic
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data generators [15]-[20]. They do so either by measuring
a chosen statistical distance between the original and synthe-
sized datasets [16], [21], or, more commonly, by measuring
the differences in specific models generated from the original
versus synthetic data [15], [17], [19], [20]. The choice of the
measures/models is guided by the application of interest and
the provided conclusions apply to that specific context. None
offered any guidelines or criteria that synthetic data should
satisfy in general when released for public use.

In this paper, we identify multiple dimensions of utility
(referred to as quality dimensions) and use them to conduct
a systematic multi-dimensional comparison between four
recent synthetic data generators. We assess whether the iden-
tified dimensions are correlated, and whether any subset can
be used to predict the overall masked data utility. The specific
contributions of the paper are as follows:

1. We identify four dimensions of masked data utility by
classifying available utility metrics based on the mea-
sure they attempt to preserve: attribute fidelity, bivariate
fidelity, population fidelity, and application fidelity. Then
we choose a representative metric from each of the identi-
fied dimensions based on popularity and consistency, the
metrics are referred to as quality metrics, and their values
for a specific synthetic dataset define the dataset quality.

2. We analyze the performance of four recent (open source)
SDGs, investigate whether one generator consistently pro-
duces better synthetic datasets across all quality met-
rics, and how often the various metrics agree on this
conclusion.

3. Considering supervised machine learning as one per-
formance indicator (i.e. as a measure of the success
of synthetic datasets when employed in real scenarios),
we assess whether:

a. The SDs with higher quality produce machine learning
models of higher accuracy, and whether

b. The SD quality affects the choice of the machine learn-
ing classifier. It is necessary that models selected when
training on SD match the model selected when training
on real data since these models are eventually applied
on the real data for the final analysis.

4. Finally, to reduce the number of required metrics, we ask
whether the identified metrics are correlated, and whether
one or more metric can be used to assess the overall utility
of masked data.

Il. METHODS

A. SYNTHETIC DATA GENERATORS

Synthetic datasets are generated from a model that is fit to
a real dataset. The model captures the statistical properties
and patterns of the original dataset. SDGs employ one of
two mechanisms for model generation: (i) statistical methods
or (ii) machine learning methods [22]. Statistical methods
generate the model by estimating the distribution of the
population from which the data was drawn, while machine
learning methods generate the model by training on the
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real dataset. Once a model is generated it is used to produce
the synthetic dataset. Such production is nondeterministic,
implying that the model generates a different synthetic dataset
each time. It is generally accepted that synthetic data can be
shared widely as it is considered non-identifiable and falls
(to date) outside the scope of privacy regulations [23].

We consider four publicly available methods for synthetic
data generation that are among the most influential work in
this area [15]. Two of the methods are statistical, these are a
Bayesian network based data synthesis technique [24], and a
copula-based data synthesis technique [25]. The other two are
based in machine learning, a parametric data synthesis tech-
nique [26], and a non-parametric tree-based data synthesis
technique [27]. While other SDGs exist in the literature, they
are often developed for specific applications [15], [28], [29].

The Bayesian network method, referred to as Datasyn-
thesizer or DS, generates a Bayesian network model that
captures the correlations between the different attributes in
the real data and produces synthetic data samples from the
constructed model. The copula-based method, known as syn-
thetic data vault or SDV, generates the model by estimating
the joint distribution of the attributes in the dataset. The
joint distribution is estimated from individual (marginal)
attribute distributions and a Gaussian Copula reflecting the
dependency structure among the attributes, data samples
are then produced from the generated model. The paramet-
ric and non-parametric methods, referred to as Synthpop
parametric and Synthpop nonparametric or SP-p and SP-np
respectively, generate the model by synthesizing the different
attributes sequentially. The first attribute is synthesized after
estimating its marginal distribution from the raw data, and
following attributes are synthesized after estimating their
conditional distribution using all prior attributes as predictors.
SP-p uses linear regression for estimating conditional distri-
butions, while SP-np uses classification and regression trees,
CART [30].

B. UTILITY METRICS: OVERVIEW AND CLASSIFICATION
Data utility attempts to measure whether the data is appropri-
ate for processing and analysis. In the general broad sense,
this translates to how beneficial and reliable the data is to
society. Such benefit is impossible to quantify as it is data and
knowledge dependent. The practice is rather to capture utility
of a masked dataset through comparison with the original
dataset, to check whether any function or statistical measure
is preserved between original and masked datasets.

There is a wealth of synthetic data utility measures each
focusing on a specific statistical measure or aiming to pre-
serve a specific function. In 2019, Drechler and Reiter [31]
classified available utility measures into two categories, nar-
row and broad. Narrow measures assess the ability of the
synthetic data to replicate a specific analysis performed on
the original data (such as data summaries or coefficients of
a trained model). Broad measures capture general features
of the entire dataset (such as differences in marginal distri-
butions or overall distributional similarity between the two
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datasets). Prior to that, in 2017, Snoke et al [14] had the same
categorization of the utility measures referring to them as
specific and general measures respectively.

Narrow or specific measures are widely used for assessing
synthetic data [15], [19], [20], [27], [32], [33]. They are useful
when the analysis to be performed on the synthetic data is
known ahead of time. Broad or general measures are more
helpful in allowing an overall assessment of synthetic data.
They measure the extent of agreement between inferences
obtained from synthetic data and real data. They are used
when the exact analysis to be done on the data is not known
at the time of data release [14], [26], [34], [35].

Each of the categories incorporates many utility metrics
(refer to Table 1 for examples). Up to now, there are no
general guidelines on which of these metrics to use when
comparing the overall utility of SDGs, making this task
extremely difficult. Therefore, we reviewed available utility
metrics and further categorized the broad measures category
into three sub-categories (or dimensions) depending on the
statistics they attempt to compute: attribute fidelity, bivariate
fidelity and population fidelity. These three dimensions along
with the application fidelity form our quality dimensions.
A representative metric is chosen from each dimension, and
the four metrics will be used together to assess the four
recent SDGs introduced earlier. An illustration of the four
dimensions is provided in Figure 1.

Utility
-5

Broad measures

S

attribute bivariate population
fidelity fidelity fidelity

FIGURE 1. The four quality dimensions.

Narrow measures

M
application
fidelity

@.

C. QUALITY METRICS

The four quality dimensions are described in detail in this
section. A representative metric is chosen from each dimen-
sion to perform the comparison. The choice is based on the
popularity and consistency of the metric. The chosen metrics
are together denoted as quality metrics and are defined below
as well.

1) ATTRIBUTE FIDELITY

Attribute fidelity (or univariate fidelity) covers metrics that
measure the basic structural similarity between the datasets.
Each attribute in the masked data should have similar struc-
ture and similar fundamental aggregated statistics (variable
types, formats, names means, and ranges) or similar uni-
variate distributions for continuous and discrete variables.
Univariate fidelity measures are commonly used in the syn-
thesis literature and are necessary to determine whether
the same code can be applied to both datasets without
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producing syntactical errors [34], [36]. Measures commonly
used are Hellinger distance [37] and Kullback-Leibler diver-
gence [38]. Univariate fidelity is the minimum requirement
for synthetic data to be useful, meaning that all marginal
distributions of original and synthetic datasets should be
matching [34]. Hellinger (H) is a popular univariate utility
measure. It was shown to be consistent and easy to interpret
(as it produces values between 0 and 1). For each variable v
(data column), Hellinger distance is calculated as follows:

1
H (vo, ) = —= D Wpi—va)’

where v, is the original column and vy is the corresponding
synthesized one, p; and g; correspond to the probability for
every distinct value of variable v in the original and synthe-
sized datasets respectively. To calculate the overall Hellinger
distance, we compute the mean Hellinger distance across all
variables. The smaller the H value, the closer the synthetic
dataset is to the real dataset in terms of univariate distributions
across all variables [34].

2) BIVARIATE FIDELITY

Bivariate fidelity refers to metrics measuring correlations
among pairs of variables in the dataset so as to cap-
ture the statistical dependency structure of the original and
released datasets. Retaining such structure in the synthetic
dataset ensures that the underlying relationships between the
attributes are preserved (for example symptoms are attributed
to the right diagnosis and employment status is attributed
to an appropriate age) such association is crucial to ensure
truthful representation of the original dataset. Pairwise Cor-
relations are sometimes measured using pairwise correlation
plots such as heat maps [27], [33], but more often using
statistical measures such as pairwise correlation difference
(PCD) [18]. We assess the correlations between attribute pairs
using the latter. PCD is defined as:

PCD (R, S) = | |Corr (R) — Corr (S)| |y

where R, S represent the real and synthetic data matrices,
and Corr stands for correlation coefficient. Smaller values
for PCD imply that the synthetic and real data are close in
terms of linear correlations across variables. PCD measures
the difference in terms of Frobenious norm and is defined at
the dataset level.

3) POPULATION FIDELITY

Population fidelity metrics reflect the similarity on the entire
distribution of the masked data in comparison with the orig-
inal data. They attempt to reflect large-scale features of the
entire distributions. Many metrics fall under this category as
it is the most commonly used approach for the evaluation of
masked data. They are helpful in allowing a global assessment
of how well the final inference might agree with what would
have been obtained had the user had access to the original
data [39]. Many metrics from this category have been pro-
posed in the literature:
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TABLE 1. Utility measures classification and examples of representative metrics.

Utility

Measurements

Example Metrics

Global measures-Univariate fidelity

structural similarity

Range, averages, variable names and
formats

Univariate distribution

Hellinger, graphical models [34],
Normalized Kullback-Leibler divergence
[38]

Global measures-bivariate fidelity

Bi-variable correlations

pairwise correlation difference [18],
mutual and heat maps [33]

Global measures-population fidelity

Difference in statistical dependency
structure [multivariate correlation)

Cross classification [18]

Cluster-based distributional difference

Log-cluster [40]

Difference in empirical distributions

Kolmogorov-Smirnov type statistics [40]

Likelihood metrics

Bayesian network based or
Gaussian mixture models based [41]

Distinguishability

Propensity [14], [36]

Application fidelity-analysis specific

Prediction Accuracy

Ability to replicate studies performed on

measures

real data

a. The cross-classification metric measures how well a syn-
thetic data captures the statistical dependency structure
of the original dataset. It measures the dependence via
prediction accuracy. Each variable in the real dataset is
predicted from all other variables (via a chosen classi-
fier), the resulting classifiers are tested for accuracy on
both the synthetic dataset and some hold-out real data.
The comparison between the obtained accuracies is useful
for evaluating if the statistical properties of both datasets
are similar. For more information, the reader is referred
to [18].

b. The log-cluster metric measures the similarity of the
underlying dependency structure in terms of cluster-
ing [18], [40]. The real and synthetic datasets are merged
into one dataset, a cluster analysis with a fixed number
of clusters is performed on the merged dataset, placing
records into clusters of similar values. Finally, a metric
is calculated to reflect the distribution of the synthetic
dataset across the different clusters. If the allocation to the
different clusters is similar for synthetic and real, then this
suggests similar distributions.

c. Likelihood metrics compare the datasets by fitting the
real data to a probabilistic model (such as Bayesian net-
work or Gaussian mixture models) then computing the
likelihood that the synthetic datasets follows the same
distribution [41].

d. Difference in Empirical distributions type metrics measure
the differences between the empirical cumulative distribu-
tion functions calculated for real and synthetic datasets.
Kolmogorov-Smirnov type statistics [40] estimate the
empirical distributions difference. They first calculate the
discrete empirical distributions of both datasets (from the
supplied sample), then they calculate the average square
differences between the two.

e. Distinguishability type metrics characterize the extent to
which it is possible to distinguish the original dataset from
the synthesized one. The most prominent distinguishabil-
ity measure is the propensity score [14], [36]. It involves
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building a classification model to distinguish between

the real and released records. A high utility implies the

inability of the model to perform the distinction.

The most popular population level fidelity metric is
propensity score (from the distinguishability subset) [14]. Itis
advocated as the best measure for synthetic data evaluation
and was cited as the most promising measure for comparing
synthetic data [14], [27], [34], [40], [42].

To calculate propensity, the original and synthetic datasets
are joined in one group with a binary indicator assigned
to each record depending on whether the record is real or
synthesized (1 for synthetic rows and zero for original rows).
A binary classification model is constructed to discriminate
between real and synthetic records. The model is then used to
compute the propensity score p; for each record i (predicted
value for the indicator) [40]. The propensity score is then
calculated from the predicted value as follows:

1 n
PMSE = — Xl: (pi — 0.5)?

where N is the size of the joint dataset. Propensity score varies
between 0 and 0.25, with 0 indicating no distinguishability
between the two datasets. This can happen if the generator
overfits the original dataset and creates a synthetic that is
indistinguishable from the original one (leading to a score of
pi = 0.5 for every record). On the other extreme, if the two
datasets are completely distinguishable, the propensity score
for each record will be 1 or 0 (1 for synthetic rows and zero for
original rows), leading to an overall score of 0.25. Propensity
score is cited as the most practical measure for predicting
the overall utility of a dataset [34], it is also valuable for
comparing different synthesis approaches [42].

4) APPLICATION FIDELITY

Application fidelity evaluates the performance of masked
data in a specific application or analysis. Multiple analysis
specific measure are used for assessing synthetic data, the
most common of which is prediction accuracy [15], [20].
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TABLE 2. Datasets description.

Dataset name Short Number of Number of Number of | Origin

name observations attributes labels

(predictors)

BankNote D, 1,372 4 2 UCI
Titanic D, 891 7 2 Kaggle
Ecoli D4 336 7 8 UCI
Diabetes D, 768 9 2 UCI
Cleveland heart D 297 13 2 UCI
Adult D¢ 48,843 14 2 UCI
Breast cancer D 570 30 2 UCI
Dermatology Dg 366 34 6 UCI
SPECTF Heart Do 267 44 2 UCI
Z-Alizadeh Sani Dig 303 55 2 UCI
Diabetic Data Di; 101766 50 3 Cerner clinical database
Colposcopies Dy, 287 68 2 UCI
ANALCATDATA Dy 841 71 2 OpenML
Mice Protein Diy 1,080 80 8 UCI
Diabetic Mellitus Dig 281 97 2 OpenML
Tecator Dig 240 124 2 OpenML
Colorectal Di; 690 176 2 Datasphere NCT00384176
Arrhythmia Dy | 452 279 2 ucClI
Scene Do 2407 293 2 OpenML

In prediction models, if inferences agree between synthetic
and real data, then the synthetic data is said to have high util-
ity. We use 4 classification algorithms to assess application
fidelity: Logistic regression (LR), support vector machines
(SVM), Random Forest (RF) and decision trees (DT). For
each dataset, the 4 different classification models (CM) are
trained. Models are trained on the real training dataset as well
as the synthetic datasets and tested on the real data. Testing on
real data allows us to determine how well a model trained on
synthetic data will perform in real-life. We use the prediction
accuracy measure (PA) as well as and Fl-scores to test the
accuracy of the generated models. The F-score is essential in
case of imbalanced dataset, as it reveals how much a model
is correctly classifying the minority class, which may not be
detected by accuracy [43], [44].

It is important to note, that application-level fidelity is hard
to capture from one application/analysis, or even multiple
applications. We chose classification as it is a popular tool
for synthetic data evaluation.

On the other hand, one of the objectives of this inves-
tigation is to evaluate whether the other three dimensions
of quality are good predictors of application-level fidelity
through prediction accuracy [15], [19], [20], [45].

D. SYNTHETIC DATA GENERATION PROCESS

To assess the synthetic data generators, several datasets with
variable sizes and feature counts were used (Table 2). As the
generation of synthetic data is stochastic, there will be utility

VOLUME 10, 2022

variation owing to the generation process itself. Thus, for
each generator SDG; and dataset D;, the synthesis is repeated
20 times to generate 20 synthetic datasets.

Specifically, the process for preparing, synthesizing and
testing the synthesizers’ utility is described below:

1. We used the raw unprocessed real datasets as our synthe-
sizers’ input

2. We performed a repeated holdout method, where we ran-
domly generate 4 splits of each real dataset into 70%
training and 30 % testing.

3. For each split, we repeatedly apply the four data synthesis
methods 5 times with the real training data as the input.
The generated synthetic datasets are of equal length as the
real training data.

4. All utility metrics (apart from prediction accuracy) are
calculated for each of the synthetic datasets generated. The
average utility for a [dataset, generator] pair represents the
average across the 20 corresponding datasets.

5. Prediction accuracy and F1 scores are calculated for each
synthetic dataset, and each CM using the corresponding
real testing dataset. In other words, the different machine
learning models are trained on the synthetic data and tested
on the real data. The average accuracy/F1-score for each
[dataset, generator, CM] corresponds to the average across
the 20 corresponding datasets.

We use 19 datasets in our experiments contained within the
University of California Irvine repository [46], OpenML plat-
form [47], Datasphere [48], Cerner clinical database [49] and
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FIGURE 2. Performance of the different synthetic data generators on each quality metric across all
datasets. Lower metric values are more desirable across all metrics except accuracy.

Kaggle community platform [50]. Details about the different
datasets are given in Table 2.

E. SET-UP

Data generation was performed on an AWS virtual machine,
instance type: r5a.8xlarge, having 32 vCPUs with 256 GiB
memory [51]. Synthetic data are generated from raw
unprocessed real data (as recommended by recent experi-
ments[35]). When generating synthetic data, default gener-
ation settings were used for all synthetic data generators
except for SDV (defaults are the settings suggested by the
authors of each SDG, readers are invited to check [24]-[26]
for more information). For SDV, the creators of the system
recommended changing the default distribution for categori-
cal attributes to Gaussian KDE [52].

We used the mice function from the R mice package for
imputation, and the ps function from the R twang package
for calculating the propensity scores (using GBM model). For
machine learning models, the python scikit-learn library was
used, and for clustering mixed numerical and categorical data
the Kprototype function from the Python Kmodes library was
used [53].

Ill. RESULTS

The results of the multi-dimensional comparison between
the four synthetic data generators (Datasynthesizer or DS,
Synthpop parametric or SP-p, Synthpop nonparametric
SP-np, and Synthetic Data Vault or SDV) are presented con-
secutively in four subsections: (i) first the results related to
the data generator with the highest quality are presented, then
(ii) results related to the investigation into a correlation
between the different metrics is presented, (iii) the third sub-
section presents results related to the accuracy of the winning
SDG, and lastly (iv) results on SD agreement with the real
data on the winning classifiers are presented.
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TABLE 3. Count of winning SDGs in terms of different metrics.

SDG | Hellinger | PA | PCD | Propensity
SP-np 14 8 7 15
SP-p 1 0 1 0
SDV 0 3 5 3

DS 4 8 6 1
Total 19 19 19 19

A. PERFORMANCE COMPARISON

1) COMPARISON ON AVERAGE RESULTS

We use all (four) quality metrics to compare the performance
of the synthetic data generators. Figure 2 depicts the per-
formance of the generators on each metric using boxplots.
It shows better average performance and standard deviation
for SP-np across all metrics. SDV exhibits similar perfor-
mance to SP-np for PCD, and DS for accuracy.

The results of Figure 2 are further analyzed in
Tables 3, 4, 5 and 6. Table 3 counts, for each quality metric,
the number of times each of the SDGs produced the best
result across the 19 datasets. The previous conclusions are
echoed in the table, SP-np exhibits better overall results. The
table suggests that DS follows SP-np on all dimensions except
population fidelity.

To better understand the average performance of the dif-
ferent SDGs, Table 4 displays the average results for each
metric. The table shows that SP-np achieves the best average
results across all metrics.

Table 5 reports on the mean and stability for different SDGs
across the different datasets. The results indicate that SP-np
provides the best stability for application fidelity, population
fidelity and bivariate fidelity. It also displays a close-to-best
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TABLE 4. Average of the metrics across all the datasets.

TABLE 7. Kappa score measuring the agreement of different metrics on
the winning SDG.

SDG Hellinger PA PCD Propensity
REAL 0.8746276
SP-np | 0.0617296 | 0.8409588 | 6.2960989 | 0.0233651
SP-p 0.1171702 | 0.7956391 | 14.130144 | 0.0557168
SDV 0.1539435 | 0.7957867 | 7.4813360 | 0.0647602
DS 0.0829068 | 0.8355981 | 10.193042 | 0.0724779
winning SP-np SP-np SP-np SP-np

TABLE 5. Stability measures across all datasets (RA stands for relative
accuracy, it is the difference between the accuracy of the SD from its
corresponding real).

Hellinger PCD Propensity PA
Hellinger 0.368421 | 0.508772 | 0.298246
PCD 0.368421 0.017544 | 0.578947
Propensity | 0.508772 | 0.017544 0.087719
PA 0.298246 | 0.578947 | 0.087719

TABLE 8. Kappa score measuring the agreement of different metrics on
one of the best two SDGs.

Hellinger | PCD | propensity PA
Hellinger 1 1 0.761569
PCD 1 1 1
propensity 1 1 0.88511
PA 0.761569 1 0.88511

SDG RA Hellinger PCD Propensity
DS (0.027,0.027) | (0.02,0.027) | (1.277,1.864) | (0.019,0.024)
SDV | (0.035,0.026) | (0.023,0.013) | (0.721,0.821) | (0.022,0.023)
SP-np (0.03,0.02) (0.014,0.012) | (0.546,0.586) | (0.008,0.018)
SP-p | (0.059,0.057) | (0.012,0.011) | (1.319,3.022) | (0.012,0.019)

TABLE 6. Average bias and stability for PA across all datasets (the arrow
symbols on the right side of metric’s name indicate that lower values are
desired).

Range Range Range
SDG Range PA | . .
Hellinger | PCD| Propensity |

SP-
6.301647695 | 0.040265719 1.36195216 0.02601857

np
SP-p | 11.39524974 | 0.034346952 2.990892833 | 0.03638797
SDV | 10.35558468 | 0.056885875 1.541746138 | 0.06904959
DS 6.814676059 | 0.046063943 2.668823648 | 0.06587738

stability for attribute fidelity. SP-p displays the best stability
for attribute fidelity.

In other work, stability was defined as the average range of
metric values across all datasets [17]. These alternative values
are shown in Table 6 and they offer the same conclusion.

2) METRIC AGREEMENT ON BEST SDG

It is evident from the previous sub-section that, overall,
SP-np shows a clear lead over other SDGs. However, the level
of agreements on a leading SDG (on a case by case basis)
among the different metrics is not evident. It is important
to note that the four quality metrics are measuring different
aspects of utility and will thus differ in their evaluation of the
different synthetic datasets. Our goal is to check the extend of
this divergence/agreement between the metrics when choos-
ing the best synthetic generator.

Figure 3 below shows the winning SDG for every dataset
based on each metric. It shows that the four metrics rarely
agree (unanimously) on a winning SDG- D8, D11, and D19
are the only exceptions- however, 3 out of 4 agree on
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a winner 58% of the time. Looking at majority votes, the
majority agrees on SP-np as the winner 63% of the time, and
on DS 10.5% of the time. The remaining cases reveal a tie
between SP-np and DS (16%) or SP-np and SDV (10.5%).

Next, we consider another measure of agreements between
the different metrics- the kappa score. The kappa score mea-
sures the degree of agreement between two evaluators, also
known as inter-rater reliability [54], it takes into consideration
the probability of agreeing by chance. Perfect agreement is
achieved when Cohen’s kappa equals 1; a value of Cohen’s
kappa equal to zero suggests that the agreement is no better
than that which would be obtained by chance alone. Although
there is no formal scale, the following categories are often
considered appropriate for judging the level of agreement:
agreement is Slight if 0.00 < « < 0.20, Fair if 0.21 < ¢« <
0.40, Moderate if 0.41 < k¢ < 0.60, Substantial if 0.61 < «
0.80 and Almost perfect if « > 0.80.

Table 7 below reports the agreement among the different
metrics on the winning SDG. The degree differs between met-
rics, ranging from slight to moderate. The pairs (Hellinger,
propensity) and (PA, PCD) are in highest agreement on the
winner, followed by (PCD, Hellinger) and (PA, Hellinger).

However, requiring all measures to agree on a winner
may be too restrictive, Once we relax the requirement to
an agreement on one of the first two winning SDGs (result
in Table 8), all the metrics become in substantial or almost
perfect agreement with each other.

To sum up, SP-np exhibited the best overall performance
on all quality metrics and displayed the best stability. All
metrics support this conclusion although they do not do so
on a case-by case basis. Looking at individual datasets, most
of the metrics agree on SP-np as the winner 63% of the time,
and on DS 10.5% of the time.

A

B. OVERALL UTILITY MEASURE

In this sub-section, we aim to investigate whether one of
the metrics can be considered as a good overall measure of

11153



IEEE Access

F. K. Dankar et al.: Multi-Dimensional Evaluation of Synthetic Data Generators

Winning SDG
mH mPCD Propensity PA
4 4 4 4 4 4 4 4 4 4 4

22 2

||1
D1

2 2 2 2 22 2

||1
D5

2 2222

|| 181 1
D8 D9 D

181 i1 111

D2 D3 D4

1101 111

D6 D7

2 2

1 1111 1§81

D11 D12

11 191 1181 1191 1111

22
151 1811 ||
D13 D14 D D16 D17 D18 D19

10 15

FIGURE 3. Winning SDG for every dataset and metric. 1 refers to SP-np, 2 for DS, 3 for SP-p and 4 for SDV.

TABLE 9. Correlation matrix between metrics.

Hellinger PCD Propensity PA
Hellinger | | 0.535184 0.268217 -0.2636
PCD 0.535184 | 1 0.257282 -0.2684
Propensity | 0268217 | 0.257282 1 -0.33437
PA -0.2636 -0.2684 -0.33437 1

quality across all synthetic datasets (irrespective of how the
data was generated). In other words, we ask whether any one
metric can be used as an indicator/predictor for all quality
dimensions. The answer to this question is very useful as such
metric can be used to optimize on when generating multi-
purpose synthetic datasets.

To answer this question, we looked at the affinity between
pairs of metrics by calculating pairwise correlation. Table 9
reports on the correlations between the different metrics.
A high correlation between 2 metrics indicates that the mea-
sures maybe correlated. The results suggest that, apart from
(PCD, Hellinger) pair, correlations are of low degree (<0.4).

In an attempt to further understand the type, reliability and
direction of these correlations, we try to express the relation
in terms of an equation using regression. Figure 4 represents
the results in 12 different graphs, one for each metric pair.
Individual graphs represent the values of the metrics in rela-
tion with each other across all generated synthetic datasets
(metric values for different datasets are represented on the
x and y axis). The red line on the graphs represents an attempt
at finding the best linear relation between the two metrics,
or the regression line with values on the x-axis being the
predictors.
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Regression attempts to establish how/whether any change
in any of the metrics causes the other to change as well. The
direction and strength of the relationship between the two
metrics is indicated by slope of the regression, and the error
in the estimation (or goodness of fit for the regression line)
is measured through r2 (correlation coefficient squared). The
values for r2 are depicted inside the individual graphs.

The graphs suggest no strong relation between any of the
metrics, and that no single metric can be used as a predictor
of (multi-dimensional) quality. However, there exists some
relation (bi-directional) between (PCD, Hellinger) which,
along with the results of Table 9, suggest that scientists
need not compute both metrics (Hellinger, PCD) for a given
dataset. Another weak relation exists between Accuracy and
Propensity.

C. GENERATOR FOR BEST ACCURACY

If prediction accuracy is considered a performance indicator,
or a tangible measure of the success of synthetic datasets
in preserving complex patterns in machine learning applica-
tions, then it becomes important to investigate the SDG that
provides the best accuracies and to check the stability of such
conclusion.

Table 10 presents the average change in accuracy for each
SDG and each classifier across the datasets. SP-np shows
lowest accuracy loss across 3 of the classifiers (DT, LR, RF),
while DS dominates on SVM with SP-np trailing by less
than 1% point. Thus, if prediction accuracy is taken as a
performance indicator, then it becomes evident that SP-np
has the highest performance, with an average reduction in
accuracy of less than 3.5%.
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FIGURE 4. Twelve graphs representing different metric pairs in relation
with each other (on the x and y axis respectively) across all generated
synthetic datasets.

TABLE 10. Mean absolute difference in accuracy between the real and
synthetic datasets for each machine learning model and synthetic data

type.

TABLE 11. The first 5 columns report on the mean absolute difference in
F1 between real and synthetic data, the last column reports on the range

for the F1 value for each SDG.

SDG DT LR RF SVM Mean R;nlge
SP-np | 249% | 4.00% | 4.26% | 5.17% | 309g0, | 7-13867
SP-p | 11.97% | 858% | 10.91% | 9.81% | 10300, | 11.5511
SDV | 1431% | 791% | 10.66% | 845% | 10330, | 11.5349
DS | 580% | 448% | 524% | 477% | 5079, | 7.64472
TABLE 12. Count of winning classifiers according to SDG.

TABLE 13. Number of matched of winning classifier trained on

SDG | LR | SVM | RF | DT | Total
REAL | 6 4 8 1 19
SP-np 6 5 5 3 19

SP-p 12 4 3 0 19

SDV 11 5 3 0 19

DS 8 5 5 1 19

real data versus when trained on synthetic data.

SDG match
SP-np | 15/19 (0.79)
SP-p 9/19 (0.47)
SDV | 10/19 (0.53)
DS 8/19 (0.42)

SDG DT LR RF SVM | Mean Range
Accuracy
SP-np | 243% | 3.81% | 3.53% | 4.17% | 3.49% | 6301648
SP-p | 11.75% | 8.07% | 9.59% | 8.62% | 9.51% | 11.39525
SDV | 14.67% | 7.57% | 9.90% | 7.54% | 9.92% | 10.35558
DS | 597% | 4.33% | 4.18% | 3.49% | 4.49% | 6.814676

In addition to accuracy scores, we also consider changes in
F1 scores. Table 11 presents the mean absolute values for the
F1 scores and provides the same conclusion about SP-np. The
stability of both measures (Accuracy and F1 score) is shown
in the last columns of Tables 10 and 11 respectively. The
results indicates a higher stability for SP-np which provide

good support for our conclusion.

Figure 5 presents the results in a more granular form. The
absolute difference between real and synthetic datasets on
accuracy and F1 score are shown per classification algorithm
across all datasets. The results confirm the conclusion of

higher performance for SP-np followed (closely) by DS.
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We conclude that SP-np, in addition to displaying the best
results on all quality dimensions, exhibits accuracy loss of
less than 3.5% points on average, with a range of less than
6.5% across all datasets.

D. MATCHES ON WINNING CLASSIFIER
Synthetic datasets are currently used for exploratory anal-
ysis, and it is often the case that final analysis is almost
always performed on real data. For synthetic data to be useful
under this scenario, it is important for the models generated
from synthetic data to be applicable on real data. As such,
we compare the winning classifiers when trained on real data
with the winning classifiers when trained on synthetic data.
Table 12 shows the count of winning classifiers across the
4 classification algorithms considered. RF has the highest
number of wins on real datasets followed by LR. Whereas,
for synthetic datasets LR has the highest wins followed by
(RF and SVM) for SP-np and DS and SVM for SP-p and SDV.
Table 13 shows the number of times the winning classi-
fier trained on synthetic data matched the winning classifier
trained on real data across all 19 datasets. SP-np shows the
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are desired.

highest match of 79% followed by (not closely) by SDV
at 53%.

IV. DISCUSSION

Healthcare data science is one area where privacy protection
is particularly essential, yet where machine learning is critical
for improving health and decision making. Synthetic data
can solve the issues of data availability as well as delays
in acquiring data if proven to have high utility. This paper
identified four quality metrics for assessing the overall utility
of masked data and used these metrics to compare four recent
SDGs across 19 datasets of different sizes and feature counts.
It also investigated correlations between the different metrics
in an attempt to streamline synthetic data utility.

Our results indicate that SP-np is the overall winning SDG.
SP-np provides the best average values across all metrics
as well as the best (overall) stability and consistency. SP-
np displays the best overall accuracy with a mean of 3.49%
accuracy loss and accuracy range of 6.5% across all experi-
ments. SP-np also resulted in the highest number of matches
with real data on winning classifiers (79%) followed by SDV
(53%). This constitutes compelling evidence for the use of
SP-np for different analysis purposes. Given a private dataset
to be shared publicly, an ensemble of multiple synthetic
datasets generated using SP-np may provide the highest qual-
ity (when the purpose of the analysis is undefined or diverse).
Moreover, it offers the highest chance of providing analysts
with the best classifier to use on the real data once available.

On another front, our results suggest no strong correlation
between the different quality metrics, which implies that all

11156

metrics are required when evaluating the overall utility of
synthetic data. A moderate correlation is exhibited between
PCD and Hellinger. More experiments are needed to better
define the strength and type of this correlation.

V. CONCLUSION

The abundance of utility metrics, and the absence of general
guidelines for utility measurement makes overall utility com-
parison between SDGs extremely difficult. Here, to enable
direct comparison of the generators, we investigated com-
monly used metrics for masked data assessment and classified
them into four dimensions depending on the function they
attempt to preserve -attribute fidelity, bivariate fidelity, pop-
ulation fidelity, and application fidelity. The categorization
was then used to compare four eminent SDGs and provided
conclusions on the best overall SDG.

Further investigations with more datasets and machine
learning algorithms are needed to validate the results. As an
extension to this work, research into a single quality measure
that captures all quality metrics would greatly help data hold-
ers in optimizing the quality of the released dataset.

Every privacy enhancing technology (PET) leads to reduc-
tion in data utility. Although PETs have been used for data
sharing since a long time, it is still not clear, how much utility
can be retained in the shared data without compromising
privacy, nor what is an acceptable decrease in performance in
different applications such as healthcare. Thus, our results can
inform on the SDG with best multi-dimensional utility, but
not on whether the utility is at an acceptable level. Compar-
isons between synthetic data and other PETs may give some
insights in this direction.
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ABBREVIATION
Al Artificial intelligence.
SDG: Synthetic data generator.
SD: Synthetic dataset.
DS: Data synthesizer.

SDV: Synthetic data vault.
SP-np:  Nonparametric Synthpop.
SP-p: Parametric Synthpop.

H: Hellinger.

PCD: Pairwise correlation difference.
pMSE: Propensity.

PA: Performance accuracy.

RA: Relative accuracy.

LR: Linear regression.

SVM:  Support vector machine.

RF: Random forest.

DT: Decision trees.

CM: Classification models.

PET: Privacy enhancing technology.
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