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ABSTRACT Vehicular Ad hoc Networks (VANETs) are established on vehicles that are intelligent and
can have Vehicle-to-Vehicle (V2V) and Vehicle-to-Road Side Units (V2R) communications. In this paper,
we propose a model for predicting network traffic by considering the parameters that can lead to road
traffic happening. The proposed model integrates a Random Forest- Gated Recurrent Unit- Network Traffic
Prediction algorithm (RF-GRU-NTP) to predict the network traffic flow based on the traffic in the road
and network simultaneously. This model has three phases including network traffic prediction based on
V2R communication, road traffic prediction based on V2V communication, and network traffic prediction
considering road traffic happening based on V2V and V2R communication. The hybrid proposed model
which implements in the third phase, selects the important features from the combined dataset (including
V2V and V2R communications), by using the Random Forest (RF) machine learning algorithm, then the
deep learning algorithms to predict the network traffic flow apply, where the Gated Recurrent Unit (GRU)
algorithm gives the best results. The simulation results show that the proposed RF-GRU-NTP model has
better performance in execution time and prediction errors than other algorithms which used for network
traffic prediction.

INDEX TERMS Vehicular network, network traffic prediction, road traffic prediction, regression methods,
classification methods, machine learning algorithms, deep learning algorithms.

I. INTRODUCTION
One of the important technologies for the Intelligent Trans-
portation System (ITS) is VANET that tries to make the envi-
ronment safer and have better transportation using wireless
communications [1].

The traffic flow prediction with high accuracy is a signifi-
cant issue in current transportation systems. It can help have
the best path planning, make a better choice in selecting the
greater route for travelers and decrease the traffic flow. Dis-
tinguishing that where and when the traffic will happen is a
promising solution formanaging transportation [2]. However,
the new perspective of network traffic flow is that the traffic
in the road could affect network traffic. According to the
V2V communications in VANET, vehicles can send packets
to each other to forecast the road traffic. By increasing the
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number of vehicles and traffic on the road, the number of
packets sent would grow, leading to network traffic.

Previous studies worked on road traffic and network traffic
separately, and we investigated them in the literature review.
However, most of them addressed the traffic problem on the
road or in the network independently, while in this paper,
wewill discover the relation between road and network traffic
parameters together with the aim of network traffic predic-
tion. Intelligent ways via machine learning (ML) techniques
are the optimum solutions that can address traffic predic-
tion problems with the aim of traffic flow prediction. There
are some computational approaches like Bayesian modeling,
fuzzy logic, hybrid modeling, Neural Networks (NN), and
statistical modeling, which most of them, specially the NN,
are promising solutions aiming to improve the accuracy of
prediction in data traffic flow [3].

The significant point that should consider in all these ways,
is the accuracy of prediction. ML techniques are divided into
three types: Unsupervised Learning (training would be based
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on unlabeled data), Supervised Learning (training would be
based on labeled data), and Reinforcement Learning (it learns
from the performance of the learning agent). Moreover, some
types of ML schemes like Transfer Learning and Online
Learning are sub-categorized by these three types of ML
schemes [4].

Another promising solution in the case of a large and
complex dataset is deep learning (DL) algorithms for pre-
diction problems. It has different types of algorithms that
Recurrent Neural Network (RNN) [5], [6] and Convolutional
Neural Network (CNN) [7] are the two famous algorithms
that are used in many studies. Generally, the RNN has two
modules called Long Short-Term Memory (LSTM) [8] and
Gated Recurrent Unit (GRU) [9], [10], where the LSTM
algorithm is similar to RNN by intention to address the
vanishing problem. One of the most critical features of these
algorithms is that they can learn dependencies for a long time
with the aim of prediction in time-series datasets, and the
GRU algorithm is like LSTMwith more minor complications
due to the number of its gate that leads to making it faster
than LSTM [11]. Furthermore, to extract more features and
bidirectional dependencies, Bi-directional Long Short-Term
Memory (Bi-LSTM) algorithm can be used. In this kind of
algorithm, the sequence of the process can be done in two
directions (forward and backward) using two different hidden
layers [12].

In this work, we propose a network traffic prediction
method considering road traffic parameters. To the best of our
knowledge, it is the first time that network traffic is predicted
due to road traffic happening. We try different machine learn-
ing and deep learning algorithms with the aim of network
traffic prediction and divide our work into three phases. The
first phase is about network traffic prediction. The second
phase is about road traffic prediction. The third phase is
a combination of the two previous phases with the aim of
network traffic prediction considering the parameters, which
are effective in road traffic that could affect the network traffic
as well. We deploy two datasets from the Global Positioning
System (GPS): the first one is based on V2R communication
that is used for network traffic prediction and the second one
is based on V2V communication that is used for road traffic
prediction. The significant contributions of this work are as
follows:
• We predict the network traffic flow usingML algorithms
applied on a real dataset derived from V2R communica-
tions based on the packets sent by the vehicles to the
Road-Side Units (RSUs). Furthermore, we implement
variant ML algorithms like the RF, K-Nearest Neighbors
(KNN), Support Vector Machines (SVM), and Naive
Bayes (NB) algorithms, where the best performance
belongs to the RF.

• We concentrate on the impact of the sender’s speed
as a road parameter and predict the road traffic flow
considering its effect on the network traffic flow.We take
advantage of a real dataset built on V2V communica-
tions intending to predict the speed of senders using

deep learning algorithms to aim for road traffic predic-
tion. We tried different DL algorithms like the LSTM,
Bi-LSTM, and GRU, where we got the best performance
by the GRU algorithm.

• We investigate the effect of the last two previous steps
based on road and network parameters on network traffic
happening with the aim of network traffic prediction
using both machine learning and deep learning algo-
rithms. At this step, we combine both datasets (V2V
and V2R), then we do feature selection using the RF
algorithm to find the most influential parameters in
the network traffic. After that, by implementing the
GRU algorithm, we predict network traffic based on the
adequate parameters in the road and network together.
The results show that the novel proposed RF-GRU-NTP
model would predict the network traffic affected by
road traffic happening in the VANET environment more
accurately than pure algorithms. Also, duration time for
executing the proposed RF-GRU-NTP model aiming
predict network traffic flow takes in average 70% less
time than LSTM and Bi-LSTM.

The originality of this paper lies on the fact that it combines
machine learning and deep learning techniques into a single
network traffic flow prediction model by considering road
parameters and network parameters simultaneously.

The rest of this paper is organized as follows. Section II
presents related work and provides an overview of the pro-
posed prediction approaches in road traffic prediction and
network traffic prediction. Section III explains the methodol-
ogy and describes the implementation of the proposed predic-
tion model phases. Section IV provides the evaluation results
of the experimental validation for each phase. Finally, the
conclusion of the study and our direction for future work are
placed in section V.

II. BACKGROUND AND RELATED WORK
Intelligent traffic prediction can support the critical advan-
tages of solving traffic problems in the cities [13]. On the
other hand, intelligent methods can help us predict the traf-
fic flow considering different effective parameters. ML and
DL methods are promising solutions for analyzing data and
getting more accurate prediction results [14]. Several studies
have been proposed different models to predict network traf-
fic and road traffic independently using learning algorithms.
Moreover, some researchers attempt to predict the road traffic
flow using weather conditions that affect traffic flow. From a
certain point of view, we can divide the previous works into
two parts: road traffic prediction and network traffic predic-
tion, where most of them used different machine learning and
deep learning algorithms.

A. NETWORK TRAFFIC PREDICTION
In [15], the authors proposed a framework aiming to improve
the prediction of network-wide link-level traffic deploy-
ing LSTM. They collected statics by Software Defined
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Network (SDN) or through SNMP measurements to forecast
future throughputs of the network. They implemented their
model on a real dataset, and they considered one hour, includ-
ing a large amount of traffic of packets. They tried three dif-
ferent variations of LSTM, including Vanilla LSTM (vlstm),
Delta LSTM (dlstm) and Multivariate LSTM (mlstm), and
three types of Auto Regressive Integrated Moving Average
model (ARIMA), including simple ARIMA model, Delta
ARIMAmodel (darima), First-Order AutoregressiveARIMA
(as1). Their experimental results showed that all variants
of the LSTM had better performance than ARIMA based
models for modeling the network traffic. However, they could
have tried with other deep learning algorithms, which are
more accurate than ARMIA baselines, to compare.

Intending to optimize network resource allocation and net-
work traffic prediction, in [16], the authors deployed deep
learning algorithms using a real dataset with fiveminutes time
step for data-driven. They proposed the Evaluation Auto-
matic Module (EAM) algorithm, which made the learning
process automate and generalize the model for prediction
aiming to have the best performance. Their proposed model
is composed of two parts: in the first part, they used Arti-
ficial Neural Network (ANN) based on GRU algorithm to
train the prediction model; and in the second part, they used
EAM algorithm for model evaluation in every single iteration
during the learning process. In addition, they used the Mean
Absolute Error (MAE) metric for performance evaluation of
the proposed model. The resource allocation part compared
their results with static planning, which calculates the highest
bandwidth related to the links in the traffic matrix. The exper-
imental results showed that the proposed model had good
accuracy in prediction and allocation resources.

A new methodology was aimed to improve the network
traffic prediction proposed in [17]. They tried to predict
network traffic intelligently using sequence mining, and for
this purpose, they implemented the LSTM and Adaptive
Neuro-Fuzzy Inference System (ANFIS) as a time series
model. They selected real network data to implement their
proposed model. Moreover, they clustered similar data using
fuzzy c-means clustering. As well, they clustered the objects
into five clusters as input for the LSTM and ANFIS algo-
rithms with the aim of network traffic prediction. They eval-
uated the proposed model using metrics that diagnosed the
prediction errors, which showed their model could decrease
the prediction error and increase the network’s performance.

Different types of CNN on real data, to find parameters of
a network, which are optimal for network traffic prediction
implemented in [18]. They run the algorithm in 1000 itera-
tions with a [0.01-0.5] learning rate and tried different algo-
rithms like multi-layer perceptron (MLP), CNN-RNN, CNN,
CNN-LSTM and CNN-GRU. The results showed that the
CNN and its different types of it are able to overcome other
classical machine learning algorithms. The authors in [3],
tried to develop and optimize the traffic learning by deploy-
ing the Taguchi method via layer-by-layer features catego-
rized with the unsupervised algorithm. They proposed an

optimized structure for traffic flow prediction trained with
stacked autoencoder (SAE) and Levenberg–Marquardt (LM)
algorithm to implement a short-term traffic prediction. Their
approach aims to increase the precision of traffic flow predic-
tion. The proposed model is a kind of deep architecture of the
neural network using the Taguchi method to learn the features
of traffic flow. To implement and evaluate their method, they
used real collected data and implemented some constraints to
the hidden layers, like considering five hidden layers. They
assumed that the neurons were inactive most of the time and
used the LM algorithm for training the input that the last
autoencoder generated. They compared their result with dif-
ferent algorithms like a radial basis function NN (RBFNN),
hybrid exponential smoothing and the LM algorithm with
NNs (EXP-LM), particle swarm optimization algorithm with
NNs (PSONN) and they found that the accuracy rate of
prediction in the proposed model is almost 90% which had
the best performance. The traffic flow data might be irregular
because of unpredictable situations, and the proposed model
was practical in dealing with this problem.

A new method for LTE network traffic prediction is pre-
sented in [19]. They used three different machine learning
algorithms, including the RF, Bagging, and SVM on public
cellular traffic datasets with the aim of network traffic pre-
diction. They evaluated their performances using Root Mean
Square Error (RMSE), Mean Absolute Error (MAE), and
Coefficient of Determination R2. The results showed that the
Bagging has good results in a combination of numerical and
categorical features. The Bagging and RF got the lowest and
highest RMSE, 2.59 and 3.38, respectively. Moreover, the
Bagging and RF got the lowest and highest MAE, 1.60 and
2.19 as well as the Bagging got the highest R2 with 50.8%.
However, the Bagging took 116 (s) and RF took 112 (s) time
for learning, and the SVM took 6 (s) that is less time in
comparison with them.

B. ROAD TRAFFIC PREDICTION
Deep Neural Network (DNNs) can forecast the traffic flow
with big data. However, there are some challenges about
spatial-temporal issues. In [2], the authors proposed a fore-
cast model to cover these problems and to analyze the
internal mechanism of DNN based traffic flow prediction
(DNN-BTF) on traffic flow data with reliable precision,
in order to enhance the exactness of prediction. For validation
of their model, they used data from the open-access database
PeMS.1 Moreover, they used the RNN and CNN (with an
entire convolutional network) algorithms for temporal and
spatial features, respectively.

They adopted three different indexes for performance eval-
uation: the Mean Relative Error (MRE), the MAE, and the
RMSE. Furthermore, they compared their proposed model
with the adaptive absolute shrinkage and selection oper-
ator (LASSO) [20], traditional shallow back-propagation
neural network (BPNN), stacked autoencoder (SAE) [21],

1http://pems.dot.ca.gov/
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DeepST [22], and Sequence to Sequence learning (StoS)
methods. The results showed that their model outperformed
them. In [23], the authors proposed a spatial-temporal fea-
ture selection algorithm using GRU (GRU + STFSA) for
prediction of short-term traffic flow, which was a combina-
tion of spatial and temporal analysis using the GRU. They
compared the results with CNN and simple GRU algorithms.
They evaluated their model by using the MAE, the Mean
Absolute Percentage Error (MAPE), and the RMSE metrics.
The proposed model showed better performance in stability
and accuracy with a minor error in prediction.

The hybrid CNN-LSTMmodel proposed in [24] for traffic
flow prediction of GPS data. They adopted a greedy policy
approach to train the CNN-LSTM model to solve hybrid
models’ complexity and time-consuming training process.
The experimental results showed that the deep hybrid pro-
posed model could predict the traffic more accurately in less
run time than the Linear(a model with dense layer using
softmax), CNN and CNN-LSTM model, considering both
temporal and spatial features. The authors in [25], presented
a hybrid framework for predicting short-term traffic flow
based on Support Vector Regression (SVR). They applied
the RF for finding the compelling features and improved
the Genetic Algorithm (GA) to find optimal features. They
collected data from real-world datasets to implement the
proposed RF-CGASVR model, and after selecting features
by the RF, the training phase was done. Intending to evalu-
ate the proposed model, they tried it into two layouts. The
first one was straight, which was designed with the aim of
performance evaluation of light scenarios. The second one
was the crossroad layout, which was about intersections and
different roads. They used the RMSE and MAPE as met-
rics for performance evaluation. The results showed that the
proposed model performed well while they did not consider
long-term traffic. They also compared the evaluation results
of proposed model with different algorithms like ARIMA
and SVR-based models. However, there are some studies
about traffic prediction considering weather conditions using
different deep learning algorithms [26]–[30].

Based on the large amount of data produced in smart cities
by different intelligent vehicles, road parameters that can
cause road traffic could affect network traffic. The Artifi-
cial Intelligence (AI) approach can be an optimal solution
for network traffic prediction. However, the previous works
focused on network traffic prediction or road traffic predic-
tion, so the lack of study on considering these two issues
together motivated us to propose a novel network traffic
prediction approach based on road traffic flow.

Table 1 shows a summary of previous studies in road traf-
fic prediction, network traffic prediction and their proposed
methods.

III. METHODOLOGY
In this section, we propose a novel RF-GRU-NTP model
using machine learning and deep learning algorithms
with the aim of network traffic flow prediction

TABLE 1. Summary of related work in road and network traffic prediction.

FIGURE 1. The architecture of VANET.

in VANET. Figure 1 shows the architecture of VANET
environment.

VANET is a dynamic environment due to the presence
of moving characters (like vehicles) in the network that
make it complicated in prediction problems. By apply-
ing machine learning algorithms on appropriate datasets,
we can increase prediction accuracy in traffic problems [31].
Furthermore, deep learning algorithms are employed to
predict complex patterns in faster and more accurate
ways.

Many parameters can affect the network traffic flow,
so the proposed model is divided into three phases
with the objective of network traffic prediction con-
sidering different effective parameters. Figure 2 shows
the architecture of the proposed model, including three
phases.
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FIGURE 2. The architecture of proposed RF-GRU-NTP model.

A. PHASE 1 - NETWORK TRAFFIC FLOW
In the first phase, we just focused on V2R communications,
andwe predicted the network traffic flowbased on the packets
sent by vehicles to the RSUs. In this step, we implemented
classification methods, then we tried different machine learn-
ing algorithms like the KNN [32], RF [33], NB [34], and
SVM [35], intending to have the best performance and accu-
racy in prediction results with regards to precision, recall,
F1-score, and accuracy. Moreover, we used the area under the
Receiver Operating Curve (ROC) metric, confusion matrix,
and computation time to evaluate the algorithms considering
all aspects of the fittest algorithm aiming to network traffic
prediction.

1) RANDOM FOREST ALGORITHM
The RF is a supervised learning algorithm composed of sev-
eral decision trees that are combined together to get more
accurate prediction results. Therefore, we can use the RF
algorithm in regression and classification problems, as well
as it can overcome the main problem of machine learning
algorithms that is over fitting [36]. In our research work,
we deployed four different machine learning algorithms on a
dataset that got by GPS [37], and we got the best results with
the RF algorithm for network traffic prediction. The vehicular
network dataset (the network type was 802.11 adhoc) that
we used was including the measure of short-range commu-
nications performance between vehicles together and vehicle
and RSUs. Some parameters like latitude, longitude, speed of
sender, speed of the receiver, packet receiving are reported in
the dataset. We selected 10000 records of one day to predict
network traffic flow based on packets that are sent by vehicles
to the RSUs. To evaluate all deployed classification methods,
we used a confusion matrix intending to find out the number
of correct classifier’s predictions, the incorrect ones, and even
in the situation that they got confused.

2) CLASSIFICATION METRICS
We used four metrics to evaluate our classification
model [38]: the precision, the recall, the F1-score, and the
accuracy.

1) Precision shows the number of true positive predicted
observations over all the positive predicted including
false and true, which is denoted by:

Precision =
TP

TP+ FP
(1)

2) Recall represents the ratio of true positive predicted
observations over all the observations in a real class,
which is designated by:

Recall =
TP

TP+ FN
(2)

3) F1 − score is affected by Precision and Recall, and it
is denoted by:

F1 = 2×
Precision× Recall
Precision+ Recall

(3)

4) Accuracy shows the number of true positive and true
negative observations over all the number of samples,
which is designated by:

Accuracy =
TP+ TN

(TP+ TN + FP+ FN )
× 100 (4)

where,
TP: True Positive;
FP: False Positive;
TN: True Negative;
FN: False Negative.

Figure 3 shows the first phase workflow of the proposed
model including the algorithms, libraries, tools, and metrics
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that we used. Our vehicular network dataset contains V2R
communications that got by GPS receiver.

We labeled data into two classes: class 1 for a case that
packet is received, and we assumed it in a non-traffic situa-
tion; and class 0 for not receiving a packet that we presumed
as a traffic situation.

Traffic flow classes =


In non-traffic situation;
Packet received: class1

In traffic situation;
Packet does not receive: class 0

(5)

After that, we split the dataset based on different tries
and considering the best computational cost into 75% for
train and 25% for test. At the next level, we implemented
four different machine learning algorithms on the train set
to predict network traffic and create our model with the
highest performance. Based on various metrics that we used
to evaluate the models, we had got the best results when
we deployed the RF algorithm for network traffic prediction
considering packet receiving as a network parameter.

B. PHASE 2 - ROAD TRAFFIC PREDICTION
The second phase focuses on V2V communication consid-
ering the speed of vehicles (‘‘sender speed’’), which are
sending packets as a road parameter to predict the road
traffic flow. At this phase, we tried regression methods and
deployed three different deep learning algorithms, including
the GRU, Bi-LSTM, and LSTM. We evaluated their perfor-
mances using some evaluation metrics for deep regression
algorithms, andwe got the best result with the GRU algorithm
in road traffic prediction.

1) GRU ALGORITHM
The RNN algorithm has different types, and the GRU is one
of the efficient algorithms derived from the LSTM. The GRU
inherits the essential advantage of RNN, which is learning
features automatically. It can act like the LSTM and mem-
orize the performance of prediction for the long term in a
faster way. The LSTM has three gates containing input gate,
forget gate, and output gate while the GRU algorithm has just
two gates including update gate and reset gate which makes
the GRU less complicated and more efficient [23].The role
of the reset gate is determining how much of the previous
information needs to be forgotten, and the update gate defines
the amount of memory needed to keep around and pass
through to the future information [11]. Figure 4 shows the
internal structure of the GRU algorithm, and its equations are
as follows:

Update gate: Zt = σ (Wzxt + Uzht−1) (6)

Reset gate: rt = σ (Wrxt + Urht−1) (7)

Process input: h̃t = tanh(W · [rt ∗ ht−1, xt ]) (8)

Hidden state update: ht = (1− zt ) ∗ ht−1 + zt ∗ h̃t (9)

The update gate has been calculated in (6) for time step t,
where xt is the input of update gate and Wz represents its
weight that their multiplication would be accumulate with
the sum of ht−1 that shows the past information in time
t−1 and its weight that shows withUz.Then the result will be
squashed between 0 and 1 by applying the sigmoid activation
function (σ ) [39]. Activation functions can normalize the
output of neural network models. This gate determines how
much of the previous information is necessary for passing to
the future. The reset gate is calculated in (7) that is similar
to the update gate. However, the difference is that the reset
gate will decide which past information is needed to forget.
The effect of gates on the final output will be calculated in
(8). W shows the weight of the update gate, rt represents
the input that got by the reset gate, the output of the pre-
vious neuron showed by ht−1 and the input of the current
neuron is presented by xt , which they are multiply on tanh
as a nonlinear activation function. This procedure shows the
process for a new memory content. The output of the current
neuron is represented by ht in (9), zt represents the update
gate, ht−1 is showing the output of the previous unit and
h̃t represents the output value that is pending in the current
unit [23], [39].

We considered a situation for traffic flow in the road,
which is when the speed of senders drops off under 60 Km/h,
we would have traffic in the road considering the speed of
vehicles in our dataset are in the range of (0,104 Km/h) and
there was not any speed limit.

Road traffic happening =


In non-traffic situation;

Sender speed > 60 Km/h
In traffic situation;

Sender speed < 60 Km/h
(10)

After data collection, we did pre-process, data cleans-
ing, and scaling using the MinMax method [40]. We split
the dataset into 75% for train and 25% for a test. Based
on our dataset and parameters, we implemented three dif-
ferent regression algorithms, including the LSTM, GRU
and Bi-LSTM, to speed prediction and created our model
with the highest performance. To implement the regres-
sion algorithms, the Keras library alongside TensorFlow was
used [41].The data has been passed 120 times for train-
ing; thus, the model was fit to run on 120 epochs. Dif-
ferent optimizers have been tried like Stochastic Gradient
Descent methods (SGDs) [42], Adaptive Gradient Algorithm
(AdaGrad) [43], Adaptive Moment Estimation (Adam) [44],
and Root Mean Square Propagation (RMSProp) [45]. We got
the best result from the Adam optimizer for stochastic opti-
mization, then to avoid overfitting and improve the per-
formance, we added a dropout layer into our algorithms,
then we evaluated our model using different evaluation
metrics. Figure 5 shows the workflow and structure of
phase two.
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FIGURE 3. The workflow of network traffic prediction (phase1).

FIGURE 4. The structure of the GRU.

2) REGRESSION EVALUATION METRICS
We used four evaluation metrics including
the Mean absolute error (MAE), the Mean Squared
Error (MSE ), the Root Mean Squared Error (RMSE)
and the R2 − SCORE , to evaluate our regression
models [46].

1) MAE (Mean absolute error), shows the sum of the total
difference between the actual values and the predicted
values, which is denoted by:

MAE = (
1
n
)

n∑
i=1

∣∣xi − x̂i∣∣ (11)

2) MSE (Mean Squared Error), illustrates the difference
between the actual and the predicted value by squared,
which is designated by:

MSE = (
1
n
)

n∑
i=1

(
xi − x̂i

)2 (12)

3) RMSE (Root Mean Squared Error), can show a more
accurate error rate by squared MSE metric, which is
denoted by:

RMSE =

√√√√1
n

n∑
i=1

(xi − x̂i)2 (13)

4) R2 − SCORE , represents the ratio and the efficiency
of the predicted model and how to fit it in comparison
with the actual value, as well as it ranges from 0 to 1
where the closest value to 1 shows the better model. It is
denoted by:

R2 = 1−

∑
(xi − x̂i)∑
(xi − xavg)

(14)

where,
xi = Real Value;
x̂i = Predicted Value;
xavg = Scores of all outputs are averaged with uniform
weight; n = The number of examples of test or verifi-
cation set.
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FIGURE 5. The workflow of road traffic prediction (phase 2).

Based on evaluation results, we got the best performance
by deploying the GRU algorithm to predict ‘‘sender speed’’
as a road parameter to predict road traffic.

C. PHASE 3 - NETWORK TRAFFIC PREDICTION
CONSIDERING ROAD PARAMETERS
Finally, in the third phase, we intend to predict the network
traffic flow considering the parameters that affect road traffic.
We propose an RF-GRU-NTP model to predict the network
traffic. To the best of our knowledge, it is the first time that
network traffic flow is predicted based on effective parame-
ters in road traffic flow. Furthermore, we propose amodel that
combines deep learning and machine learning algorithms to
predict the network traffic flow. The structure of the proposed
model in Phase 3 is presented in Figure 6.

This phase includes a machine learning algorithm as a
feature selection and a deep learning algorithm in terms of
network traffic prediction considering road network parame-
ters. In this way, at the first step, we combined V2V and V2R
datasets. We investigated on parameters including ‘‘receiver
speed,’’ ‘‘packet receive,’’ ‘‘time,’’ ‘‘signal strength,’’ and
‘‘noise strength,’’ then by deploying the RF algorithm,the
features that are effective on ‘‘sender speed’’ as a road param-
eter in road traffic happening have been found. Afterward,
we passed the important features through the GRU as inputs
to predict the network traffic flow. Also, we considered 75%
of data for training and 25% of that for testing.

1) EFFECTIVE PARAMETERS DETECTION BY THE RANDOM
FOREST
The RF algorithm plays the role of detecting effective param-
eters on the network traffic flow. The RF algorithm is based
on selecting a vector (A, B) irregularly and including trees

that are growing to the decision tree. Then, by voting through
the n trees and considering the training data (A, B), which
provides k samples for building a regression tree, it extracts
the c subset and puts them back randomly. The i(i ∈ c)
subspace has been extracted, and the other samples that did
not extract in the subspace are out-of-bag (OOB) data. To con-
struct the regression tree’s feature space, a fixed dimension
vector would be chosen from an M dimensional vector, and
it can be considered an input variable [47].

Then considering minimum variance, which is computed
during the growth process, the splitting can be calculated as
follows:

I = mins

∑k
s=1

(
ys − ýs

)2
k

(15)

where,
I = Optimal splitting variable;
S = Embedded sample dimension;
ys = Value of variable;
ýs = Average vale of variable.
The RF algorithm is made by the growth of trees, and we

can compute the effect of out of bag data on the model as
follows:

MSE = (
1
n
)

n∑
i=1

(
xi − x̂i

)2 (16)

where,
xi = Real Value;
x̂i = Predicted Value;
n = The number of samples out of bag.
The RF algorithm, in terms of forming the out of bag data

matrix, will generate n new trees and will get the different
ranks of MSE[MSE1,MSE2, . . . ,MSEn]. Moreover, measur-
ing the importance of the input variable is calculated as
follows [47]:

Vim =

∑n
j=1

(
MSEj −MSEnj

)2
n · SE

(17)

where,
Vim = Importance score;
n(j ∈ n) = Number of decision tree;
SE = Standard error of n decision tree.

2) NETWORK TRAFFIC PREDICTION BY THE GRU
After finding out which features are more important to be as
an input variable for GRU, we made a new filtered dataset for
more accurate prediction using effective parameters. At this
level, we filtered our combined dataset (V2V + V2R) and
defined traffic based on ‘‘sender speed’’ and assume if the
sender speed is less than 60 Km/h, then we will have traffic.
Then using RF, we figured that the most effective parame-
ters on ‘‘sender speed’’ were ‘‘receiver speed’’ and ‘‘packet
receiving.’’ Then by applying the GRU algorithm, we pre-
dicted the network traffic flow based on the most important
parameters in the road and network. Based on evaluation
results, the proposed model can predict the network traffic
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FIGURE 6. The structure of the proposed RF-GRU-NTP model (phase 3).

flow more accurately than other algorithms like LSTM and
Bi-LSTM, which have been tried.

IV. DATA PREPARATION AND PERFORMANCE
EVALUATION
A. DATASET
We used a vehicular network dataset (the network type was
802.11 ad-hoc) [37] to measure short-range communications
performance based on V2V and V2R communications in a
highway. For data gathering, they put an external antenna on
the roof of vehicles. The vehicle’s longitude, latitude, speed,
and heading were reported by GPS every two seconds. The
data got from the highway in Atlanta has five usual lanes and
one High Occupancy Vehicle (HOV) lane, which has been
monitored between 2 pm and 5 pm. It reports the location’s
information with an accuracy of five to seven meters, and
they got information of location via interpolation. In V2R
communication, 1470 bytes of packets were broadcasted by
the senders at a mean rate of about 150 packets/s. In V2V
communication, the sender and receiver were installed on
vehicles [48]. Both datasets based on V2V and V2R com-
munication were used in our implementation. For the first
phase, our focus was on network traffic prediction. We used
a dataset based on V2R communication, and we predicted
the network traffic flow based on receiving packets by the
RSUs. Then, for the second phase, we used the dataset of
V2V communication; and we targeted the ‘‘sender speed’’ to
predict road traffic, while both sender and receiver vehicles
were in the same lane (the second one from the right side
of the road) but they had different distances. Finally, for the

third phase, since we aimed to predict the network traffic
flow considering the effect of road traffic on it, we combined
V2V and V2R datasets. After data collection, we did pre-
processing, data cleansing and scaling using StandardScaler
method which applied in order to scale and normalize the
data. Then, using a machine learning algorithm, we extracted
the effective parameters in a combined dataset of network
traffic flow.

To implement the algorithms, we used Python version
3.6 [49], and for each phase, we used different libraries. For
the first phase, different machine learning algorithms had
been implemented. We used Scikit-learn, Pandas, NumPy,
Matplotlib, Mlxtend, and some more libraries intending to
deploy machine learning algorithms to find out the fittest
algorithm for network traffic prediction. In consequence,
we find that the RF had better performance. For phases
two and three, which implemented deep learning algorithms,
we usedKeras libraries and TensorFlow [41] to implement the
LSTM, Bi-LSTM and RF-GRU-NTP. After data collection,
we did pre-process, data cleansing, and scaling to have more
accurate prediction results.

B. PERFORMANCE EVALUATION OF THE NETWORK
TRAFFIC FLOW PREDICTION
As mentioned previously, we used different metrics, such as
confusion matrix, precision, recall, F1-Score, accuracy, ROC
curves and Precision-Recall curve as classification metrics
to evaluate the machine learning algorithms. For the deep
learning part (phase two and three) we used the MSE, MAE,
RMSE, and R2 − SCORE to evaluate the deep learning
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algorithms. Moreover, for all the phases, we computed exe-
cution time to find the most suitable algorithm in our model.

We performed a confusionmatrix as an evaluationmetric in
classification problems, which shows the different situations
between true labels and the predicted ones [50], as shown in
Figure 7.

FIGURE 7. The structure of the confusion matrix.

where,
TP: When (Actual = 1, Predicted = 1)
FP: When (Actual = 0, Predicted = 1)
TN: When (Actual = 0, Predicted = 0)
FN: When (Actual = 1, Predicted = 0)
The true labels are presented in the rows representing the

correct label and the predicted labels are placed in the column
to determine the value that the classifiers have predicted.
The number of times that true labels and predicted ones are
matched would be presented in the diagonal.

In the first phase, our target was network traffic prediction
based on packet receiving and we considered two classes
for packet receiving in our dataset. Then, we labeled them:
class 0 for NO (not receiving the packet) and class 1 for Yes
(receiving the packet) as shown in (5). After that, we split the
dataset into 75% for train and 25% for test and implemented
four different classification algorithms. Then, we evaluated
the algorithms by a confusion matrix. Figure 8 shows the
confusion matrix of the RF, NB, KNN and SVM algorithms.

The confusion matrix of the RF indicates in 468 cases
that the true label was 0 and it has been predicted correctly;
and in 45 cases, the true label was 0, and it has been pre-
dicted wrong. Moreover, the prediction results for label 1 are
shown in the next row. The NB’s confusion matrix indicates
433 correct prediction cases for label 0 and 734 true predic-
tion cases for label 1. The confusion matrix of the SVM and
KNN algorithms shows that the SVM has better prediction in
label 1 with 734 true cases, and the KNN has better perfor-
mance at predicting label 0 with 476 correct cases.

One of the common graphical metrics to present the result
of classification problems is the Receiver Operator Charac-
teristic (ROC) curves considering the Area Under the Curve
(AUC). Moreover, another metric called the Precision-Recall
(PR) curve can give us more valuable graphs to evaluate
the performance of the algorithms [48]. By using the ROC
curve, we clarify the accuracy of classifiers in prediction
results.

The ROC curve will calculate the probability of predic-
tions, and it shows the False Positive Rate (FPR) on the
X-axis and True Positive Rate (TPR) on the Y-axis. The TPR
can describe the model’s predictive performance in positive
class in the situation that the true label is positive as well.

Figure 8 depicts the results of four different algorithms that
we used for network traffic prediction. However, describing
the prediction of positive class in the condition, where the true
label is negative, is the responsibility of FPR.Moreover, there
is a classifier with a random acting level shown in a red dotted
line. It would separate the area into two parts that can improve
the performance estimation in a way, where the curves that
have better performance would be located above this line and
close to the top-left corner, and the poor algorithms would be
placed under the red dotted line.

Furthermore, the larger AUC indicates that the algorithms
have better performance. As shown in Figure 9, the blue
curve, which belongs to the KNN, and the orange curve that
indicates the RF algorithm, are closer to the top left corner
and they have larger AUC, which means they have higher
performance, respectively. In addition, the green curve that
represents the SVM and the red one that belongs to the
NB algorithm, show the lower performance with 0.94 and
0.95 AUC consecutively.

However, the other evaluation metric for machine learning
algorithms is the PR curve that presents a balance between
precision indicated at the Y-axis and recall pointed out at
the X-axis. Figure 10 illustrates the PR curve for different
machine learning algorithms that we implemented. The blue
dotted horizontal line demonstrates a ‘‘baseline’’ classifier,
where the ideal classifier is above this line and the clos-
est to the right top corner. Thus, the lowest performance
would belong to the curves that are closer to the baseline.
As depicted in Figure 10, the KNN and RF algorithms, shown
in orange and green, respectively, have the highest perfor-
mance; and the NB and SVM, shown in purple and red, have
the lowest performance accordingly.

We tried classification reports and other metrics like preci-
sion, recall and F1-score to get more insight into our model
performance. Table 2 shows the evaluation results of each
algorithm. Therefore, the KNN algorithm has the highest
accuracy with 96%, and the SVM has the lowest one with
91% in our prediction model, while the RF and NB give the
same percentage of accuracy with 93%.

After the performance evaluation that we have done, the
results of the KNN and RF was almost the best. However,
the other factor that should be considered in performance
evaluation is the execution time to find the best algorithm
for network traffic prediction, specifically when the volume
of data is large. Table 3 present the execution time for each
algorithm based on the results. The KNN is the most time-
consuming algorithm, and the NB took less time. Therefore,
based on all the results that we have got, we can conclude that
the RF is the perfect match for our model with network traffic
prediction, because it is not as time consuming as KNN.
On the other hand, its performance is good enough in other
evaluations.

For the second phase, our target was road traffic prediction
based on ‘‘sender speed.’’ We deployed three different deep
learning algorithms; then, we evaluated their performances
to find the fittest algorithm for our model. The MAE and the
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FIGURE 8. Confusion matrices of the RF, NB, SVM and KNN.

FIGURE 9. ROC curve for KNN, RF, SVM and NB.

RMSE are two standard evaluation metrics to represent the
average performance of the model [51].

However, we calculated the MSE as a metric for evaluating
the prediction results and the R2 − SCORE that is the most
important metric for our model, because it can indicate how

FIGURE 10. PR curve for the KNN, RF, SVM and NB in network traffic
prediction.

the predicted model is good in future observation which the
higher value of it, indicates a better prediction model, and
it means the difference between the actual and predicted
value is insignificant. Finally, we considered the time that
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TABLE 2. Classification reports.

TABLE 3. Execution time for the RF, NB, SVM, KNN.

each of the deep learning algorithms took for fitting the
model. The results of calculating the MAE for all algorithms
are illustrated in Figure 11, where it shows that the LSTM
experienced the highest error at the beginning. On the other
hand, the GRU has the lowest one, and it has less iteration to
get the best result, however, the LSTM and Bi-LSTM have
more epochs, respectively.

By considering the growing number of vehicles and facing
a large amount of data, execution time is a vital parameter for
choosing our model’s fittest algorithm. Thus, we calculated
the time that each algorithm took for fitting the model, and as
illustrated in Table 4, the GRU is the fastest one with 1 minute
and 3 seconds in model fitting, and the Bi-LSTM and LSTM
are the slowest, respectively.

TABLE 4. Duration time for GRU, Bi-LSTM & LSTM.

Then, we predicted the sender speed with the aim of road
traffic prediction by implementing the GRU, LSTM, and
Bi-LSTM algorithms. As shown in Figure 12, the blue line
indicates the test data and the prediction that different algo-
rithms have done is in the orange line. The results show that
the GRU has performed better than the LSTM and Bi-LSTM.
Thus, we can see that the difference between test and pre-
dicted data is insignificant.

Moreover, we calculated some evaluation metrics like the
MSE, MAE, RMSE and R2−SCORE for all three algorithms
for the final evaluation step. As demonstrated in Table 5,

FIGURE 11. The MAE for GRU, LSTM and Bi-LSTM (phase2).

we got the best results in all metrics with the GRU algorithm.
Furthermore, the highestR2−SCORE , the most crucial factor
for evaluating our model, was 0.995, which belonged to the
GRU algorithm.

TABLE 5. Evaluation metrics for Bi-LSTM, GRU and LSTM.

Based on all evaluation ways done, the GRU is the best
algorithm that can fit our model in the lowest time and error,
and the highest R2 − SCORE .

Finally, we predicted network traffic flow considering road
traffic flow by implementing machine learning and deep
learning algorithms for the third phase. By deploying the
RF algorithm, we detected the most effective features on
‘‘sender speed.’’ Figure 13 shows that the ‘‘receiver speed’’
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FIGURE 12. Test data vs prediction for the LSTM, GRU and Bi-LSTM
(phase2).

and ‘‘packet receiving’’ are the most effective parameters
on ‘‘sender speed,’’ which we consider as a network traffic
parameter.

The next step is passing the most influential parameters on
network traffic as input variables into theGRU algorithmwith
the aim of network traffic prediction and implementing the
proposed RF-GRU-NTP model. Figure 14 shows the MAE
for the LSTM, RF-GRU-NTP and Bi-LSTM algorithms.
As depicted,the LSTM experienced the highest error at the
beginning and Bi-LSTM had the most iteration while the
proposed RF-GRU-NTP had better performance in less than
25 iterations.

We predicted network traffic flow considering road traffic
parameters and evaluated the performance of our model using
four different evaluation metrics as the MAE, MSE, RMSE,
and R2−SCORE . Table 6 shows the value of these evaluation
metrics for each algorithm, demonstrating that the proposed
RF-GRU-NTP model has the lowest error and the highest
R2 − SCORE , which means it has better performance in
comparison with the LSTM and Bi-LSTM.

FIGURE 13. Effective parameters in network traffic.

FIGURE 14. The MAE for GRU, LSTM and Bi-LSTM (phase3).

Figure 15 depicts the prediction results for sender speed
considering effective parameters on it in order to network
traffic prediction. The blue line indicates the test data and the
prediction that has been done by models is in orange line.
As shown, the proposed RF-GRU-NTP model performed
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TABLE 6. Evaluation metrics for Bi-LSTM, RF-GRU-NTP and LSTM.

FIGURE 15. Test data vs prediction for the LSTM, RF-GRU-NTP and
Bi-LSTM (phase 3).

better than other pure algorithm that we implemented, and
the difference between test and predicted data is insignificant
while the highest difference between predicted and actual
value belongs to the Bi-LSTM algorithm.

After calculating the evaluation metrics, we computed the
time that each algorithm took for fitting the model. More-
over, we set an early stop method to stop training when the
algorithm has not improved, considering 20 for patience’s
value. As shown in Table 7, whereas the RF-GRU-NTP
algorithm could fit the model in less than 34 seconds, the
Bi-LSTM and LSTM needed about 2 minutes and 4 minutes,
respectively.

Figure 16 shows the difference in fitting time between the
proposed RF-GRU-NTP model and the pure algorithms that

TABLE 7. Duration time for RF-GRU-NTP, Bi-LSTM and LSTM.

FIGURE 16. Time for fitting the LSTM, RF-GRU-NTP and Bi-LSTM (phase3).

we implement them. The proposed RF-GRU-NTP model has
significant different fitting time form other algorithms.

Consequently, based on all results that we got, the proposed
RF-GRU-NTP model has the best performance in network
traffic prediction considering road traffic parameters.

V. CONCLUSION
In this paper, we proposed an RF-GRU-NTP model with the
aim of network traffic flow prediction based on the traffic
in the road and network simultaneously. We divided our
research into three phases. In the first phase, we focused
on network traffic prediction. We used the V2R dataset and
considered the receiving packets sent by vehicles to the RSUs
as a network parameter to predict network traffic flow. Then,
we tried different machine learning algorithms like the RF,
NB, KNN, and SVM algorithms, and we evaluated them
using some classification metrics. After all evaluations, the
RF has the better performance to predict network traffic flow
while our target was ‘‘packet receiving.’’

In the second phase, we tried to predict the road traffic flow
using the V2V dataset while our target was ‘‘sender speed’’ to
define the road traffic.We assumed that the traffic would hap-
pen on the road if the senders’ speed were less than 60 Km/h.
Therefore, we implemented different deep learning algo-
rithms, including the LSTM, GRU, and Bi-LSTM. Finally,
we evaluated the results using some regression evaluation
metrics, which, based on the results we got, the GRU was
the fittest algorithm for road traffic prediction.

Then at the third phase, we implemented our target, which
is network traffic flow considering road traffic flow, by com-
bining machine learning and deep learning algorithms.
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For this purpose, we combined V2V and V2R datasets, and
used the RF algorithm for feature selection. We found the
most important features, which were ‘‘packet receive’’ and
‘‘receiver speed’’ that can affect ‘‘sender speed’’ and the
network traffic flow. Then by implementing the proposed
RF-GRU-NTP model, we predicted network traffic flow.

Therefore, we compared our results with a pure algorithm
like LSTM and Bi-LSTM to make sure that the proposed
model has good results in network traffic flow prediction.

The main complexity of the proposed model was combin-
ing two datasets in order to implementing machine learning
and deep learning algorithms with the aim of network traffic
prediction considering different types of parameters. To the
best of our knowledge, this is the first research that predicts
the network traffic flow based on road traffic flow.

However, by growing up the number of vehicles, the vol-
ume of produced data by them would take shape of big data
which in our future work we will implement our proposed
model in big data.
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